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The catalytic activity of pyrolyzed Co-phtalocyanine, deposited onto active carbon “Norit-NK” for oxydation
of sulphur dioxide in sulphuric acid media was investigated. The optimum phtalocyanine content and the best pyrolysis
temperature of this catalyst were determined. It was shown that gas diffusion electrodes (GDE), catalyzed with Co-
Phtalocyanine, pyrolyzed at 700°C ensure 500 hours operation at current density of 60 mA.cm™ with increase of

polarization approximately of 50 mV.
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INTRODUCTION

Sulphur dioxide oxidation has been used for
production of hydrogen and sulphuric acid under
very favourable energy saving conditions [1]. An
original approach was proposed in our laboratory
(IEES) [2]. This approach is based on use of GDE
which utilize gases containing SO,. In such a way
the production of hydrogen can be combined with
purification of waste gases form SO,. GDE
developed in IEES are catalyzed with pyrolyzed
metal chelate complexes: dibenzo-cobalt-tetra-
azaanulene (CoTAA), cobalt tetra-methoxy-phenyl-
porfirine (CoTMPP), and modified active carbon
(MC) [3, 4]. Although the initial characteristics were
quite promising, the long-term tests of electrodes
modified with the above catalysts, revealed that their
activity decreased rapidly. On the other hand, the
synthesis of these chelate complexes proved to be
rather expensive and labour-consuming. These
shortcomings stimulated the research to find a
catalyst which is more stable in sulphuric acid
solutions, easily available, and cost-efficient.

Literature data provide evidence that the metal
complexes of phtalocyanines and their pyrolyzed
products display catalytic activity toward several
electrochemical processes, including the oxidation
of SO, [5-11]. According to Bagotski et al [6], the
activity of metal chelate complexes and their
pyrolysis products at 800°C with respect to this
reaction diminish in the following order: CoTAA >>
CoTMPP > CoTPP > CoPc (Co-phtalocyanine).
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Probably this is the reason why the last compound in
this row, as well as its pyrolytic derivatives, has
attracted less attention in the investigations in this
field. Since CoPc is more available and less
expensive [12, 13] than CoTAA and CoTMPP, we
have decided to study the behaviour of GDE
catalyzed with pyrolyzed products of this compound
with respect to the oxidation of SO,.

EXPERIMENTAL

The catalyst is prepared by heating
phtalodinitrile together with cobalt nitrate according
to a method described in [14]. The product is
dissolved in 96 %wt. H,SO, followed by
precipitation onto active carbon “Norit-NK”
(specific surface 650 m2.g™, according to BET), and
cooling the solution in an ice-water mixture [5]. The
next steps are drying and subjecting to pyrolysis in
argon atmosphere for 5 hours at temperatures within
the range between 600 and 900°C. Thus active
carbon, catalyzed with 1 — 20 % wt. pyrolyzed
phtalocyanine, is obtained, and further on, used for
the preparation of GDE. The later are of double-
layer type: a porous gas supplying layer and a
porous catalytic layer. The binder is PTFE which
was previously precipitated upon acetylene black
[15].

The electrochemical characteristics of the
electrodes are determined by tracing the stationery
galvanostatic voltage-current relationships (E-i), and
by long term tests. The measurements are carried out
in a specially designed electrolytic cell, comprising a
cathode, prepared from tungsten carbide, PTFE and
Na,SO, [16]. 4.5 N H,SO, is used as electrolyte. The
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AE-i curves are traced under the condition that the
electrodes are supplied either with pure SO, or with
gas mixture of SO, +Ar. The gases are fed to the gas
supplying layer without overpressure. The potential
of the electrodes is recorded vs. Hg/Hg,SO,
reference, recalculating data vs. NHE in the same
electrolyte. The results from these measurements are
used for plotting of the E-i curves in normal and
semi-logarithmic coordinates as well as th&E -i
relationships. AE is defined as difference between
the stationary potentials at identical current densities
from polarization curves of the same electrode,
traced in pure SO; (Esoz), and in gas mixture, Ar +
20 % vol. SO, (EAr+SOZ)v S0 AE = Esp, - Earesop. The
former are used for evaluation of the activity of the
catalyst, while the later provide a criterion for the
transport hindrances in the electrodes [17].

RESULTS AND DISCUSSION

The composition of the catalyst is optimized
with respect to the parameters which determine its
activity, the amount of CoPc and the temperature of
pyrolysis [5, 18]. The voltage - current
relationships of a set of electrodes, containing
different quantities of CoPc are shown on Fig. 1. It
can be noted that the characteristics of the electrode,
containing 20 % wt. pyrolyzed catalyst, are
practically identical to that of electrodes catalyzed
with 10 % wt. This finding provides us with a
foundation to continue further studies with
electrodes prepared from “Norit-NK” + 10 % wt.
pyrolyzed CoPc.
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Fig. 1. Voltage — current characteristics of the GDE
catalyzed with different amounts of CoPc, pyrolyzed at
900°C: (m ) - 20mg/cm? catalyst “NORIT NK” + 1 wt. %
CoPc; (#) - 20 mg.cm? catalyst “NORIT NK” + 5 wt. %
CoPc; ( A ) - 20 mg.cm™ catalyst “NORIT NK” + 10 wt.
% CoPc; (V) - 20 mg.cm™ catalyst “NORIT NK” + 20
wt. % CoPc ; 4.5 N H,SO,, T = 20°C.
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The dependence of catalytic activity on pyrolysis
temperature is studied with electrodes activated with
the above mentioned amount of CoPc within the
temperature range of t° = 600-900°C. The
polarization curves of a set of electrodes with
catalyst pyrolized at different temperatures are
shown in Fig.2. The catalyst treated at 600°C is
partially pyrolyzed [5] which explains the higher
polarization of these electrodes. The best
characteristics show the electrodes with CoPc
pyrolyzed at 700°C in comparison with those, treated
at higher temperatures. Similar dependence has been
established for reduction of oxygen in sulphuric acid
solutions [5]. In this case also, carbon catalysed with
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Fig. 2. Voltage — current characteristics of the GDE
catalyzed with 20 mg.cm™ catalyst “NORIT NK” + 10 wt.
% CoPc, pyrolyzed at different temperatures: (m ) - Ty, =
600°C; (® ) - Tpyr= 700°C; ( A ) - Ty = 800°C; ( V) -
Tpyr = 900°C; 4.5 N H,SO,, T = 20°C.
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Fig. 3. Voltage—current characteristics in semi—

logarithmic coordinates at low current densities of the
electrodes in Fig. 2.

CoPc pyrolyzed at 700°C displays enhanced activity.
The reasons for this temperature phenomenon
could be two: a change in the activity of the catalyst
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itself and/or alteration of the transport hindrances
within the complex “Norit-NK” + pyrolyzed CoPc
due to the different distribution of the catalyst in the
pores of the carbon carrier. The effect exerted by
each of these factors is estimated from the initial
polarization curves at low current densities (up to i =
=20 mA.cm™®) and the AE-i relationships.

Fig. 3 shows the initial polarization curves.
The Tafel plots provide evidence that transport
hindrances in the electrodes are of minor importance
within this current density range. The slopes of the
straight lines are approximately 50 mV/dec in the
case when CoPc is pyrolyzed at t°=700°C or more
elevated temperature. When CoPc is thermally
treated at t° = 600°C (temperature at which the
pyrolysis of the chelate complex is not complete [5])
the Tafel slope is 75 mV/dec. Higher values of the
Tafel slope (90-100 mV/dec) have been reported by
Tarasevich and Radyushkina [7] for CoPc with no
thermal treatment, deposited onto pyrographite.

The segments, cut by the Tafel plots, from
the abscises at a given potential within the region of
small polarizations (E = +500 mV NHE) are a
criterion for the activity of the complex “Norit-NK”
+ pyrolyzed CoPc in a real GDE [19]. Fig. 3 shows
that the highest activity is reached with electrodes
containing a catalyst pyrolyzed at t°=700°C. Higher
pyrolysis temperature leads to reduced activity. The
data are not relevant to the evaluation of the activity
of the electrode catalyzed with CoPc pyrolyzed at
t°=6000C since the respective slope is different from
the rest.
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Fig. 4. AE - i curves of the electrodes in Fig. 2.

Fig. 4 shows theAE -i relationships. It can
be noted that at all current densities th&€E, hence
the transport hindrances, in the electrode catalyzed
with CoPc pyrolyzed at t°=700°C are the least.
Electrodes containing partially pyrolyzed catalyst
(t°= 600°C) or thermally treated at temperatures
exceeding 700°C display substantially more

pronounced hindrances. These variations probably
are due to the different distribution of the pyrolyzed
catalyst in the pores of the carbon carrier,
respectively various structures and different
hindrance patterns.

It can be concluded on the basis of the
experimental results (Fig. 3 and 4) that the good
characteristics of the electrodes catalyzed with CoPc
pyrolyzed at t° = 700°C are due to both: the high
activity of the “NORIT NK” — pyrolyzed catalyst
complex and the reduced transport hindrances for
SO, init.

Long term tests were carried out, using
electrodes catalyzed with CoPc pyrolyzed at 700°C
and 900°C. Fig. 5 shows the different pattern for
the increase of polarization with time. The
electrodes catalyzed with CoPc pyrolyzed at 700°C
shows a deterioration of its characteristics during
the initial 100 — 150 hours and further on the
changes are slight. The other type of electrodes
displays a continuous increase of polarization and
at the end of the 500 hour test-run it reaches 200
mV, rendering them practically unusable. The
periodically monitored voltage — current curves at
low current densities and theAE - i relationship of
these electrodes offer a possibility to explain the
reasons wich have lead to the observed increase of
polarization. Fig. 6 presents the initial and final
Tafel curves for both types of electrodes. It can be
noted that the segments cut on the abscissa for each
type are slightly affected, hence the activity of the
catalyst pyrolyzed at 700°C and 900°C shows only

6501 oWM# e

E, mV (NHE)

Fig. 5. Long term tests of GDE catalyzed with 20 mg.cm™
catalyst “NORIT NK” + 10 wt. % CoPc, pyrolyzed at
different temperatures: (m ) - Ty, = 700°C; (® ) - Tpy =
900°C; i = 60 mg.cm?, 4.5 N H,SO,, T = 20°C

minor changes following 500 hour test operation at
60 mA.cm® The comparison of the AE - i
relationship, however, provides evidence that the
transport hindrances in both electrode types have
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increased (Fig. 7). A close look at the figure reveals
that: (i) for the electrode with the catalyst pyrolyzed
at 700°C this increase is more substantial during the
initial 125 hours; (ii) at the end of the 500 hour test
the transport hindrances in electrodes with catalyst
pyrolyazz(e))d at 900°C are more pronounced.

log i, mA.cm

Fig. 6. Voltage — current characteristics in semi -
logarithmic coordinates at low current densities of the
electrodes subjected to long term tests: 1 -initial ; 2 -
after 500 hours operation at i = 60 mg.cm™.
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Fig. 7. AE - i curves of the electrodes subjected to long
term tests: 1- initial; 2 - after 125 hours operation at i =60
mA.cm’; 3- after 500 hours operation at i = 60 mg.cm™.

These experimental results explain the electrode
behaviour during the long term tests. The
conclusion, based on such results, is that the most
suitable pyrolysis temperature for CoPc, used for
preparation of a catalyst for the oxidation of sulphur
dioxide, is t*=700°C.

A comparison with our previously reported
results [2] shows that the long term characteristics of
GDE, catalyzed with CoPc, pyrolyzed at 700°C, are
superior to those of GDE, containing CoTAA and
CoTMPP.

CONCLUSION

The investigated GDE, catalyzed with CoPc
pyrolyzed at t° = 700°C provide adequate perfor-
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mance and can be used as anodes for oxidation of
sulphur dioxide in sulphuric acid solutions.

NOMENCLATURE
CoTAA - Dibenzo-cobalt-tetra-azaanulene
CoTMPP — Cobalt tetra-methoxy-phenyl-porfirine
MC — Modified active carbon
CoTPP - Cobalt-tetra-phenyl-porfirine
CoPc - Cobalt-phtalocyanine
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MUPOJIN3UPAH CO-OTAJOLIMAHNH KATO KATAJIM3ATOP 3A OKMCJIEHUETO HA CEPEH
JIMOKCH/T

K. Ilerpos, 1B. Huxonos, T. Butanos, /1. Y3yH, B. OrusHOB!

Hnemumym no enexmpoxumus u enepeutinu cucmemu, Bvieapcka akademus na naykume, yi. Axao. I'. Bonues,
on. 10, 1113 Cogus, bvreapus
1
HUnemumym no opeanuuna xumust ¢ Llenmwp no gpumoxumus , Bvreapcka akademus na naykume, yi. Axao. I.
bonues, 61. 9, 1113 Cogus, bvreapus

IMoctenmna Ha 2 mapt, 2010 . IIpepaGorena na 17 mapt, 2010 r.

W3zcnenBana e kaTanuTHYHATa aKTUBHOCT Ha mupoiu3eH CO-(ranonuaHuH, OTJI0XKEH BbPXY aKTHBEH BBIJICH
“Norit-NK” 3a oxucisiBaHETO Ha CEpeH IUOKCHJ B CAPHO-KUCea cpeaa. OnpeeseHu ca ONTHMATHOTO ChAbPXKaHUE Ha
Co-¢ranonmannH W Hal-MoOJIXoJsINATa TeMIlepaTypa 3a KaranumiaTopa. [lokasaHo e, 4e Tra3oBO-IU(Y3HOHHTE
enekTpoau ¢ karaimmzarop or Co-Qramonuanu, monydeH mpu nuponmsa npu 700°C ocurypsar paGorta B
npobwkenne Ha 500 yaca npH mIKTHOCT Ha Toka 60 MA.cm™ i cBpbXHampexeHue 0ko1o 50 mV.
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An analysis is made of the possibilities for accounting for small and large scale maldistribution in gas and
liquid phases in packed columns. A stochastic parallel model is proposed for mathematical modeling of small scale
maldistribution in gas (vapor) phase. It is assumed that the non-uniformity is normally distributed with standard
deviation, equal to the maldistribution factor M;. The reality of this assumption is confirmed by an analysis of previous
experimental data for gas phase small scale maldistribution using modern random IMTP and RSRM packing. The
model is tested for ethanol-water rectification using structured HOLPACK packing. Experimental data for seven types
of modern packing (IMTP, Raschig Super-Ring (RSR) Metal and Plastic, and Ralu Flow Plastic) at high ethanol
concentration are used to estimate the impact of vapor phase small scale maldistribution. It is found that its influence on
mass transfer efficiency is quite different, and for various packing it is between 14 and 38 %. For comparison, this value
for structured HOLPACK packing is 10-12 %. It is shown that a preliminary analysis of the efficiency reduction due to
small scale maldistribution can provide information about the expedience of using a particular type of packing at

particular operational conditions.

Keywords. Gas maldistribution, distillation, efficiency, packed columns

INTRODUCTION

In the last decades random packing of third
and fourth generation have been developed and
applied for industrial use. The examples are Nutter
rings, Ralu Flow, IMTP, Raschig Super Rings
(RSR), etc. Such packings are mainly made of metal
using wasteless technology but there are also plastic
varieties. They ensure high efficiency at low
pressure drop and are very prospective for industrial
heat and mass transfer processes. For this reason, it
is necessary to develop reliable methods for
determination of column efficiency when operating
with these packings.

Up to now some basic parameters of these
packings are investigated, such as pressure drop,
effective surface, and mass transfer coefficients for
processes, controlled by liquid or by gas phase.
Also, for the reliable forecast of the efficiency,
required is information about other substantial
parameters which characterize important events in
the packed columns, related to the hydrodynamic
and mass transfer mechanisms, and are used in
mathematical models. Important events are for
example the axial mixing, the liquid phase

* To whom all correspondence should be sent:
E-mail: semkov@bas.bg
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distribution, the redistribution of gas (vapor) phase,
the influence of packing discrete structure. There are
studies aiming at determination of liquid flow
distribution coefficient for the considered packings
[1], which coefficient is important for irrigation
devices design. Also, the gas phase distribution is
experimentally studied, and information is collected
about the maldistribution due to discrete packing
structure [2, 3].

It is known that a basic problem for the
packed columns is the non-uniform flow distribution
over the cross section. It changes the flow velocity
and mass transfer intensity, and results in variable
concentrations in radial direction and efficiency
reduction. It is shown [4] that the negative effect
depends not only on the rate of radial non-
uniformity but also on the deviation between
operational and equilibrium concentrations. If in
some column sections these concentrations are
rather close, the non-uniformity can provoke
concentration ‘pinch’ and significantly reduction of
mass transfer efficiency [4,7]. For this reason, strong
effects are expected for rectification systems in a
concentration zone of low relative volatility, as well
as large number of theoretical stages.

The published studies on rectification with
modern random packings are limited to a couple of
systems, for example isobutene/n-butane, cyclo-

© 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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hexane/n-heptane [8] and i-octane/toluene [9].
Recently thorough study has been published [6]
dealing with an important industrial system,
ethanol-water at different phase ratio in the high
concentration zone, where equilibrium and operation
line are very close.

The considered packings have low pressure
drop due to their open structure. Hence, it is to
expect higher minimal irregularity of the gas (vapor)
phase in comparison with the traditional and
especially with the structured packings. This
conclusion is supported by experience. Therefore,
more significant impact on the column efficiency
has to be expected.

The aim of this paper is to study the
influence of non-uniform vapor phase distribution
and to develop a method for determination of this
effect. Data are used from a case study using IMTP,
Raschig Super Rings, and Ralu Flow packings, and
the method is illustrated by the experimental results
obtained from ethanol-water rectification.

PARALLEL COLUMN MODEL AND ITS
APPLICATION

The parallel column model is often used for
description of flow non-uniformity. A packed
column is represented by a number of columns
connected in parallel. Due to flow non-uniformity,
the ratio of gas (vapor)/liquid [mol/mol] in each
column is different.

According to the first model applications in
rectification [4], the column is divided in two
geometrical zones, wall and central zones, presented
by two parallel columns. More often this concept is
applied dividing a column in velocity zones instead
of geometrical zones. For example, applying the
two-column model, two zones with maximum
deviation of gas-liquid ratio are formed, which
provokes concentration pinch in the column ends
[7]. Also, a scheme with three columns is proposed
with two extreme and one mean value of the phase
velocity ratio [10]. Models with even more columns
are known [11]. Although some attempts to account
on radial mixing by a two-column model [5], almost
all parallel models neglect the radial mixing between
the zones.

Generally, the parallel models treat liquid
phase non-uniformity while the gas phase is
assumed to be homogeneously distributed between
the columns. The main shortcomings of these
models are [7]: i) neglecting of radial mixing; ii)

undefined number of parallel columns; iii)
insufficient information about the real non-
uniformity. For this reason the analyses are

phenomenological, they show in general the

influence of process parameters on the efficiency,
also they show that the efficiency should be reduced,
plus the impact of the non-uniformity rate which
results in efficiency reduction. However, the results
cannot be used for apparatus design.

An additional disadvantage of the parallel
model is the lack of differentiation, in terms of
global treatment, between the large- and small scale
maldistribution, although some comments are
known about the eventual different influences of
radial mixing on these two types of maldistribution
[7]. On the other hand, the model is relatively simple
and is well ground physically. A profound analysis
of the conditions, at which it should be applied, can
lead to improvement of its adequacy and extend its
practical application.

Large-scale maldistribution is due to the
initial phase distribution and formation of local
flows as wall flow or bypass gas flows. They can be
reduced or eliminated by technical devices. The
initial distribution can be ameliorated by use of
better inlet devices. Quick reduction of large-scale
maldistribution is obtained after passing through
relatively short packing layer due to its redistribution
ability. Large-scale maldistribution is successfully
modelled by radial dispersion model applying as
main parameter spreading coefficient (for the
liquid), and distribution coefficient (for the gas
phase). We propose a relation to determine the
redistribution layer height by multipoint irrigation
devices with multiple orifices [12]. Also, we develop
a method [14] for evaluation of gas distribution
devices and for determination of penetration depth.
The latter is defined as the height of packing layer
necessary to attain minimal value of gas
maldistribution factor [15, 16]. The wall flow can be
limited with simple technical devices, i.e. wall flow
deflecting rings [17] having less width than the
characteristic width of a packing element. They are
mounted horizontally on the column wall at
relatively small distance and change the flow
distribution in the wall zone. In case of rectification,
a method is developed [18] for determination of the
optimal distance between the rings, resulting in
equal volume integral mean superficial velocity in
wall zone and in the column bulk. It is mentioned
[19] that these rings stop also the wall bypass gas
(vapors) flow. It is to conclude that large-scale
maldistribution can be eliminated except in short
zones after the distribution devices.

Small scale maldistribution is due to the
packing discrete structure and cannot be eliminated.
Expressed by the value of maldistribution factor, it is
manifested as a ‘noise’ which has specific value for
each kind of packing [20, 25].
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Small scale maldistribution provokes axial mixing in

both phases which can be represented by the axial

dispersion model. The packing is considered
homogeneous in structure, and maldistribution is
reflected by the axial mixing coefficients, i.e. by

Peclet number which have to be determined

experimentally. It is also necessary to identify the

values of volume mass transfer coefficients that fit
the dispersion model [21, 22, 24]. Regarding the
liguid (dispersed) phase, the small scale
maldistribution affects also the packing effective
surface area but it is taken into account in the
experimental  determination of this surface.

Significant impact of the liquid phase axial mixing

on the mass transfer efficiency is registered, and it is

rising at decreasing of the superficial velocity [22-

24].

Considering the gas phase, the investigation
of axial mixing goes through a relatively difficult
and imprecise experiment due to faster transient
process. However, relatively small axial mixing
impact is found in the case of traditional random
packings, about 19 %, which allows for using of
relatively imprecise relations for its determination
[21]. For some structured packings it is even
admitted to neglect the gas phase axial mixing.
There is no information about studies on the axial
mixing in gas or liquid phase in columns with new
highly efficient random packings. However,
significant values of maldistribution factor after the
penetration depth are experimentally determined
which should be attributed to their open structure
and existence of more than one characteristic
geometrical dimension.

It can be concluded, resuming the existing
information, that:

e Large-scale maldistribution can be limited to
small zones in the column and can be
successfully modeled by the dispersion model
with radial mixing. Parallel model is not
applicable to large-scale maldistribution because
of large radial gradients and significant radial
mixing.

e Small scale maldistribution in the liquid phase
can be modeled with acceptable precision by the
dispersion model with axial mixing. The packing
can be regarded as homogeneous medium with
uniform radial distribution. For this reason, it is
not expedient to apply parallel model at these
conditions.

e The experimental study of the gas phase axial
mixing in the packing is difficult and relatively
imprecise. There is no data on the modern
random packings. However, detailed information
is available about the maldistribution factor after
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the penetration depth where the large-scale
maldistribution is already eliminated. At these
conditions radial velocity gradients are small and
radial mixing is low. The parallel model can be
applied.

THE STOCHASTIC PARALLEL MODEL
According to the above considerations, we
propose to tighten the zone of parallel model
application in order to ameliorate its adequacy. The
model will be applied for evaluation of the impact of
the gas (vapor) phase small scale maldistribution in
packed columns. The following assumptions were
taken:
e The liquid phase is uniformly distributed over
the column cross-section;
o The radial mixing in the gas phase is negligible;
e Gas (vapors) velocity profile over the cross-
section is described by normal random
distribution law.

The last assumption eliminates the need to
introduce undefined number of parallel columns. It
corresponds well to the experiments, as it will be
shown later.

The density of normal distribution is given by

the expression
1 ootz (1)
o0)- e - 507

where - Z-¢ s a standard normal variable.

o

The model solution is based on an
approximate presentation of the Standard normal
distribution with a mean 0 and standard deviation of
1 in nine specific intervals, when the center interval
is within the quarter of a standard deviation of a
mean, and each of the other intervals are a half
standard deviation wide, except for the tails. This
presentation is in terms of the so called stanines
(standard nine intervals) [26], Fig. 1.

0.5

04r N

03}

o (U)

02}

o1t

2 8
1 9
0.0 : '

T .33 275 225 175 1,25 075 025 025 075 135 175 225 275 335
U
Fig. 1. Standard normal distribution in terms of
“stanines” (standard nine intervals).
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terms in Eq. (1) have the meaning
2=G/G,:é=l:0=M,;u =S
GOM f
For every stanine, the mean value of random
variable is introduced

;N =(-505M, for i=2.8
N, = -3, =2,375M, . 3)

)

and

Then the mean density of the gas (vapor)
molar flow in a particular stanine is

G =01+3)G,, i=1..9. 4)
According to the first model assumption, the
superficial velocity is the same for each stanine, i.e.

L; = Lo. Then the ratio of molar flows densities
becomes

L 1L i=1..9. (5)

G 1+9)G,

The partial flow for i™ stanine is given by
the coefficient k; (see Table 1).

Table 1. Part of the results for the stanines

[ 1,9 2;8 3;7 46 5
ki 0,04 007 012 0,17 0,20
Additionally, by definition
9
2 k=1, (6),
i=1

taking into account the symmetry of (3)

ZQ:S’Ii =0 and ZglkiSﬁi:O. (7
i=1 i=1

Fig. 2. Flowchart illustrating stochastic model with nine
virtual parallel columns.

columns. In the present example the symbols, used
in the model, are associated with the upper
(enrichment) part of a rectification column with
condenser C. In this case the model includes nine
parallel columns, corresponding to nine stanines.
The molar flow ratio is defined by (5) and the
corresponding cross-sections are in the proportions,
given in Table 1.

In the upper part of the parallel columns, a
liquid flow (reflux) with concentration xp is fed by
the condenser C. In the lower part, vapor with
concentration yr comes from the column stripping
part. As the ratio vapor/liquid is different for each
parallel column, the corresponding outcome flows
have different concentration — yp; for vapors, and xg
for the liquid. The vapors are mixed to give a flow
with concentration xp. The liquid flows from the
bottom of the columns are also mixed. The liquid
with the resulting concentration Xy is used to feed
the stripping part of the column. The material
balance of the i column is

G (yDi — Y ) =L (X —Xg), (8)
For a given cross-section with operational
concentrations x; and y; it is

Gi(yi - YF): L (% — X&) - (C))

After rearrangement of (8) and (9), an
expression for the operating line of the i"™ column is
obtained

I-i I-i
Y, =€X‘ J{l—ajxD +(yp = X5 ). (10)
This operating line differs from the

traditional line for the column upper part. In our case
Xp # Ypi.for all stanines, including i = 5 when Lg/Gs =
Lo/Go. Fig. 3 illustrates the operating lines for the

0.9

HOLPACK

TP

L/G, = 0,851 x = 0,520
M, =0192  x,=0.783

0.8

0.7

¥, molmol

0.7 %o 0.8

x , mol/mal

Fig.3. Operating lines for a given condition of ethanol-
water rectification.
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particular case of ethanol-water rectification using
the HOLPACK packing [6].Considering for the
condition L; = L, and from expression (4) the
concentrations after mixing of outgoing flows
become:

-for the vapor phase

Yo = z ki (1+ i, )yDi ' (11)
-and for the liquid phase
XN = z KiXei (12)

The correctness of Equations (11) and (12)
can be easily confirmed as shown below. The
concentration yp; is obtained from Eqg. (8) using (5):

1 L,
—(Xp — Xg 13
Lo g e %) @
Introducing Eq. (13) in (11) with regard to
(6), (7) and (12), it is obtained

L
Yo = yFZki(1+ S]i)+G_OZki(XD —Xg )=
i o 7

L
=VYe +G_(;(XD _XN)

As yp - Xp, this expression represents the
material balance of the column enriching part at

Yoi = Y T+

(14)

mean vapor/liquid ratio, and the exit liquid
concentration Xy = Xg.
The influence of the wvapor phase

maldistribution on the overall column efficiency can
be evaluated by the number of transfer units, using
HTU-NTU model. For a particular packing, defined
operational conditions, including the Ly/Go ratio, and
known column height, the concentrations yp - Xp and
Ve can be measured. Then the number of transfer
units in the vapor phase is

Yp
NTU” = | dy
ve y*-y
This expression can be interpreted as
effective number of transfer units in the column at
given degree of separation.

In our case the stochastic parallel model
includes nine parallel columns with different
vapor/liquid ratio, which depends on the model
parameter, M;. It is assumed for simplification that
the mass transfer efficiency keeps constant value in
the interval of vapor velocity changes due to small
scale maldistribution. Hence, the same number of
transfer units has to be placed in each column
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(15)

Ypi dy|
NTU = NTU, = j ——2_ = const (16)

Ve y*_yi

where yp; is determined via Eq. (13) which defines
the relation between yp; and xg. Additionally, the
conditions of the Equations (11) and (12) have to be
satisfied. Eq. (16) represents the number of transfer
units necessary to attain a preset separation in the
presence of gas phase radial maldistribution. The
impact on mass transfer efficiency can be expressed
by the efficiency coefficient

NTU *
= <1
NTU
This expression can also be regarded as the

reduction rate of the driving force due to the vapor
phase maldistribution.

(17)

MODEL SOLUTION

At preset or experimentally measured
concentrations x and Xp and the molar phase Lo/Gq
ratio, the concentrations yr and yp = Xp can be
determined from the operating line. Then NTU" can
be directly derived from Eg. (15). Equilibrium
dependence is also needed, and the integration is
generally made by a proper numerical method.

The term NTU in Eq. (16), together with the
conditions (11, 12) has to be determined by iterative
procedures. We shall only mention without detailed
description that after testing of different methods,
type of functions, solution sensitivity and
convergence velocity of the solution, we have
developed a particular two-level iterative procedure.
At the first (low) level the iterations are made for yp;
for every stanine until a predefined value of NTU is
attained. Then xg is determined by Eq. (13). The
values of yp and xy are obtained by summing the
stanine concentrations, Equations (11 and 12). At the
second (high) level the iterations are made for NTU
until the condition Xy = X is satisfied. At both levels
the new approximations are defined by the secant
method, a numerical version of the Newton-Raphson
method. The integration is made by the method of
Simpson. The convergence velocity depends
strongly on initial approximations of yp, especially
for i=1 and i=9, where top (TP) and bottom pinch
(BP) are obtained (see Fig. 3). For these cases the
initial approximations have been chosen according
to the pinch with small (0.5%) reserve in the safe
side. In regards to the other stanines, the result for
the previous stanine has been used as initial
approximation for the next one. The software
program developed is very stable and fast with
relative deviation of 1.10% attained with 3-8
iterations for yp; and 3-5 iterations for NTU.
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EXPERIMENTAL STUDY

The studies on gas phase distribution [2,3]
have been carried out in a column of 0.47 m in
diameter with random Raschig Super-Ring, IMTP
and Ralu Flow packings, and a structured
HOLPACK packing has been used for comparison
[27, 16]. Thermoanemometry has been applied to
measure the gas velocity profile (single phase with
no countercurrent liquid flow) throughout the cross-
section. The measuring device has been connected to
a computer. A hundred values in each point have
been taken and a mean value has been determined.
The measurement points have been placed over two
perpendicular diameters in 22 points on each of
them. In some cases, when it has been technically
possible (for example at the end of a column section
with height 0.8 m), gas velocity has been measured
in 112 points, regularly distributed throughout the
cross-section. These results, considered to be more
reliable, are used in this paper. Measurements for
different packing height have been carried out, too.
The results have been presented as maldistribution
factor:

n=112 (18)

Fig. 4 represents the experimental gas
velocity distribution of IMTP 25 at 0.8 m packing
height.

Fig. 4. Experimental gas velocity distribution for IMTP
25 at 0.8 m packing height: a) 3D representation; b)
contour plot.

Fig. 5 illustrates the results for the IMTP 25
packing at different packing height. This is a typical
graph for most of the modern random packings. In
the beginning the maldistribution factor descents
sharply, passes through a minimum, and then begins
slowly to rise. The first zone corresponds to the
large-scale maldistribution, produced by the inlet gas
distribution device. The minimum is attained at
packing height of only 0.2 m. It is the so called

‘uniformity limit” or the ‘noise’, which expresses the
small scale maldistribution due to the packing
discrete structure. The rising part of M; represents a
new development of relatively small large-scale
maldistribution, which can be attributed to the
formation of wall gas flow. It is typical for the
random packings and can be attributed to the
different geometrical structure of the wall and bulk
zones. In the case of block or package packings with
regular cell structure (Honeycomb [14] or
HOLPACK [27, 16]), this effect is not pronounced.

08

08
Mg

04F

02

0.0 . . : L : .
0.0 02 04 06 08 1.0 12 1.4

H, m
Fig. 5. Maldistribution factor vs. packing height for IMTP
25-typical graph for most of the modern random
packings.

The assumption for existence of normal
standard distribution, Eq. (1) is verified by the test of
Kolmogorov-Smirnov [28]. It is based on the
determination of the maximal difference D. between
the cumulative frequencies of the empirical and
theoretical distribution

D. =max|F,(U)-FU) ,
where F/U is a theoretical probability integral

F(U)= @(U):%Texp[—%Jdt. 0)

The value, derived by (19), is to be
compared to a tabulated value. In case the latter is
smaller, the hypothesis for normal distribution is not
valid. When the number of points is larger than 35,
the tabulated value at significance level of 0.05 is
calculated by the expression [27]

1.36

(19)

Dc lo.os — W ' (21)
For our experiments n = 112 and
D. 005 = 0.1285.

Fig. 6a shows a comparison between
corresponding cumulative frequencies for 20
intervals (IMTP 25 packing, 1.3 m in height). Fig.
6b represents a comparison of theoretical and
experimental distribution of nine stanines. The
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values, derived from Eq. (29), are
D. =0.055< D, 005 = 0.1285, i.e. the hypothesis

for normal distribution is approved. The same value
of D, is obtained for packing of 0.8 m height. For
the RSRM 2, RSRM 3 and RSRP 2 packings at 0.8
m height, the corresponding values of D, are
respectively 0.073; 0.068 and 0.045. Hence, the

hypothesis of normal distribution is applicable in
these cases, too.
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Fig. 6(b)
Fig. 6. Standard normal distribution representation of the
gas velocities for IMTP 25 at 1.3 m packing height: a)
comparison of corresponding cumulative frequencies for
20 intervals; b) comparison of theoretical and
experimental distribution in terms of stanines.
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The study on ethanol-water system
rectification [6] has been carried out in the zone of
high ethanol concentration, which corresponds to the
common case for the main part of the industrial
rectification columns. The experimental column is of
0.213 m diameter with packing layer of 2.8 m. Wall
flow deflecting rings (WFDR) [17] are mounted on
the inner wall surface at 200 mm distance. They
serve to eliminate the liquid wall flow and its
harmful impact [18]. Obviously, the rings also

1 _l—
09 t I T 1| ® RSRMOS |
C  RSRM 0.6
038 ¥ RSRPOS [
& RSRMO.7
07 m RSRM1 -
o IMTP25
* IMTP 40
06 < RaluFlow 1 |
A  HOLPACK
£ 0,5
=
=
L 04 \\;‘_ | I
| Ay
o
t“*“-—-.—__._n__————--'!'_"-"i
O
02
02 03 04 0,5 06 07 08 09 1
1z
F,. Pa

Fig. 7. Experimental (effective) height of transfer units
vs. F-factor at full reflux.

hamper the development of gas wall flow. The
column can operate at constant or variable reflux.

Seven types of modern random packings are
studied: four metal Raschig Super — Rings with
characteristic sizes of 0.5; 0.6; 0.7 and 1”, one
plastic — 0.6, two types of IMTP, and one plastic
Ralu Flow. For comparison, a structured metal
HOLPACK packing, used currently in the ethanol
production, is also tested under identical conditions.
The experiments are carried out at vapor flow
velocity of 0.253 — 0.936 m/s and liquid superficial
velocity of 4.44.10* m%(m?s) — 1.63.10° m*/(m%) at
full and variable reflux, attained at constant liquid
superficial velocity and variable vapor velocity, as
well as at constant vapor velocity and variable liquid
velocity. Fig. 7 illustrates the results, obtained at full
reflux.

Table 2 contains the values of the gas phase
maldistribution factor for the relevant rectification
column conditions, using the available experimental
results from different authors. In all cases, the values
refer to the zone beyond the penetration depth where
mainly small scale maldistribution is pronounced.
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Table 2. Gas maldistribution factor and packing specific

surface area.

Packing '[VI]f mza/l’mg
RSRM 0.5 0260 [2] | 236  [29]
RSRP 0.6 0270 [2] 206 [1]
RSRM 0.7 0241 [2] | 176  [29]
RSRM 1 0245 |2 156 [29]
IMTP 25 0181 [3] | 243  [30]
IMTP 40 0263 [3] | 172  [30]

Ralu Flow 1 0197 [38] | 177  [30]
HOLPACK 0192 [27,16] | 56  [6]

Table 2 includes also data on the packing
specific surface area, a, in order to allow an
approximate comparison of their efficiencies.

RESULTS AND DISCUSSION

The stochastic model is applied to our previous
experimental results for the ethanol-water
rectification [6]. Preliminary check of the model
performance was done using the rectification results
for the structured HOLPACK packing. This packing
is thoroughly investigated. The packing parameters
are determined by unified method for modeling of
heat and mass transfer processes [31, 32, 23]
because of the lack of experimental data. These
parameters are: mass transfer coefficients in both
boundary layers [33, 34], effective surface area [35],
liquid phase axial mixing (Peclet number) [36], and
the impact of Marangoni effect [13, 23]. Only the
influence of vapor phase axial mixing is not taken
into account because of lack of experimental data. It
is admitted [23] that the HOLPACK packing
(perforated and extended metal sheets placed
horizontally) ensures uniform distribution of vapors,
and they have plug-flow structure.

Fig. 8 shows the results of the stochastic model
application using data, obtained by a mathematical
modeling. A comparison between the experimental
results is also shown. The term HTU,, is the height
of a transfer unit, determined by the abovementioned
unified method, which neglects the vapor phase
maldistribution. After applying the stochastic model
and considering the vapor phase maldistribution, the
effective height of transfer unit HTU,," is calculated.
The corresponding experimental data for HTU"are
determined from Eg. (15). Obviously, the
description is significantly improved when vapor
phase small scale maldistribution is taken into
account. The efficiency reduction for HOLPACK
packing at the particular experimental conditions is
about 10-11%.

Fig. 9 illustrates the results at full reflux,
presented as influence of F-factor, Fy, on the
efficiency coefficient, », Eqg. (17). The upper line
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E
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Fig. 8a
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G=2.63.102kmol/(m’.s) ——- HIU,
0.8 H | o HTW
—.—. HTU,
o]
07
O
0.6 ~
\\C-
~
\,\\\
S
= 05 ~ ~ 0
- I~ .
=2 ~. \3\
= 4 °
T ~ \'Q.,C
0.4 - o -
~ N
~, ~
\.
~.
~]
03
0.2
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Fig. 8. Comparison between experiment (NTU"), and
models without NTU,, and with (NTU*,) taking into
account vapor phase maldistribution for HOLPACK:

a) at full reflux; b) at constant vapor load.

refers to the structured HOLPACK packing.
Significant difference of efficiency coefficients is
seen. It is to stress upon the strong impact of vapor
phase maldistribution — up to 37% for the RSRM 0.5
packing. Nevertheless, the efficiency of this packing
is the best, see Fig. 7.

Similar results are obtained at variable reflux.
The result analysis of the results, as well as
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vapor phase

simulation results, show that the influence of the
vapor phase maldistribution is stronger for more
efficient packings and at a higher value of the
maldistribution factor. The relative efficiency of
random packings might be estimated in relation with
their specific surface area, Table 2. Although it is a
rough comparison, it might be done because the
effective surface/specific surface area ratio does not
practically depend on the specific surface [29]. This
ratio values are between 0.72 and 0.89 in these
particular experimental conditions. The same is true
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for the IMTP and Ralu Flow packings [30] because
of their similar structure. However, it is not
applicable to the HOLPACK packing which has a
completely different structure. Correspondingly, the
value of the above mentioned ratio is about 1.5, i.e.
the effective surface is significantly larger than the
specific surface. The vapor phase maldistribution
affects most strongly the packing with the largest
specific surface and highest maldistribution factor,
i.e. the RSRM 0.5. For IMTP 25 which has similar
specific surface but small maldistribution factor, the
impact is twice smaller, 15-16%. The smallest
influence is registered in the case of the HOLPACK
packing, which has small specific surface and small
maldistribution factor.

Fig. 10 illustrates the height of transfer unit,
neglecting vapor phase maldistribution. In this case
more pronounced difference between the efficiency
of different packages is observed. The ratio
best/worst efficiency is about 2, while it is not
greater than 1.4 in the case of experimental
efficiency determination (Fig. 7).

CONCLUSION

A stochastic model is proposed which
allows for quantitative evaluation of the influence of
the vapor phase maldistribution on the packing
efficiency based on data on the maldistribution
factor. Using modern random packings, significant
reduction of packing efficiency, between 16 -38 %,
is found for the ethanol-water rectification in the
zone of high ethanol concentration. Such a strong
impact should not be neglected and has to be taken
into account when selecting the type of packing. It is
necessary to improve the accuracy of the
experimental determination of the maldistribution
factor because of its essential influence on the
efficiency.
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NOMENCLATURE

Symbols used
a specific surface area of the packing, m?/m?
cumulative frequencies, [-]

F-factor (F, = 0\/;), Pal’?
molar flow of the distillate, mol/s

F

I:V
DM
D. terminEq. (19), [-]
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density of the gas (vapor) phase molar flow,
mol/(m?s)

vapor molar flow, mol/s

height of the packing layer, m

weight coefficient, Table 1, [-]

density of the liquid phase molar flow,
mol/(m?s)

molar flow of the reflux, mol/s

¢ maldistribution factor, Eq. (18), [-]

LM

M

n number of experiments, [-]

N mean value of the random variable U, [-]
w gas (vapor) flow velocity, m/s

X liquid phase molar concentration, mol/mol
y vapor phase molar concentration, mol/mol
H height of the packing layer, m

HTU height of the transfer unit, m
N

t

U

z

—rxIQ ®
=

TU number of transfer units, [-]

current value, Eq. (20),[-]

standard normal random variable, [-]
random variable, [-]

Greek letters

efficiency coefficient, Eq. (17), [-]
gas (vapor) density, kg/m?
standard deviation, [-]
mathematical expectation, [-]
®(U) probability integral, [-]

go(U ) probability density, [-]

RS

Subscripts

' for i" stanine (parallel column)

for j™ point

model

experimental for n" interval, Eq. (19)
mean value

in/out at column top

in/out at column bottom

summing value at the bottom exit

ZTmges3—~

Superscripts

+ effective value including maldistribution
impact
* equilibrium value
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OTUUTAHE BJIMAHUETO HA IPEBHO-MAIITABHATA HEPABHOMEPHOCT B [TAPOBATA
OA3A ITPU PEKTUOUKALINA C MOAEPHU BUCOKO-E®@EKTHBHU HEHAPEJEHU ITHJIHEXKI

K. Cemxkos, C. apakuues

Hrnemumym no undcenepua xumus, Boreapcka akademus Ha HayKume,
Yn. “Axao. I'. Bonues”, 61. 103, 1113, Coghus

[Mocrpmuna Ha 2 HoemBpH, 2009 r., npepadoTena Ha 29 mapt 2010 1.

(Pestome)

HampaBeH e aHanu3 Ha BB3MOXKHOCTUTE 33 OTYMTaHE Ha JAPeOHO- M eJpoManiaOHUTE HEpaBHOMEPHOCTH B
asete (a3 Mpu KOJOHW ¢ BIHEK. Ho Tasw OCHOBa € MPeyIoKeH CTOXAacTHYCH MapalieNieH MOJEI 32 MaTeMaTHYHO
MOJeNupaHne Ha IpeOHO-Mamia0HaTa HEpaBHOMEPHOCT B razoBaTta (mapoBara) ¢asa. Ilpm Hero ce mnpuema, ue
HEpaBHOMEPHOCTUTE Ce MOAYHMHABAT HA HOPMAIHO CIYYaiHO pasnpenesieHHe ChC CTaHAAPTHO OTKIOHCHHE PaBHO Ha
¢dakropa Ha HepaBHOMepHOCT M;. IlpaBoMepHOCTTa Ha TOBa JOIyCKaHe € IOKa3aHa Ha OCHOBAaTa Ha aHalM3 Ha
MOJyYeH! II0-paHO eKCIICPUMEHTAJIHH [aHHM 3a JpeOHO-Mamia0HaTa HEpaBHOMEPHOCT B ra3oBaTa (aza IpH
cbBpeMeHHM HeHapenenu meaHexu IMTP u Raschig Super-Ring (RSR). Be3moxkHOCTHTE Ha MOjiena ca MPOBEPEHH U
JIOKa3aHU TpU peKTU(HUKAIMS HA CHCTEMa CTaHON-Bojga ChC cTpykrypeH mbhiHex HOLPACK. Oo6pabotenu ca
€KCIIEPUMEHTATHH JITAHHU MO peKTH(HUKAIUS Ha ChIIAaTa CUCTEMa MPU BUCOKW KOHILIEHTPAIMH Ha €TaHoJa C 0CEM BHJA
cbBpeMeHHHM mbiHexu oT cepuute IMTP, Raschig Super-Ring (Metanuu u rmactMacosu), u Ralu Flow. ITokasano e,
Ye OpH KOHKPETHHUTE YCIIOBUs BIMSHHETO Ha [peOHO-MallaOHHTE HEPaBHOMEPHOCTH B mapoBata (asa BBPXY
e(eKTUBHOCTTa Ha MacooOMEHa CHJIHO C€ pa3jindaBa 3a OTIEJHHTE IBIHEXH W Bapupa mexay 14 m 38%. Ilpm
M3MO0I3BaHus 3a cpaBHeHHWe crpykrypupad mbeiHe)xk HOLPACK ToBa Bimustame e 10-12%. Ilocoueno e, ue
NPEeIBApUTEIHUAT aHAIIM3 Ha MOHIKABAHETO Ha €()EKTUBHOCTTA BCIICICTBUE Ha CIIOMEHATaTa HEPaBHOMEPHOCT MOXKE
JI0 TOJIsIMa CTEMEH Jla Peln LelechoOpa3HOCTTa Ha U3IOJI3BAHETO HA NaJieH BUJ ITBJIHEX NMPU KOHKPETHHU yCIOBHUS Ha
nporeca.
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This paper presents the results of two-phase (immiscible liquids) heat transfer studies, conducted using a spiral
plate heat exchanger. Experimental studies were conducted using hot water as the service fluid. The two-phase system
of nitrobenzene-water in different mass fractions and flow rates was studied as a cold process fluid. The two phase heat
transfer coefficients were correlated with Reynolds numbers, Prandtl number, and by the following equation Nu = a.
(Re)®. (Pr) ©. (X) ¢, adopting an approach available in the literature for the two-phase flows. The data obtained from the
experimental study are compared with the theoretical predictions. The predicted coefficients showed a spread of + 15 %
in the laminar range. This new correlation for predicting Nusselt number may be used for practical applications.

Keywords: Spiral plate heat exchanger, two- phase flow, single-phase heat transfer coefficients, two-phase heat transfer

coefficients, Nusselt number, Reynolds number

INTRODUCTION

The heat exchanger is a device where energy
is transferred from one fluid to another across a solid
surface. With rising equipment costs and
increasingly stringent space constraints, compact
heat exchangers are gaining a larger portion of the
heat exchanger market. Spiral plate heat exchangers
are extremely compact, fitting a large heat transfer
surface area into a small volume, have higher heat
transfer rates, less fouling, operational flexibility,
and are easy to maintain. An important feature of
spiral plate exchangers is its capacity to handle
high viscosity and highly suspended liquids,
exhibiting lower tendency to fouling. This type
of exchanger is common in the paper, petrochemical,
food, and sugar industries with applications in
evaporation and condensation.

Simultaneous flow of two or more
immiscible fluids is one of the different types of
multiphase flows that occur widely in the industry,
in environmental, chemical and biochemical
processes. Heat transfer in liquid-liquid systems is
frequently encountered in metal processing, the
petrochemical and other industries. For improved
heat exchanger designs, it is critical to gain better

*To whom all correspondence should be sent:
E-mail: E-mail: ssathiyan78@gmail.com;

Phone: + (91) 422 2685557

© 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria

understanding of the momentum and heat
transferring in the multiphase flow processes where
fluids of different thermophysical properties are
involved.

Jha and Rao [1] have studied the outside-
film and inside-film heat transfer coefficients in an
agitated vessel. They have derived an equation to
predict the Nusselt number based on the geometry of
the helical coil and the location of the agitator. Kalb
and Seader [2] have performed numerical studies for
uniform wall heat flux with peripherally uniform
wall temperature for Dean numbers in the range of
1-1200, Prandtl numbers of 0.005-1600, and
curvature ratios of 10 to 100 for fully developed
velocity and temperature fields. Yao and Berger [3]
have studied the effects of buoyancy forces on fully
developed laminar flow with constant heat flux.
Their studies have been based on the Boussinesq
approximation for the buoyancy forces and analyzed
for both horizontally and vertically oriented curved
pipes. The heat transfer to a helical coil in an
agitated vessel has been studied by Havas et al. [4],
and a correlation has been developed for the outer
Nusselt number based on a modified Reynolds
number, Prandtl number, viscosity ratio, and the
tube diameter to the vessel diameter ratio.

Lemenand and Peerhossaini [5] have
developed a correlation for Nusselt number based on
the Reynolds number, Prandtl number, and the
number of bends in the pipe. Their study shows that
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the Nusselt number slightly drops off with the
increase of bend number. Gut et al. [6] have
developed a parameter estimation procedure for
plate heat exchangers that handles experimental data
from multiple configurations. Hemamalini et al. [7]
have developed correlations for the prediction of the
pressure drop in a two-phase flow based on pure
component density, gas and liquid flow rates in a
horizontal pipe and a control valve, in series for an

air/palm oil two-phase flow. Shah [8] has
summarized the advances in compact heat
exchangers related to two-fluid exchanger

effectiveness, NTU results for highly complex flow
arrangements, heat transfer, pressure drop analyses,
CFD role in the design, analysis of header and
manifold design, recuperator design procedure,

design data for compact heat exchanger, and
thermodynamic modeling and analysis.
Paisarn  and  Jamnean  [9]  have

experimentally investigated the effect of curvature
ratios on the heat transfer and flow development in
horizontal spirally coiled tubes. In their work, the
turbulence flow and the heat transfer have been
simulated by using the k-¢ standard turbulence
model. The centrifugal force is seen to have
significant effects on the enhancements of heat
transfer and pressure drop. Marchitto et al. [10] have
carried out experiments on a horizontal cylindrical
two-phase flow header supplying sixteen vertical
channels and have analyzed the effects of nozzles
and of orifices placed upstream of the header and
connecting it to the channels. Their experimental
results show that the operating conditions exert a
strong influence on the structure of the two-phase
flow pattern inside the header, and therefore on the
flow distribution to the channels.

In this study, heat transfer investigations
were carried out using a spiral plate heat exchanger
with water as the hot fluid, and nitrobenzene and
two-phase  mixtures  of  nitrobenzene-water
immiscible liquid mixture as the cold fluids. Single-
and two-phase heat transfer coefficients were
obtained for the cold side from the experiments.
Predictive correlations were developed for the cold-
side (two-phase fluid) heat transfer coefficient.

EXPERIMENTAL

Experimental set-up and procedure

A schematic diagram of the experimental
setup is shown in Fig. 1. The heat exchanger, used in
the experiment, was a spiral plate heat exchanger,
manufactured by Alfa Laval (India) Ltd., Pune,
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1. Cold solution tank

2. Hot solution tank

3. Pump for cold solution

4. Pump for hot solution

5. Valve for cold solution

6. Valve for hot solution

7. Flow meter for cold solution

8. Flow meter for hot solution

9. Spiral plate heat exchanger

10.11.12.13. Temperature for hot solution
inlet, cold solution inlet, hot solution outlet,
cold solution outlet.

Compressed
Air

Fig. 1. Schematic diagram of the experimental set-up.

India, Type 1V, with a heat transfer area of 2.24 m?,
and a channel spacing of 5 mm.

The service fluid used was water, heated in a
stainless steel vessel by steam purging. A
temperature controller was used to maintain the inlet
temperature to the heat exchanger. The process
(cold-side) fluid was stored in a separate stainless
steel tank. Weighed quantities of nitrobenzene and
demineralized water were charged into this tank to
obtain the experimental range of nitrobenzene mass
fractions (0, 20, 40, 60, 80 and 100%). The agitation
in the tank was maintained by air bubbling.
Centrifugal pumps were used for the circulation of
the two streams of fluids. The two-phase rotameters
were calibrated for each experimental mass fraction
before the experimental run. Online calibrated
resistance temperature detectors with digital
indicators were used for temperature measurements
of the inlet and outlet streams of the service and
process fluids.

The service-fluid-side inlet temperature and the
flow rate were kept steady. The two-phase side flow
rate was varied and for each selected flow rate
observations of all four temperatures and two flow
rates were recorded after steady state was reached.
Experimental runs with pure liquids in the process
side were also carried out. The service and process
fluid flow paths of heat exchanger are shown in Fig.
2. The heat-transfer performance of the spiral plate
heat exchangers mainly depends on mass flow rate
of the fluid, flow area and logarithmic temperature
difference between entering and leaving fluid
streams.
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(Hot water)
Spiral Plate
— Heat O —
] . Exchanger o
Service fluid outlet Process fluid inlet
(Hot water) (Nitrobenzene-Water)

Process fluid outlet

(Nitrobenzene-Water)

Figure 2: Service and process fluid flow paths of the heat
exchanger
Calculation methodol ogy

The heat
expression:

load is calculated using the

Q=M,Cp, (4T),; (1)
M, — Mass flow rate of the hot fluid, kg/s
Cpn_ Specific heat of the hot fluid, J/kg K
(AT)n— Temperature drop of the hot fluid, K.

Using equation (1), the overall heat transfer
coefficient is obtained from the relation:

u=—2 . @
A(AT)Im
U — Overall heat transfer coefficient, W/m? K
A — Area of heat transfer, m?
(AT)im — Logarithmic mean temperature difference,
K.
The hot-fluid-side heat-transfer coefficient

(hy) is calculated using the following equation [11]:

Nu = 0.0315(Re)*® (Pr)°**; 3)
Nu is the Nusselt number, given by
Nu = %; (4)
kh

hi, — Hot-side heat-transfer coefficient, W/m? K

de — Equivalent diameter of the flow channel, m

kn — Thermal conductivity of the hot fluid, W/m K
The cold-fluid-side (two-phase side) heat-

transfer coefficient (hy,) is estimated using the

expression, where the results from Egs. (2) to (4) are

used.

l:i_FL_Fi; (5)
U h kg h,

t — wall thickness of the spiral plate, m
kss — thermal conductivity of the wall, W/m K

h,y — heat transfer coefficient of the two-phase
fluid, W/m? K.

The experimental Nusselt number, for the
two-phase cold fluid, is estimated based on the two-
phase heat-transfer coefficient from Eq. (5) using the
expression

Nuexpa’imental = (hZ(p )hotside (de/k)cold side (6)

In developing a predictive correlation for the
cold-side two-phase heat-transfer coefficient, hy, de,
Kop p2g Vo tog, CpPog and X are the eight relevant
variables, assuming average properties assigned to
the two-phase system. There are four fundamental
dimensions. That is why, four is the number of the
dimensionless groups involved. These groups are the
Nusselt number (Nu), Reynolds number (Re),
Prandtl number (Pr), and the mass fraction (X).
Therefore, the general form of the correlations
developed is

Nu =a(Re)’(P°(X)?, (7

predicted
where a, b, ¢, and d are constants, obtained from
linear regression using MS Excel. The thermo-
physical properties of the pure substances were
calculated based on the correlations given in Yaws
[12]. The two-phase properties were obtained using
a linear mixing rule.

RESULTS AND DISCUSSION

Sngle-phase flow
The experimental results of single-phase
studies are presented in the form of a plot between
Reynolds Number and hy, in Fig. 3. The relation
between Re and hy, (heat transfer coefficient for pure
nitrobenzene, W/m? K) were correlated by regression
analysis in the form given in Eq. (7). For pure water,
equation (3) was used to predict hy,.

Two-phase flow

Two-phase studies were carried out with different
mass fractions of nitrobenzene in water (20%, 40%,
60% and 80%). Fig. 4 represents the two-phase heat
transfer coefficients, hy, as a function of Reynolds
number for various compositions. For two-phase
systems, the Reynold’s number is based on the
weighted-average thermophysical properties of the
fluids at the respective mean bulk temperatures. The
obtained data are fitted by regression to the
correlation given in equation (7), and the values of a,
b, c, and d are given in Eqg. (8):

Nupredicted — 17311X 10—6 (Re)1.6947 (Pr)1.1767 (X)—O.6860 (8)
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The developed correlations were tested against new
experimental data of the same system (comparison
of the results from equations 6 and 8). The
calculated values of hy, based on these constants,
agreed with the experimental data within an error of
+ 15 %. Table 1 shows the ranges of Reynolds and
Prandtl numbers for which the correlations are valid.
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Table 1 Ranges of Re and Pr.

System Re Pr

Water 826 < Re < 2135 4.68 < Pr<5.64
Nitrobenzene/
Water 819 < Re < 2561 6.59 <Pr<17.42

Fig. 5 shows the comparison between the Nusselt
numbers, obtained from the conducted experiments
and the numbers, calculated from the developed
correlations. The predicted Nusselt numbers are
within £ 15% of the experimental values. Observed
discrepancies between the measured data and the
calculated results may be due to the uncertainties of
the correlation and also due to the assignment of
average properties for the two-phase mixtures.
Further studies are needed to develop better
correlations for two-phase convective transfer of
polar systems, aromatics, and highly viscous liquids.

CONCLUSIONS

This paper presents experimental data from
measurement of the heat transfer coefficient of a
mixture of water and nitrobenzene in a spiral plate
heat exchanger. The obtained data from the
experimental study are compared with the
theoretical prediction. New correlations are
proposed based on the experimental data, which may
be used for practical applications. Further work at
higher Reynolds number and for different two-phase
systems is in progress.
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CIIMPAJIHU TUTACTUHU TTPU IBY-®A3HATA CUCTEMA BOJJA-HUTPOBEH3EH
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(Pe3rome)

B paborara ca mpeacTaBeHH pE3yNTAaTH OT WM3CIIEABAHE HA TOINIOOOMEHA B TOIIOOOMEHHHK ChC MHUPATHH
IUTACTHHHU 3a JIBY-(asHa cucTeMa OT JBEe HECMECBalld ce TeyHocTH. Kato Hocem (uynm Tpw H3CIEABaHHATA €
M3T0JI3BaHa ropeira Boja. Kato crymen ¢uyun e u3mosia3BaHa cMecTa OT BOJIA U HUTPOOCH3EH MPH Pa3InuHH MaCOBH
choTHOIIeHUs U aeoutu. Koeduimenture Ha TomiooOMeH 3a 1Bete (asu ca KopeiaupaHu ¢ yuciata Ha PeiiHonmc u
pasxra no ypasuernero Nu = a. (Re) . (Pr) €. (X) ¢ . [onyueHnTe eKCIIePUMEHTANIHN Pe3y/ITaTH [0KA3BaT, Y€ TpH
JIAMHUHAPHU PSKUMHE OIIMTHUTE JAHHU Ca B ChIVIACHE C U3BEJCHOTO YPaBHCHUE B TPAHUIIUTE Ha pasceiiBane oT + 15 % .
Ta3u HOBa 3aBUCHMOCT MO3BOJISIBA M3UUCISIBAHETO HA YMCIOTO HAa HyceNT 3a npakTHYeCKH BaXKHU CITyYau.
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We report on the use of Preyssler’s anion and heteropolyacids catalysts for obtaining substituted flavones and
chromones for the cyclization of 1-(2-hydroxyphenyl)-3-aryl-1,3-propanediones. The reactions were performed using
chloroform as solvent at reflux temperature conditions and in the absence of solvent, at 110 °C. We had excellent yields
and high selectivity at these conditions. The presented synthetic method is a simple, clean and environmentally friendly
alternative for synthesizing substituted flavones and chromones.

Keywords: Catalyst; Chromones; Flavones; Heteropolyacid; Preyssler

INTRODUCTION

The flavonoid family has chromone structure
(4H-benzopyran-4-one), found in nature, and the
chromones are part of the flavonoid family [1]. Then
flavones and chromone compounds have been
reported to exhibit multiple biological properties,
for example anti-HIV [2], antibacterial, antifungal,
anticancer [2-4] and antitumor [5] ones. Some
flavonoids inhibit the histamine release from human
basophils and rat mast cells [6]. There are some
methods for synthesis of the falvones and
chromones, such as: the Allan-Robinson strategy,
from chalcones, and via the intramolecular Wittig
strategy [7, 8]. One of the most common methods
involves acylation of o-hydroxyacetophenone with
aromatic acid chloride, and it yields an aryl ester.
Some reaction conditions employed were: the use of
the excess sulfuric acid in glacial acetic acid, [8]
cationic exchange resins in isopropanol, [9] glacial
acetic acid-anhydrous sodium acetate or agqueous
potassium carbonate [10]. The most interesting
compounds are those that bear an aromatic ring, e.g.
phenyl or substituted phenyl group in the
oxygenated ring of chromone at C, (flavones) or at
Cs (isoflavones). The use of applicable industrial
catalyst that is eco-friendly, green and simply
recycled in the reaction mixtures, has been under
attention in the recent decade. Thus, green chemistry
has been defined as a set of principles that reduces
or eliminates the use or generation of hazardous
substances throughout the entire life of the chemical
materials [11]. If we compare technology with

* To whom all correspondence should be sent:
E-mail: E-mail: aligharib5@yahoo.com

medical care, Green/Sustainable Chemistry (GSC)
focuses on precaution (or prevention) rather than on
diagnosis and cure [11]. Heteropolyacids (HPASs) are
more active catalysts than the conventional
inorganic and organic acids for various reactions in
solutions [12, 13]. A variety of organic reactions,
that are catalyzed by Brgnsted acids, such as
H,SO4, HCI, and other protonic acids, or Lewis
acids such as AICl3, FeCls, etc., proceeded, in the
presence of solid heteropolyacids or
polyoxometalates, more efficiently, under milder
conditions, with greater selectivity, better yields,
shorter reaction times, etc. HPAs are widely
applicable in the production of fine chemicals such
as fragrances, pharmaceuticals, and food [13]. HPAs
have been studied extensively as an efficient solid
acid catalyst due to their unique advantages such as
strong Brgnsted acidity, structure alterability and
environmental friendliness [13, 14]. Nowadays,
most of the studies focus on the catalytic behaviour
of the Keggin structured heteropolyacids, [15]
among which the 12-tungstophosphoric acid with
the H3PW 1,04 formula is known to be a highly
active catalyst for a variety of acid-catalyzed
reactions [16, 17]. In contrast, the Preyssler-
structured heteropolyacid does not attract much
research  attention. The  Preyssler’s  anion
[NaP5W300110]14' consists of a cyclic assembly of
five PWsO,, units and displays approximately Dsh
symmetry (Fig. 1) [18].

The advantages of Preyssler heteropolyacid as a
solid acid catalyst may include large number of
balanced protons, strong acidity, high hydrothermal
stability, and wide pH range stability in the solution

© 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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/ / Ar
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Ar = Phenyl, furyl, 1-Naphtyl, 2-Nap htyl
R = H, Cl, Br, CHg, OCHj

Solvent or solvent free

Scheme 1. Cyclocondensation Reaction

Bridging Oxygen

Oxygen

Tungsten or /.

Molyhdenum
Wi

Figure. 1. In polyhedral notation, the center of each MO
unit is a metal nucleus, and each vertex is an oxygen
nucleus. The representative POM structures in polyhedral
notation:

la) Ball-and-stick view of [M(H,0O)PsW 30150]™,
perpendicular to the Cs axis, showing the position of the
internal cation (green) and its associated water molecule
(blue). The pink circles are the phosphorus atoms;
1b) Keggin heteropolyanion structure [PW 1,04]°:
1c) The Keggin unit is the primary structure of the
heteropolyacid and contains 12 transition metal atoms
(normally tungsten or molybdenum), a central atom
(usually phosphorus), and four types of oxygen atoms:
central oxygens, terminal oxygens, and two types of
bridging oxygens.

[19]. A few of the researchers have investigated the
catalytic performances of Preyssler heteropolyacid

in a number of organic synthesis processes [20].
Heteropolyacids have many advantages that them
economical and environmentally attractive in both,
academic and industrial points of view; they are
useful acids and oxidation catalysts in various
reactions since their catalytic features can be varied
at a molecular level [21]. Among the hetero-
polyacids, the Keggin type [22] HPAs have been
known for a long to be good catalysts for oxidation
reactions [23].

RESULTS AND DISCUSSION

Recently, we applied the heteropolyacid catalysts,
the Preyssler’s anion, the Preyssler mixed addenda,
the Keggin and silica-supported Preyssler acid with
a load from 10% to 50%, as a reusable,
heterogeneous catalyst, to obtain substituted
flavones and chromones for the cyclization of 1-(2-
hydroxyphenyl)-3-aryl-1,3-propanediones (see
Scheme 1 above).
1-(2-hydroxyphenyl)-3-phenyl-1,3-propanedione
was used as substrate. Different mole ratios,
temperatures, and catalyst type to find the reaction
optimum were tested. Cyclization reaction was not
detected at room temperature. Heteropolyacid
catalysts, used in diones cyclization reaction, were
checked in two consecutives, and we obtained
similar results and good yields in two consecutives.

Then, heteropolyacid catalysts showed almost
constant activity. Also, the experiments performed
in solvent-free conditions showed a substantial
reduction of the reaction times. The vyields of
flavones were similar to those of chromones (see
Tables 1 and 2 below).

This synthesis was carried out in the presence of
solvent and without solvent. We obtained important
results, and the yields with solvent and free solvent
are very similar (Tables 1 and 2).

The catalyst mole ratio has not any effect on the
improvement of the reaction and yields. In all the
cases, the desired products were obtained at high
selectivity, almost free of secondary products. We
also carried out this synthesis in the presence of a
solvent (Table 2). The reaction time is longer but the
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Table 1. Preparation of flavones and chromones using heteropolyacid catalysts, Preyssler H4[NaPsW3,0110], (H14P5s),
H14[NaPsW,3Mo0140], (H14-PsMo), and Keggin H3[PW 1,0 4] at reflux, solvent-free conditions

Entry Product Time(min) %Yield , % Yield, % Yield, % PW

1 O 30 94 92 87

]

o
&
8

I

&

©

=3

®

<)

o)

N

7 45 96 92 87
8 50 97 93 89
9 50 95 90 87
10 50 91 88 86
11 50 90 80 84

Solvent-free, *Isolated yields.
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Table 2. Preparation of flavones and chromones using supported Preyssler catalysts Hy4[NaPsW300110], (H14P5SiO,
50%, H14P5Si0, 40%, H14P5Si0, 30% ) at reflux, solvent conditions (Solvent = chloroform, Temperature = 62 °C )

Entry Product ®Time bYield(%) bYield(%) bYield(%)
(min) H14Ps /Si0(50%) H14Ps /Si0(40%) H14Ps /Si0,(30%)

1 O 150 91 89 82

2 O 150 94 91 83

o

3 O 180 91 88 82

o

4 O 180 90 88 81

5 120 91 87 80
6 120 86 83 76
7 210 93 91 83
8 210 93 89 82
9 210 91 89 80
10 120 85 83 74
11 210 84 82 74

®In chloroform, Plsolated yields.

yields are good, for both, using solvent and
solvent-free reactions (Tables 1 and 2).
The solvent-free conditions are more suitable in
the preparation of flavones and chromones
because this system is green, clean, and
environmentally friendly. All compounds were
characterized by melting point, °C NMR and 'H
NMR spectra (Table 3).

The characterisation of flavones provides an
ideal application for NMR spectra with the typical
skeleton, represented in Figure 2.

Fig. 2. Skeleton structure of the flavonoids, showing
the numbering system.
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Table 3. Spectral data for compounds of substituted flavones and chromones.

Entry  Compound 'H NMR & (ppm) Solvent (CDCl5) M.p(°C)
2 6-Chloroflavone 6.85 (s, 1H), 7.54-7.57 (m, 4H), 7.66 (dd, 1H, J= 2.5, 8.8 Hz), 7.91-7.93 (m, 2H), 8.20 185-186
(d, 1H, J= 2.6 Hz) Lit.27
(183-184)
3 7-Chloroflavone 6.83 (s, 1H), 7.42 (dd, 1H, J= 1.9, 8.4 Hz), 7.52-7.56 (m, 3H), 7.62 (d, 1H, J= 1.9 Hz), 159-160
7.90-7.92 (m, 2H), 8.23 (d, 1H, J= 8.4 Hz) Lit.28
(156-157)
4 6-Methylflavone 2.46 (s, 3H), 6.83 (s, 1H), 7.46-7.54 (m, 5H), 7.92-7.94 (m, 2H), 8.04 (s, 1H) 120-121
Lit.29;(122-123)
5  7-Methylflavone  2.45 (s, 3H), 6.76 (s, 1H), 7.20 (d, 1H, J= 9.9 Hz), 7.30 (s, 1H), 7.40-7.54 (m, 3H), 122-124
7.91-7.97 (m, 2H), 8.10 (d, 1H, J= 9.9 Hz) Lit.30(120)
6 7-Methoxyflavone 3.93 (s, 3H), 6.97 (s, 1H), 7.05 (dd, 1H, J= 2.4, 8.8 Hz), 7.34 (d, 1H, J= 2.4 Hz), 7.58- 109-110
7.61 (m, 3H), 7.94 (d, 1H, J= 8.8 Hz), 8.05-8.10 (m, 2H) Lit.30(110)
7  6-Bromoflavone 6.83 (s, 1H), 7.52-7.54 (m, 4H), 7.84 (dd, 1H, J= 2.4, 8.3 Hz), 7.89-7.93 (m, 2H), 8.35 190-191 Lit.31
(d, 1H,J=2.4Hz) (189-190)
8 2-(2-Naphthyl) ~ 6.95 (s, 1H), 7.44 (ddd, 1H, J= 1.6, 6.6, 7.9 Hz), 7.54-7.59 (m, 2H), 7.64 (d, 1H, J= 162-163
chromone 8.0 Hz), 7.74 (ddd, 1H, J= 1.6, 6.6, 7.9 Hz), 7.87-8.05 (m, 4H), 8.22 (dd, 1H, J=1.5, Lit.30
7.9 Hz), 8.46 (s, 1H) (164-165)
9 7-Methyl-2-(1-  2.50 (s, 3H), 6.65 (s, 1H), 7.26 (d, 1H, J= 9.3 Hz), 7.33 (s, 1H), 7.54-7.60 (m, 3H), 162-163
naphthyl)chromone 7.75 (dd, 1H, J=0.8, 6.7 Hz), 7.92-7.95 (m, 1H), 8.03 (d, 1H, J= 8.3 Hz), 8.11-8.15
(m, 1H), 8.16 (d, 1H, J=8.1 Hz)
10  7-Chloro-2-(1-  6.70 (s, 1H), 7.45 (dd, 1H, J= 1.9, 8.5 Hz), 7.58-7.64 (m, 4H), 7.78 (dd, 1H, J= 1.1, 198-199

naphthyl)chromone 7.2 Hz), 7.97-7.99 (m, 1H), 8.05 (d, 1H, J= 8.2 Hz), 8.12-8.15 (m, 1H), 8.27 (d, 1H,
pnthy

Lit.30(198-199)

J=8.6 Hz)

11 2-(2-Furyl)
chromone

6.58-6.60 (m, 1H), 6.73 (5, 1H), 7.12 (d, 1H, J= 3.4 Hz), 7.39 (s, 1H), 7.46 (d, 1H, J=
8.3 Hz), 7.61-7.67 (m, 2H), 8.21 (dd, 1H, J= 1.2, 7.5 Hz)

134-135
Lit.32(135)

Flavones are a class of natural substances
which occur frequently in plants and which have 15
C atoms in their framework. The nine double-bond
equivalents which are contained in the empirical
formula, * H, signals in the region appropriate for
shielded benzene ring protons (5.9-6.9 ppm). The
'HNMR spectra of flavones showed a singlet at
6.55-6.8 due to 1H of 3H, i.e. pyrone ring; it is the
characteristic singlet for flavones. The multiple at
7.1-7.9 is due to aromatic protons. The patterns of
the aromatic protons reveal the nature of substitution
of the various aromatic systems. The chemical shifts
of the protons of rings A and B are independent one
from another but are affected by ring C. Peaks
arising from A occur upfield, and are easily
recognised, therefore examination of an unfamiliar
spectrum usually starts with recognition of these
peaks. Remaining peaks in the aromatic region
reveal the pattern of oxygenation of ring B and
confirm the nature of ring C. The C-6 and C-8
resonances in flavones appear at between 92 and 100
ppm with C-6 downfield relative to C-8 resonance.
The '*H NMR spectrum shows that the presence of
the double bond in ring C of flavones causes a
marked downfield shift of the 6,8 protons, producing
a two-doublet pattern. In flavones, the presence of
the C-ring double bond causes shift of the 2°,6’-
protons and the spectrum shows the two complex
multiplets, one centered at "H 8.0 (2°,6°) and the
other at ™H 7.6 (3°,4°,5°). In the reactions,
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spectroscopic data (**C NMR) for authentic samples
are as follows:

Flavone: *C NMR (100 MHz, CDCly):
8 =107.3 (C - 3), 1179 (C - 8) , 123.7 (C - 10),
124.9 and 125.5 (C -6 or C - 5), 126.0 (C -2’ and
C-6"),129.0 (C-3 and C-5’), 1318 (C-1" and
C-4),1335(C-7),1559 (C-9),163.1 (C - 2),
177.9 (C=0).

7-methoxylflavone : *C NMR (100 MHz,
CDCl,): 6= 56.3 ( CH3-0), 101.1 (C - 8), 106.9 (C
-3), 114.9 (C - 6), 117.3 (C - 10), 126.3 and 126.4
((C-2andC-6")orC-5),1293(C-3andC
-5"),131.3and 131.8 (C- 1’ or C-4"), 157.7 (C -
9),162.3 (C-2),164.1 (C-7), 176.6 (C=0).

6-Chloroflavone : *C NMR (100 MHz,
CDCl,): 6 =107.5 (C -3), 119.9 (C-8), 125.0 (C -
5), 125.2 (C - 10), 126.3 (C-2" and C - 6"), 129.1
(C-3andC-5"),131.2and 1314 (C-60r C -
17), 131.9 (C - 4°), 134.0(C - 7), 1545 (C - 9),
163.6 (C - 2),177.2 (C=0).

6-methylflavone : *C NMR (100 MHz,
CDCls): 6= 22.0 (CH3), 107.5 (C - 3), 118.0 (C -
8), 122.0 (C - 10), 126.0 (C-5), 127.2(C-2" and
C-6"),129.0 (C-3"and C -5’), 131.7 and 132.0
(C-4"0orC-1"),135.2 (C - 6), 145.1 (C - 7), 156.3
(C-9),163.2(C-2),178.2 (C=0).

CATALYST REUSABILITY

The catalyst could be recovered by a simple
filtration at the end of the reaction. The recycled
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catalyst could be washed with dichloromethane and
used in a second run of the reaction process.

Catalyst preparations

All the chemicals were purchased from Merck
Company. All the chemical compounds and Keggin
type  heteropolyacids were acquired from
commercial sources. Preyssler, His[NaPsW3;0110],
(H14-Ps), H1[NaPsW29M00150], (H1s-PsMo) and
supported Preyssler on silica, Hi4Ps/SiO, were
prepared in accordance with the earlier reports [24-
27].

EXPERIMENTAL

Instruments

The *H-NMR spectra were recorded on an FT-NMR
Bruker 250 MHz Aspect 3000 spectrometer, and *H
NMR and *C NMR spectra were recorded at 298°K.
The melting points were recorded on an
Electrothermal type 9100 melting point apparatus,
and were uncorrected. Chemical shifts were reported
in ppm (d-scale) relative to the internal standard
TMS (0.00 ppm); the solvent was used as a
reference. TLC was carried out with E. Merck Silica
gel GOF-254 (0.25 mm thickness) pre-coated tic
plates. The column chromatography was carried out
with the silica gel (Kieselgel 60, 70-230 mesh, E.
Merck).

The progress of the reaction was monitored by
TLC and all the products were identified by
comparison of their physical and spectroscopic data
with those reported for authentic samples. All the
yields were calculated from crystallized products.

GENERAL PROCEDURES

Preparation of substituted flavones and chromones
without solvent

1,3-diketone (0.7 mmol) was dissolved in catalyst
(0.3 mmol), then the mixture was stirred at reflux
temperature (110 °C) for different time periods
(Table 1), and this mixture was extracted (via) warm
toluene (3 x 5 mL). The extracted compounds were
washed, first with 3M NaOH, then with H,0O, and
dried over MgSQ,. The pure products were obtained
by column chromatography. The residue was
isolated by the chromatograph on the silica column
and thus favones and chromones were obtained. The
residue was chromatographed on the silica column
(CH,CI,:CHCI3=70:30) and two components were
obtained. All the solid crude products were
recrystallized from methanol.

Preparation of substituted flavones and chromones
in solvent

1,3-diketone (0.7 mmol) was dissolved in
chloroform (5 mL), then the catalyst (0.3 mmol) was
added to the solution. The reaction mixture was
heated and stired at reflux temperature (60-62°C) for
different time periods (Table 2). After completion of
the reaction, the catalyst was filtered off, washed
with ethyl ether (3x10 mL), and the solvent was
subjected to evaporation. The extracts were
combined and washed with 3M NaOH, then with
H,0, and dried over MgSQO,. The organic solution
was concentrated in the vacuum. The pure products
were obtained by column chromatography. The
residue was isolated by the chromatograph on the
silica column and thus favones and chromones were
obtained. The residue was chromatographed on the
silica column (CH,CI;:CHCI; =70:30) and two
components were obtained. All the solid crude
products were recrystallized from ethanol. All
products were identified with those, reported for
authentic samples, by comparison of their physical
and spectroscopic data.

CONCLUSION

The Preyssler silica supported catalyst and
Keggin heteropolyacid catalysts provide very good
and appropriate yields in this reaction. These
catalysts are reusable, recyclable, and they separate
and recover easily for further use; they are green,
environmentally  friendly, inexpensive, non-
corrosive, solid - with higher acidic strength than the
mineral acid; they are of high thermal stability; they
produce low waste and oxidation, and reduced
effectiveness. The catalyst properties are constant.
The catalysts, based on the supported tungsto-
phosphoric and molybdo-phosphoric acids, showed
catalytic activity for the reaction of cyclization of 1-
(2-hydroxyphenyl)-3-aryl-1,3-propanediones.  The
conversion to flavones and substituted chromones
was in general higher in homogeneous phase than
that observed for the supported catalysts.
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E®EKTUBHA CUHTE3A HA CYBCTUTYUPAHU ®JIABOHU U XPOMOHU YPE3 ITPAVICJIEPOBU
AHHWOHMU U XETEPO-ITOJIMKNUCEJIMHN KATO KATAJIM3ATOPU

A. Tapu6™®, M. Jlxxaxaurup”, M. Pomann”, 11.(Xauc) Cxeepen”

4 ,
)ﬂenapmaMeHm no xumus, Hcnamcku ynusepcumem ,,A3a0”’, Upan
B
) Zemedencku uzcnedosamencku u caysceben yenmop, Mawxao, Hpan
B
) O6edunenue no MONeKyIHa xumus, [enapmamenm no opeanudna xumus, Yuusepcumem ,, Paobayo”,

Haiimexen, Huoepnanous
IMoctenuna Ha 17 cenremBpu 2009 r., TIpepaborena Ha 5 mapt 2010 .
(Pesrome)

CrpoOmiaBa ce 3a m3non3BaHero Ha [IpaiiciepoBu aHMOHM M XeTepO-TOJIMKUCEIMHU KAaTO KaTajlH3aTOpH Ha
MOJTy4aBaHETO Ha (DITABOHM M XPOMOHH dUpe3 IMKIM3upaHeTo Ha 1-(2-xumpoxcudenwmi)-3-apui-1,3-nmpomaninonn.
PeaknuuTe ce M3BBPIIBAT, KATO CE€ W3IOJI3BAa XJIOpO(OpM KaTO pa3TBOPUTEN C PELMPKYNALMs WIM B OTCHCTBHE Ha
pasrBoputen npu 11(PC. ITocTurHatu ca OTIMYHU JOOMBU M BHCOKa CEJEKTUBHOCT. Hacrosimusar meTox e mpocra,
YHCTa U ChOOpa3eHa ¢ OKOJIHATA Cpejia AJITEPHATHBA 32 CUHTE3aTa Ha CyOCTUTYHpaHH (DJIIaBOHU M XPOMOHH.
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Heteropolyacids (HPAS) were used as an effective catalyst for the synthesis of thioxanthone crown
ethers from the reaction of thiosalicylic acid and benzocrown ethers. This reaction was carried out
subsequently via intramolecular electrophilic cyclization. The reaction was in mild and clean

conditions, and has high selectivity with good yields.

Keywords: Heteropolyacid; Wells-Dawson; Preyssler; Thioxanthone; Crown ether; Catalyst

INTRODUCTION

The reactions, catalyzed by
heteropolyacids (HPAs) and polyoxometalates
(POMs) in  both  heterogeneous  and
homogeneous systems, have been reviewed by
various authors [1]. HPAs have several
advantages as catalysts, which make them
economical and environmentally attractive in
both academic and industrial points. They have a
very strong Brgnsted acidity, approaching the
super-acid region. They have significantly higher
catalytic activity than that of strong mineral or
organic acids, such as H,SO,; HCI, HNO;,
TsOH, TfOH, MeSOs;H, and conventional
catalysts, such as alumina, silica gel, zeolites,
clay, and acidic Amberlyst-15 [2].
Heteropolyacids (HPAs) are strong Bregnsted
acids composed of heteropolyanions and protons
as the counter cations and promising solid acids
to replace environmentally harmful liquid acid
catalysts [3-5]. Among HPAs, the Keggin-type
HPAs have attracted much interest since they
possess strong acidity, while a few studies have
been published on the use of Preyssler's anion
heteropolyacids. Even, in some cases there
have been reports of no catalytic activity [6].
The important advantages of this polyanion,
in comparison to the Keggin heteropolyacids

* To whom all correspondence should be sent:
E-mail: E-mail: : aligharib5@yahoo.com

© 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria

are: a) more thermal stability, b) more hydrolytic
stability (pH=0-12), and c) larger number of
protons. These properties are very important in
catalytic processes especially in synthesis of
drugs. Crown ethers have enjoyed widespread
use in various areas of science and technology
[7] ever since the first preparation of the ligands
by Pedersen [8]. Thioxanthone derivatives are
potential anti-cancer drugs and they are an
important class of molecules and are a common
heterocyclic scaffold in biologically active and
medicinally  significant compounds. Thio-
xanthone ring is the core structure of a wide
variety of naturally occurring and synthetic
compounds that exhibit extraordinary anti-tumor
activity [9] and methods for the synthesis of
thioxanthones are used in concentrated sulfuric
acid at room or high temperature [9].

RESULTS AND DISCUSSION

We wish to report a catalytic convenient
synthesis of thioxanthone crown ether with
reaction of thiosalicylic acid and benzo-15-
Crown-5 (2c) in the presence of Wells-Dawson,
various heteropolyacids, HY-zeolit, H3POy,
CsHsSO3H and H,SO, at room temperature
(Scheme 1 and 2).

In the synthesis of thioxanthone crown ether,
the results were compared with the yields of
other catalysts types at room temperature (Table
1).
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We developed our researches in this synthesis
and used various crown ethers with the same
conditions in the synthetic reaction, and obtained

sadod

A

the corresponding thioxanthone crown ethers in
good yields (Scheme 2) (Table 2).

HPAs Catal.
r.t,1h

Scheme 1. Synthesis of convenient thioxanthone crown ethers.
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Scheme 2. The mechanism and the synthesis of convenient thioxanthone crown ethers using Wells-Dawson,
Hes[P>W150s,] and Preyssler Hq4[NaPsW 3,0 110] heteropolyacids catalysts.

Table 1. The yields of 3a-d (5 mmol) in the presence
of Preyssler catalyst Hy4[NaPsW3yO110] ,( H14—Ps).

Entry  n(Substrate) Time (h) ®Yield [%]
1 0 15 94
2 1 15 91
3 2 1.5 77.5
4 3 1.5 72

#1solated yield

Table 2. The yields of 3a (5 mmol) in the presence of
various catalysts.

Entry Catalyst Time (h) | Yield [%]
1 H3[PM01,040] 2 74
2 H3[PW1,040] 2 82
3 H4[SiW1,040] 2 79
4 Hg[P2W1506] 15 86
5 H4[SiM01,0.] 2 715
6 HY-zeolite 3 71
7 H3;PO, 2 55
8 H,S0,4 _ 2 69
9 CsH5SO3H 2 67

| "Yields are analyzed by GC and products'isolated.

The Wells-Dawson heteropolyacid and various
heteropolyacid catalysts have very straight acidic
and  oxidation  properties because the
thiosalicylic acid 1 is oxidized to sulfenic acid
by heteropolyacid and this compound
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decomposes to sulfenium ion  2,3,5,6—
Tetrahydro-14H-thioxantheno[2,3-b]
[1,4,7]trioxonin-14-one (3a), [10] and when
using electrophilic substitution of sulfenium ion
with  the  benzo-15-crown-5 (2c) gave
intermediate thioether, and then with the
cyclization of thioether gave the thioxanthone-
15-crown-5 ether (3c) (Scheme 2). The results in
Table 1 showed that the yields of the products
(3a-d) were good and so the yields of the
products with n=0, 1 (3a and 3b ) were higher
than other products (entry 1, 2).

In this reaction which is used from Preyssler
heteropolyacid catalyst at room temperature, and
with acidic protons [11] has more straight acidic
properties than other heteropolyacids and
catalysts, and when Preyssler catalyst was used
in this reaction, its time was 1.5 h, but when
H2804, H3PO4, HY-ZEO“t, CeHsSOgH and
Keggin heteropolyacids were wused in the
reaction, the reaction times were 2 and 3 h (
Table 2, entries 1-3, 5-9) and the yield of the
product (3a) was lower than when using Wells-
Dawson heteropolyacid and Preyssler catalysts
(Table 1, entry 1, Table 2, entry 4). There is a
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proposed  mechanism, an electrophilic
substitution of sulfenium ion with the benzo-15-
crown-5 (2c) would then give intermediate
thioether and the cyclization of thioether gives
the thioxanthone-15-crown-5 ether (3c) (Scheme
4). Thioxanthone crown ether yields depended

directly upon the sulfuric acid concentration
because sulfonation of 2c competes with the
generation of sulfenium ion (5) and subsequent
electrophilic substitution [12]. The spectral data
for the compounds 3a-3d are presented in Table
3.

Table 3. Spectral data of the compounds (3a-3d).

Compound

Spectral data

2,3,5,6-Tetrahydro-14H
thioxantheno  [2,3-b][1,4,7]trioxonin-
14-one (3a)

IR, v /cm™: 2900 (s), 1630 (s), 1590 (s), 1490 (s),
1300 (s), 1125 (s), 1045 (s), 870 (s), 740 (s)

'H NMR (DMSO-dg), & 3.92(m, 4H), 4.31 (m,
2H), 4.70 (m, 2H), 7.07 (s, 1H), 7.52 (m, 3H), 8.25 (s, 1H),
8.55 (d, 1H, J=7.4 Hz)

MS, m/z (1,/%): 314 (M+)

2,3,5,6,8,9-Hexahydro-17H-
thioxantheno[2,3-b][1,4,7,10]
tetraoxacyclododecin-17-one (3b)

IR, v /em™: 2873 (s), 1635 (s), 1593 (s), 1505 (s),
1440 (s), 1292(s), 1269 (s), 1254 (s), 1149 (s), 1115 (s) 745

(s)

'H NMR (DMSO-d), & 3.78 (5,4H), 3.85 (m, 4H),
3.94 (m, 2H), 4.30 (s, 2H), 7.06 (s, 3H),7.46 (t, 1H, J=7.2
Hz), 7.58 (m, 2H), 8.20 (s, 1H), 8.59 (d, 1H J=7.4 Hz)

MS, m/z (1,/%): 358 (M+)

2,3,5,6,8,9,11,12-Octahydro-
20H-thioxantheno[2,3-b] [1,4,7,10,13]
pentaoxacyclopentadecin-
20-one (3c)

IR, v /em™: 2875 (s), 1595 (s) ,1505 (s), 1446 (s),
1409 (s), 1261 (s), 1210 (s), 1135 (s), 1085 (s), 935 (s) 740

(s)

'H NMR (DMSO-ds), & 3.35 (s, 8H), 3.63 (s, 4H),
3.81 (s, 2H), 4.20 (s, 2H), 7.35 (s, 3H), 7.57 (t, 1H, J=7.5
Hz), 7.74 (t, 1H, J=7.5. Hz), 7.82 (d, 1H, J=7.9. Hz), 7.86
(s, 1H), 8.55 (d, 1H, J=7.9. Hz)

MS, Mz (1/%): 402 (M+)

2,3,5,6,8,9,11,12,14,15-
Decahydro-23H-thioxantheno[2,3-b]
[1,4,7,10,13,16]hexaoxacyclooctadecin-
23-one (3d)

IR, v /cm™ 2925(s), 2860 (s), 1685 (s), 1589 (S),
1505 (s), 1415 (s), 1260 (s), 1120 (s), 950 (s), 740 (s)

'H NMR (DMSO-ds), & 3.75 (s, 8H), 3.97 (s, 2H),
4.28 (s, 2H), 6.92 (s, 1H), 7.50 (m, 2H), 7.56 (s, 1H), 8.02
(s, 1H), 8.60 (d, 1H, J=7.5. Hz

MS, m/z (1,/%): 446 (M+)

All compounds were characterized by mass, IR and *H NMR spectra.

EXPRIMENTAL

The chemical

materials were purchased

and evaporation of the elute to dryness under
vacuum [13].

Preparation of Wells-Dawson species

commercially."H NMR spectra were recorded in
CDCI; on a FT NMR Bruker 100 M Hz Aspect
3000 spectrometer. IR spectra were obtained
with a Brucker 500 scientific spectrometer. The
mass spectra were scanned on a Varian Mat.
CH-7 at 70 ev.

Preparation of Preysser catalyst,
H14[NaPsW3,0110] ( H14—Ps)

H14-Ps was prepared by passage of a solution
of the potassium salt in water through a column
(50 cmx1 cm) of Dowex50Wx8 in the H" form

He[P2W150¢]

The Wells-Dawson species Hg[P2W150¢2]
was prepared as described elsewhere [11], from
an aqueous solution of a/pf KgP,W;306,-10H,0
salt which was treated with ether and
concentrated (37%) HCI solution.

General procedure for the synthesis of
thioxanthone crown ethers

A mixture of thiosalicylic acid (1 mmol), the
appropriate crown ether (5 mmol) and catalyst
(0.05 mmol) was added to a round-bottomed
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flask, then this mixture was stirred and refluxed
at room temperature for one hour. The reaction
progress was monitored by TLC. After
completion of the reaction, the mixture was
poured onto ice and the product was filtered,
washed with water and then washed with a
saturated aqueous solution of sodium hydrogen
carbonate until alkali-free and dried under
vacuum over night at room temperature to yield
product as shown in Table 2.
2,3,5,6-tetrahydro-1,4,7-benzotrioxonine

(2a) was provided in accordance to the literature
[14] and this product was known and
characterized by comparison of their physical
and HNMR, IR and mass spectral data with
those reported. The preparation of the benzo-9-
crown-3 used as precursors has been described
in accordance to the literature [15].

CONCLUSION

In summary, we have developed a novel,
ecofriendly, and efficient method for the
synthesis of thioxanthone crown ethers using
HPAs as an inexpensive, green, and reusable
catalyst. The advantages of the present method
are simplicity of workup, high yields, short
reaction times, recyclability of the catalyst.
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(Pestome)
XeTepo-IoJIUKUCETMHNTE Ca U3M0JI3BAHU KaTo eUKaceH KaTauu3aTrop 3a CHHTEe3aTa Ha THOKCAaHTOHOBH KpayH-

CTCPU YpPC3 pCaklusad MEKAY THO-CATMLNIIOBA KHUCCIMHA U 6CH30'KpayH-€T€pI/I. PeaKHI/IHTa CC U3BBpUIBA YPE3
BBTPCIIHO-MOJICKYJIHA MUKIIU3AllUAg U IPOTHUYA IIPU MEKU YCJIOBUA, C BUCOKA CCIICKTUBHOCT U ,HO6pI/I }_'[O6I/IBI/I.
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The sulfanilic acid (p-amino benzene sulfonic acid) (SNA) is an important and interesting compound which
finds a number of applications in the syntheses of organic dyes. The amide of sulfanilic acid (sulfanilamide) and certain
related substituted amides are of considerable medicinal importance as the sulfa drugs. The kinetics of bromination of
SNA with N-bromosuccinimide (NBS) in NaOH medium has been studied at 308 K. The experimental rate law
obtained is - d[NBS]/dt = [NBS][SNA][OH"] where X is less than unity. The reaction was subjected to changes in

concentration of succinimide, the reduction product of NBS, concentration of added neutral salt, as well as to dielectric
permittivity and ionic strength of the medium. Solvent isotope effect has been studied using D,O. The stoichiometry of
the reaction has been determined, and the products were identified and characterized. Activation parameters for the
overall reactions have been computed using the Arrhenius plot. OBr has been postulated as the reactive species of
NBS. The reaction fails to induce polymerization of added acrylonitrile. The proposed mechanism and the derived rate

law are consistent with the observed kinetic data.

Key words: N-bromosuccinimide, sulfanilic acid, bromination, alkaline medium.

INTRODUCTION

The Sulfanilic acid (p-aminobenzene
sulfonic acid) (SNA) is an important and interesting
compound, which finds a number of applications in
the syntheses of organic dyes [1]. The amide of
sulfanilic acid (sulfanilamide) and certain related
substituted amides are of considerable medicinal
importance as the sulfa drugs. Although they have
been supplanted to a wide extent by antibiotics such
as penicillin, terramycin, chloromycetin, and
aureomycin, the sulfa drugs still have their medical
uses, and make up a considerable portion of the
output of the pharmaceutical industry [2]. The
kinetics of ruthenium (111) catalysed oxidation of
sulfanilic acid by hexacyanoferrate(lll) in alkaline
medium has been studied [3]. In view of this, it
becomes important to study sulfanilic acid because
of its biological importance and reactivity towards
different oxidants. N-bromosuccinimide (NBS) is a
source of positive halogen, and this reagent has been
exploited as an oxidant for a variety of substrates [4-
8] in both acidic and alkaline solutions. The use of
NBS as an oxidant is extensive in the determination
of number of organic compounds [9-12]. However, a
little information exists in the literature on NBS
reactions, particularly with respect to the oxidation

*To whom all correspondence should be sent:
E-mail: knmsvp@yahoo.com;Phone: + (91) 422 2685000
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kinetics of pharmaceuticals [13, 14], which may
throw some light on the mechanism [15] of the
metabolic conversions in the biological systems. In
view of these facts, there is a considerable scope for
the study of the reactions with NBS to get better
insight of the speciation of NBS reaction models and
to understand its redox chemistry in solutions. This
paper reports for the first time on the detailed
kinetics of SNA bromination with NBS in NaOH
medium. The work was carried out with the
intention to elucidate the mechanism of the reaction,
to put forward the appropriate rate law, to identify
the products of the reaction, and to ascertain the
reactive species of NBS.

EXPERIMENTAL

Materials

An aqueous solution of NBS was prepared
afresh each day from a G.R. Merck sample of the
reagent, and its strength was checked by the
iodometric method. Sulfanilic acid (Merck) is not
only insoluble in organic solvents, but also nearly
insoluble in water and in aqueous acids. Sulfanilic
acid is soluble in aqueous bases. Therefore the
solution of sulfanilic acid was prepared by
dissolving an appropriate amount of the sample in
warm very dilute alkaline solution. All other
reagents, namely sodium hydroxide, sodium
perchlorate and succinimide, were of Analar grade.

© 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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Doubly distilled water was used throughout the
investigations.

Kinetic measurements

All Kinetic measurements were performed in
glass stoppered Pyrex boiling tubes coated black to
eliminate the photochemical effects. The reactions
were carried out under pseudo-first-order conditions
by taking a known excess of [SNA], over [NBS], at
308 K. Appropriate amounts of SNA, NaOH
solutions, sodium perchlorate, and water to keep the
total volume constant were equilibrated at constant
temperature (+ 0.1°C). A measured amount of NBS
solution also pre-equilibrated at the same
temperature was rapidly added to the mixture. The
progress of the reaction was monitored by estimating
the amount of unconsumed NBS at regular time
intervals iodometrically. The course of reaction was
studied for at least two half-lives. The pseudo-first-
order rate constants (kons), calculated from the linear
plots of log [NBS] vs. time were reproducible within
+ 4 %. Regression analysis of the experimental data
to obtain regression coefficient, r was performed
using MS Excel.

Soichiometry and product analysis

Reaction mixtures, containing varying ratios
of NBS and SNA in the presence of 0.01 mol dm’
NaOH at 308 K, were kept aside for 48 h, so that the
substrate was completely converted into products.
Estimation of the unreacted NBS showed that one
mole of substrate utilized one mole of NBS,
confirming the following stoichiometry:

CsH7NO3S + RNBr—CsHsBrNO3S + RNH, (1)

where R = (CH,CO)s,.

The products in the reaction mixture were
extracted with ether. The combined ether extract was
evaporated and subjected to column chromatography
on silicagel. The reduction product of NBS,
succinimide (RNH), was detected by spot tests [16]
and confirmed by IR absorption bands, as follows
RNH: A broad band at 3450 cm™ for NH stretching
mode and a sharp band at 1698 cm™ for C = O
stretching mode. The bromination product of
sulfanilic acid was found to be 4-amino 3-bromo
benzene sulfonic acid and identified by its IR
absorption bands: 3030 cm™ (Aromatic C-H stretch),
3226 cm™ (N-H stretch), 1275 cm™ (C-N stretch)
and 588 cm® (C-Br stretch). Further, it was
confirmed by 'H NMR spectral studies: '"H NMR
(DMSO-ds, 400 MHz) 6: 9.74 (s, 1H, OH), 7.85 (s,
1H, Ar-H), 7.62 (d, 1H, Ar-H), 6.63 (d, 1H, Ar-H),
7.62 (s, 2H, NH,). IR spectrum was recorded on FT-
IR spectrometer using KBr pellets. 'H NMR

spectrum was recorded on Shimadzu AMX 400-
Bruker, 400MHz spectrometer using DMSO as a
solvent and TMS as internal standard.

RESULTS

The bromination of SNA with NBS was
kinetically ~ investigated at  several initial
concentrations of the reactants in NaOH medium at
308 K. The salient feature obtained in this medium
is discussed as follows.

The effect of varying reactant concentrations on the

rate
Under pseudo-first-order conditions
(ISNA]>>[NBS]) at constant [NaOH] and

temperature, the plots of log [NBS] vs. time were
linear (r>0.997), indicating a first-order dependence
of the rate on [NBS],. Table 1 gives the calculated
pseudo-first-order rate constants (ko). Further, the
values of kg calculated from these plots are
unaltered with [NBS], variation, confirming the
first-order dependence on [NBS],. The rate
increased with the [SNA], increase (Table 1). A plot
of log kes Vs log [SNA] was linear (Fig. 1; r =
0.999) with a slope of 0.72, indicating a fractional-
order dependence of the rate on [SNA],.

Table 1. The effect of varying concentrations of NBS,
SNA and NaOH on the reaction rate at 308 K. lonic
strength - o = 0.1mol dm™; a-at p =0.15 mol dm™; b -
at u=0.25 mol dm?

[NBS]x10* [SNA]x10°  [NaOH]x10® kg x10*
mol dm™ mol dm™ mol dm™ st
1.0 8.0 10.0 4.15
3.0 8.0 10.0 4.18
5.0 8.0 10.0 4.10
7.0 8.0 10.0 4.12
9.0 8.0 10.0 4.17
5.0 4.0 10.0 2.42
5.0 6.0 10.0 3.31
5.0 10.0 10.0 4.68
5.0 12.0 10.0 5.49
5.0 8.0 6.0 2.29
5.0 8.0 8.0 3.22
5.0 8.0 12.0 5.02
5.0 8.0 14.0 5.86
350 8.0 10.0 4.16
b5.0 8.0 10.0 4.19

The effect of varying [NaOH] on therate
The rate increased with the increase in [NaOH]
(Tablel). A plot of log ks vslog [NaOH] was
linear (Fig. 2; r = 0.998) with a slope of 1.03,
indicating a first-order dependence of the rate on
[NaOH].
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Fig. 2: Plot of 4 + log Kqs Vs. 3 + log [NaOH].

The effect of added product
The effect of initially added product,
succinimide (RNH) was studied in the concentration
range from 0.0002 to 0.001mol dm™, keeping all
other concentrations constant. It was found that the
added product had no significant effect on the
reaction rate.

The effect of the dielectric permittivity (D) and the
ionic strength (u) of the medium

The effect of the dielectric permittivity (D)
on the reaction rate was studied by adding various
proportions of CH3;CN (0 - 20 % v/v) to the reacting
system. The rate decreased with increasing CH;CN
content and the results are shown in Table 2.

The plot of log Kyps VS, 1/D was linear (r =
0.997) with a negative slope. The values of
permittivity (D) for the CH3;CN-H,O mixtures are
calculated through the equation, D = DyV,, + DaVa
where Dy, and D, are the dielectric permittivities of
pure water and acetonitrile, and V,, and V, are the
volume fractions of components, water and
acetonitrile in the total mixture. Blank experiments

228

Table 2. The effect of varying dielectric permittivity of
the medium on the reaction rate at 308 K

7
% CH,CN (vIv) D kobzsﬁ)lo
0 736 4.10
5 718 3.22
10 700 234
15 68.2 1.96
20 66.5 188

[NBS] = 5 x10™ mol dm’; [SNA] = 8 x 10° mol dm?;
[NaOH] = 10 x 10 mol dm®;p = 0.1mol dm™®,

performed indicated that CH3CN was not oxidized
with  NBS under the experimental conditions
employed.  Variation of ionic strength of the
medium (0.1-0.3 mol dm™) using NaClO, solution
had no significant effect on the rate.

Solvent isotope effect and proton inventory studies

Solvent isotope study in D,O medium was
made. The value of kys (H20) is 4.10 and that of the
kobs (D-0) is 2.33 leading to solvent isotope effect
Kobs (H20) / ks (D,O) = 1.73. Proton inventory
studies were made in H,O — D,O mixtures, and the
results are shown in Table 3. The corresponding
proton inventory plot for the rate constant, ks in a
solvent mixture containing deuterium atom fraction
(n) is given in Fig. 3.

45

35 1

Kobs x 107
w

251

15

n

Fig. 3: Plot of Ky Vs. n.
Table 3. Proton inventory studies in H,O — D,O mixture
at 308 K

Atom fraction of D,O (n) Kobs X 10% (s

0.00 4.10
0.25 3.71
0.50 3.30
0.75 2.78
0.95 2.33

[NBS] = 5 x10™ mol dm™; [SNA] = 8 x10° mol dm?;
[NaOH] = 10 x 10 mol dm™; u = 0.1mol dm™.
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The Effect of Temperature

Kinetic and thermodynamic parameters
were calculated by studying the reaction at different
temperatures (303 — 321 K). The results are given in
Table 4. The values of activation parameters for the
overall reaction were computed trough the linear
Arrhenius plot of kg log vs. /T (Fig. 4; r = 0.997).

The results are compiled in Table 5.
12

4+log Kobs
o o
(2] [e=]
)

o
~
f

0.2 1

31 315 32 325 33 335

1T x 10°
Fig. 4: Plot of 4+log ks vs.10°/T.

Table 4. The effect of varying temperature on the reaction
rate

Temperature, K Kops X 10*, 571
303 2.45
308 4.10
313 5.52
318 8.37
321 11.24

[NBS] = 5 x 10 mol dm™; [SNA] = 8 x 10 mol dm?;
[NaOH] = 10 x 10 mol dm™®; pu = 0.1mol dm™.

Table5. Activation parameters for the bromination of
SNA

E. AH” AG” AS
k J mol? k J mol? k J mol? JKtmol?
57.83 55.20 96.10 -130.84

Test for Free Radicals
Addition of aqueous acrylonitrile monomer
solution to the reaction mixture in an inert
atmosphere did not initiate polymerization,
indicating the absence of free radical species in the
reaction sequence.

DISCUSSION AND MECHANISM

NBS is a two equivalent oxidant which
oxidizes many substrates through NBS itself or Br
or RNHBr or hypobromite anion. The reactive
species responsible for brominating character may

depend on the pH of the medium [6]. Depending on
the pH of the medium NBS furnishes different types
of reactive species in solutions [17-19] as shown in
the following equilibria:

RNBr+H" ———>RN"HBr )
=

RNBr + H,0 =———— RNH + HOBr (3)

HOBr + OH" =——— OBr +H,0 (4)

RNBr+H" ———= RNH +Br' (5)
s

Br'+H,0 ———— (H,0Br)" (6)

RNBr+ OH ~——— RNH + OBr 7)

where R is (CH,CO),.

In acid medium, the probable reactive
species of NBS are NBS itself or Br* or protonated
NBS (RN*HBr), and the reactive species in alkaline
solutions are NBS itself HOBr or OBr.

NBS oxidizes many substrates through NBS
itself, or hypobromite anion [20, 21]. In this study,
the reaction exhibits 1:1 stoichiometry of SNA and
NBS with unit order dependence on [NBS]. The
increase in rate with increasing [OH] can be well-
explained [22] by the formation of OBr according to
equilibria (4) and (7). The insignificant effect of
added succinimide on the rate can be attributed to
the involvement of OBr according to the
equilibrium step (4). Hence, OBr™ reacts with the
substrate to form a complex (X) in the rate
determining  step, which  then  undergoes
rearrangement in the fast step to give products as
shown in Scheme 1.

k
HOBr + OH == OBr +H0 fast Q)
ks . .
OBr + SNA L‘j X forward reaction is slow and r.d.s. (ii)
X+H0 5y produets  fast (iii)

Scheme 1

A detailed mechanistic interpretation is shown in
Scheme 2.

HO,S

N\

Hogs\C(\
H_+ OBr — +H—O~Br
n W
)
HO4S Br HO;S Br
-
) >
i“‘o_ (X)

)
HO3S\©iBr
NH,
Scheme 2
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From slow step of Scheme 1,
rate = k, [OBr] [SNA] (8)
Applying steady state condition for OBr~
ki [HOBr][OH]—k 4 OBr1[H,0] k[ OBr ][ SNA]=0
[OBr] {ki[H20] + k[SNA]} = ky[HOBr] [OH]
[OBr]= k,[HOBr][OH -]
K, [H,0]+k,[SNA]
By inserting [OBr] from Eq.(9) into Eq.(8) the
following rate law (Eq.10) is obtained:
_ k,k,[NBS][OH " J[SNA] (10)
K, [H,0]+k,[SNA]
Since rate = kyps [NBS], EQ.(10) can be transformed
into Equations (11) and (12).
_ kk,[OH " J[SNA]
™ Ky[H 0]+ k,[SNA]
1 k ,[H,0] N 1
k. k,[OH ][SNA] k,[OH "]

)

rate

(11)

” (12)

obs

Based on Eq. (12), a plot of 1/Kqs vs. 1/[SNA] was
found to be linear (Fig. 5; r = 0.998). From the
intercept and slope of the plot, the values of k; and k.
J/k, at standard [OH] and [H,0] =55.56 mol dm,
were found to be 0.1371 mol™dm?®s™ and 3.3703 x
10, respectively. The proposed Scheme 1 and the
rate law are also substantiated by the experimental
resu!}(lso, discussed below.
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Fig. 5: Plot of 1/kyps vs. 1/[SNA].

The change in solvent composition by varying the
CH3CN content into CH3CN-H,O mixture affects
the reaction rate. For a limiting case of zero angle of
approach between the two dipoles or a ion - dipole
system, Amis [23] showed that a plot of log ks VS.
1/D gives a straight line with a positive slope for a
reaction between a positive ion-dipole interaction,
whereas a negative slope for a reaction between a
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negative ion and a dipole or between two dipoles. In
this investigation, a plot of log kqps vs. 1/D was linear
with a negative slope. This observation indicates the
ion-dipole nature of the rate determining step in the
reaction sequence and also points to extending of
charge to the transition state.

The observed solvent isotope effect supports the
proposed mechanism and the derived rate law. For a
reaction involving a fast equilibrium H* or OH" ion
transfer, the rate increases in D,O medium, since
D;O" and OD" are stronger acid and stronger base,
respectively than H;O" and OH™ ions [24, 25]. In
the present case, the observed solvent isotope effect
of Kobs (H20) / Kops (D20) >1 is due to the protonation
step followed by hydrolysis involving the OH bond
scission. The retardation of rate in D,O is due to the
hydrolysis step which tends to make the normal
kinetic isotope effect. The proton inventory studies
made in H,O — D,0O mixture could throw light on the
nature of the transition state. The dependence of the
rate constant, Kqs, On the deuterium atom fraction “n’
in the solvent mixture is given by the following form
of Gross-Butler equation [26],

ki #TSL-n+ng) (13)
k! 7zRS(l-n+ng,)

where ¢; and ¢; are isotope fractionation factor for
isotopically exchangeable hydrogen sites in the
transition state (TS) and in the ground / reactant state
(RS), respectively. The Gross-Butler equation
permits the evaluation of ¢; when the value of ¢; is
known. However, the curvature of proton inventory
plot could reflect the number of exchangeable proton
in the reaction [26]. Plot of ks VS. n is a curve in
this case, and this in comparison with the standard
curves indicates the involvement of a single proton
or H-D exchange in the reaction sequence [27]. This
proton exchange is indicative of the participation of
hydrogen in the formation of transition state.

The negligible influence of added succinimide
and halide ions on the rate are in agreement with the
proposed mechanism. The proposed mechanism is
also supported by the high values of energy of
activation and other thermodynamic parameters. The
fairly high positive value of AH* indicates that, the
transition state is highly solvated.

CONCLUSIONS
In conclusion, the stoichiometry of bromination of
SNA by NBS is 1:1. The bromination product of
SNA was found to be 4-amino-3-bromobenzene
sulfonic acid, and confirmed by IR and ‘H NMR
spectral studies. OBr™ is postulated as the reactive
species of NBS. Solvent isotope effect, studied using
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D,0, supports the proposed mechanism, and the
derived rate law is consistent with the observed
results.
Acknowledgement: The authors are thankful to the
University of Mysore, Mysore, India for the financial
support.
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KMHETUYHO 1 MEXAHUCTHUYHO U3CJIEAABAHE HA BPOMUWPAHETO HA CYJI®OAHUIIOBA
KHCEJIMHA C N-bPOMO-CYKILIMHUMU/] B AJIKAJIHA CPEIA

IL.M. Pamnac bxanankap, K.H Moxana *
Jenapmamenm no xumuunu uzcieosanus, Ynusepcumem ¢ Maticop,Manacazanzompu,Maticop - 570006,
Hnous

Ioctenuna Ha 23 HoemBpu 2009 r.; npepaboTeHa Ha 22 ampui 2010 .
(Pesrome)

Cyndannnosara kucenuna (P-aMuHO GeH3eH-Cya(oHoBa Kucennna, SNA) e BaKHO M HHTEPECHO CheINHEHNE,
KOETO HaMHpa PEAWLA MPHIOKEHHS NMPU CHHTE3WTe Ha opraHu4Hu Oarpwiaa. Hediumst amun (cynbaHunamMunst) u
HSKOM NOZOOHU CyOCTUTYHpPaHU aMHUAHM ca ChC 3HAYUTEIHO IIPUIIOKEHHE B MeJUIMHATA KaTo JieKkapcTBa. B HacTosmaTa
paboTa e u3cieaBana KuHetukara Ha 6pomupaneto Ha SNA ¢ N-6pomocykimanmu (NBS) npu 308 K B ankanza cpena
oT HaTpueBa OCHOBA. ExcniepumenTaiHo e U3BEJICHO CJIE/THOTO KHHETUYHO ypaBHEHHE:
—d[NBS]/dt = [NBS][SNA]'[OH ], oT apoben mopsaek mo otHomenue Ha SNA. M3cnensanu ca H3MEHEHUATa HA

KOHLEHTPAL[UTEe HA CYKIMHUMU/IA, HA MTPOAYKTUTE Ha peaykuusara Ha NBS, Ha nobaBsiHaTa HeyTpajHa COJI, KAKTO U
JMEeKTPUYHATa TPOHUIIAEMOCT M HOHHATa cuiia Ha cpenara. M30TOMHUAT eeKT Ha pa3TBOPHUTEINS € W3CIIEIBaH C
nmomomra Ha D,0. OmnpeneneHa e crexMoMeTpusTa Ha peaknusATa, a MPOAYKTUTE i ca HICHTUQHULIUpPAHU W
oxapaktepuszupanu. [lapamerpuTe Ha akTHUBaLMs 3a CyMapHHUTE pEakMM ca W3YMCICHH 4Ype3 KOOpAWHATUTE Ha
Apennyc. Iloctymmpano e, ue worsT OBI™ e peaktmBocmocoOHara dactuma 3a NBS. Ilpum mobaBsHETO Ha akpmio-
HUTPWJI He ce HaOmomaBa monuMepusanus. [IpeaioKeHUsIT MEeXaHW3bM M M3BEICHOTO KMHETHYHO ypaBHEHHE ca B
CBIJIaCHe C ITOMY4YCHUTE KUHEeTUYHHU JaHHH.
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Electron paramagnetic resonance spectroscopy was used to investigate the radiation damage in powder of
iminodiacetic acid hydrobromide and methyl-DL-a-aminobutyrate hydrochloride at room temperature. It has been
found that gamma-irradiation produces the HNCHCH,(COOH), radical in the first and the CH,C(NH,)COOCHj5 radical
in the second. The g values of the radicals and the hyperfine structure constants of the unpaired electron with the
protons and “*N nucleus were determined. The results were found to be in good agreement with the existing literature

data.

Keywords: EPR; gamma irradiation; free radicals; amino acid derivatives

INTRODUCTION

During irradiation of solid amino and
iminodiacetic acid derivatives, free radicals are
formed. Due to the fact that the unpaired electron is
involved in free radicals, these species are
paramagnetic and the most used method for
detecting free radicals is electron paramagnetic
resonance (EPR) technique [1]. When an unpaired
electron in a magnetic field interacts with a nuclear
spin, the spectrum splits into two or more lines,
which produces a hyperfine structure in the
spectrum. The splitting of the spectrum is expressed
in terms of a hyperfine coupling constant (a value),
and the relative position of the spectrum is expressed
by the spectroscopic splitting factor (g value) [2].
EPR is one of the many spectroscopy techniques that
has been used for many vyears to study and
characterize different types of materials. The
biological molecules, amino and iminodiacetic acid
derivatives are examples of materials that have been
studied by EPR spectroscopy through detection of
paramagnetic species [3-10]. Iminodiacetic acid
hydrochloride and N-(2-hyroxyethyl) iminodiacetic
acid powders were gamma-irradiated and studied by
EPR at room temperature [11]. The radiation

damage center was attributed to
HNCHCH,(COOH), and
HOCH,CH,NCHCH,(COOH), radicals,

respectively. Furthermore, the investigation of
gamma-irradiated powders of glycyl-L-glutamine by
means of EPR revealed that the radical produced by
radiation was CH,C(NH)COOH [12]. To our
knowledge, iminodiacetic acid hydrobromide
(IDAAHBr), HN(CH,COOH),-HBr, and methyl-

*To whom all correspondence should be sent:

E-mail: maydin@adiyaman.edu.tr; Phone: (+90) 416-2232210;
Fax: (+90) 416-2231426
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DL-a-aminobutyrate hydrochloride (MDLAHCI),
CH3CH,CH(NH,)COOCH;-HCI, were not inves-
tigated. Moreover, these samples are biologically
important organic substances. Therefore, the goal of
this study was to investigate the defects, induced by
gamma-irradiation in powders of IDAAHBr and
MDLAHCI, and to determine their spin Hamiltonian
parameters at room temperature.

EXPERIMENTAL

The samples, used in this study, were
obtained from commercial sources. Powder samples
of the compounds were exposed to gamma-
irradiation from ®Co gamma-ray source (Nordion-
Canada, model JS 9600) at a dose rate of 2 kGy/h
for a total of 10 h at room temperature. After
irradiation, samples were kept in plastic bags at
room temperature and in dark. Quartz tubes were
used for the EPR measurements of the samples. The
EPR spectroscopy was carried out in a Varian model
X-band E-109C EPR spectrometer at room
temperature. The modulation amplitude was below
5.10 mT and the microwave power was 2 mW. The
g factors were found by comparison with a
dipenhylpicrylhydrazyl (DPPH) sample at g =
2.0036. The EPR spectrum of gamma-irradiated
samples was monitored during a four month period
in order to follow the stability of the formed species.
The EPR spectra were analyzed by a computer
simulation program [13].

RESULTS AND DISCUSSION

The characteristic EPR spectrum of the

© 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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Fig. 1. (@) The EPR spectrum of gamma-irradiated
IDAAHBr powder at room temperature; (b) simulation
form of the spectrum using acycre = 1.03 mT, ayy = 0.69
mT, ay = 0.69 mT and line width 0.36 mT.

gamma-irradiated IDAAHBT in Fig. 1a exhibits an
intensity distribution of 1:5:11:14:11:5:1, and can be
attributed to HNHCH ,(COOH), radical. Similar

intensity distributions were observed in CH;NH
radical by Hadley and Volman [14]. The
HNCHCH,(COOH), radical exhibits an intensity
distribution of 1:3:3:1 because of the a-proton and
the methylene protons which are all magnetically
equivalent. On the other hand, the hyperfine
constants of S-protons are greater than a-proton [3,
15] in some studies. But there are some studies in
which the hyperfine constants of p-protons are
smaller than o-proton or equivalent [11, 12, 16].
Moreover, the spectra exhibit 4 lines with the
intensity distribution of 1:2:2:1 owing to NH proton
and N nucleus (I=1) with equal coupling constants.
The binomial expansion for this spectrum is given as

1:2:2:1+3:6:6:3+3:6:6:3+1:2:2:1 = 1:5:11:14:11:5:1.

The EPR spectrum for a larger number of
inequivalent protons can be found by graphic
construction which is a mathematical record of the
EPR spectrum. The intensity ratio for more
complicated spectra is obtained by direct addition of
the line intensities of simple spectra, the lines being
displaced relatively to each other by the coupling
constant [17]. The hyperfine interaction of the
unpaired electrons with one a-proton, two equivalent
methylene protons, one NH proton, and **N nucleus
can be taken as acuchz = 1.03 mT, ayy = 0.69 mT
and ay = 0.69 mT. The spectrum, simulated with
these hyperfine parameters, is presented in Fig. 1b.
The paramagnetic centre has been attributed to the
HNCHCH,(COOH), radical [16] in the gamma-
irradiated powders of iminodiacetic acid at room

Fig.2. (@) The EPR spectrum of gamma-irradiated
MDLAHCI powder at room temperature, (b) simulation
form of the spectrum using acy, = 2.34 mT, ayy = 0.74
mT, ay= 0.25 mT and line width 0.30 mT.

temperature. This is similar to our proposed radical,
and the reported values of acycrz = 1.40 mT, ayy =
0.58 mT, ay = 0.39 mT are in good agreement with
our results. Moreover, a radical similar to this has
been observed in the gamma-irradiated powders of
iminodiacetic acid hydrochloride [11].

The measured value of the g factor is g = 2.0029 +
0.0005. The g value of the radical, discussed here,
seems to be in agreement with the literature data for
their analogs and various amine radicals [18 - 20].
Consequently, it can be stated that gamma-
irradiation produced free radicals in IDAAHBr by
loss of the hydrogen atom bond from the carbon
atom bond to the **N nucleus and COOH group.

The gamma-irradiated powder of MDLAHCI
at room temperature gives the spectrum shown in
Fig. 2a. This spectrum can easily be thought as
consisting of 6 lines with intensity distribution of
1:1:2:2:1:1. This 6 lines in the spectra are due to the
radical CH,C(NH,)COOCH; in which the unpaired
electron interacts significantly with two methylene
protons and one NH proton. The spectrum can again
be interpreted as a 1:1 doublet of a 1:2:1 triplet. In a
thorough examination of the spectrum, it can be seen
that it consists of a triplet with a spacing of 2.34 mT.
Then each line of the triplet is further into doublet
lines with spacing of 0.74 mT. A simulation of the
MDLAHCI spectrum is shown in Fig. 2b, using the
hyperfine coupling constants acy; = 2.34 mT, ann =
0.74 mT and ay = 0.25 mT. There is good agreement
between the experimental and simulated EPR
spectra. The line width of the spectrum is somewhat
larger than the hyperfine coupling constant of the
nitrogen nuclei (ay = 0.25 mT), and therefore the
hyperfine splitting of the nitrogen nuclei is not
observed in the spectrum. The g value of radical is g
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= 2.0030 + 0.0005. The g value and the hyperfine
constants of the radical discussed here agree well
with some other literature data [12, 16, 21, 22].

Different values of the hyperfine coupling
constants of the methylene protons have been found
also by the other authors [17, 23 - 26]. These
differences in methylene protons caupling constants
can be expressed by the relation [27]

a= By + Bycos’d (1)

Here, By is the spin polarization contribution (By = 0
- 0.35 mT), By is hyperconjugative contribution (B;
= 5.00 mT) and the dihedral angle, 6, is the angle
between the p, orbital of the unpaired electron and
the C-H bond projections on a plane perpendicular
to the C,-Cs; bond direction. Therefore, when 0
varies, the hyperfine constant varies accordingly and
ay approaches zero [24]. According to the value of
the hyperfine coupling constants of the methylene
protons obtained in this study, the dihedral angle, &,
varies approximately between 47°-50°. As a
conclusion, we can state that gamma-irradiation
produces free radicals in MDLAHCI by loss of one
hydrogen atom from CH group. The hydrogen
abstraction is one of the most common mechanisms
of producing free radicals in aliphatic compounds
[28].

CONCLUSION
The analysis of EPR spectra indicated the
presence of amine type free radical in gamma-
irradiated powder samples. The EPR parameters and
the structure of the radicals could be determined.
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N3CIEABAHE HA TAMA-OBJIBYEHU UMHWHO-ANMOLUETHN U AMUHOKHWCEJIMHHU
MMPON3BOAHN YPE3 EJIEKTPOHHO-TTAPAMATHUTEH PE3SOHAHC

M. AiinsH

Daxynmem no obpazosanue, Ynusepcumem ¢ Aousiman, 02030 Aousaman, Typyus

[ocreruna va 16 despyapu 2010 r.; IIpepadorena Ha 23 mapt 2010 .

(Pestome)

HW3non3BaHa e eJIeKTPOHHO-TIapaMarHUTHA CIIEKTPOCKOINS 3a M3CJIE/IBaHE Ha IPOMEHNUTE B IIPaXxoBe OT XuApodpoMuia
Ha UMHHO-AMOLIETHATA KUCEINHA U XUIPOXJIopuaa Ha MeTuiI- DL-o-maciieHara kuceniHa pu cTaifHa TeMneparypa.
VCTaHOBEHO €, Ye 06IbYBAHETO ¢ raMa-IIbuu BojM J10 Tonyyasaneto Ha HNCHCH,(COOH), — paaukanu npu mbpeus
u CH,C(NH,)COOCH 3— paaukanu ipu BTOpHs M3cienBan obpaserl. OnpeseeHn ca §-CTOHHOCTHTE 3a PaANKaIUTe U
KOHCTAHTHTE 3a CBPBX-(DHHATA CTPYKTYpPa HA HE-CABOCHHUS eIeKTPoH ¢ npoTonuTte i “*N-spara. [Tonyuennre
pe3ynTaTH ca B 10OpO ChITIaCHE C CHIIECTBYBAILINTE JIUTEPATYPHH JaHHU.
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The structure, stability, and the vibrational spectra of the 3.5-(CF3),C¢H;O and 3.5-(CF3),CsH;O hydrogen-
bonded system, containing a strong, short hydrogen bond (SSHB), have been studied by means of ab initio and
DFT calculations at different basis sets. Full geometry optimization of the hydrogen-bonded system has been
performed trough HF/6-31G(d,p) ab initio and BLYP/6-31+G(d,p) calculations. The calculations show that a
strong, almost symmetrical O-H...O™ bond is observed. The calculated O-H...O™ distance (1.235A) and the
OH...O = 179.60° angle are in agreement with the SSHB classification. The corrected values of the dissociation
energy (-29.31 - 35.95 kcal.mol™), calculated trough HF/6-31G(d,p) and BLYP calculations, confirm the ionic
structure of the hydrogen-bonded system. The calculations show that formation of a hydrogen bond of 3.5-
(CF3),C¢H,40 and 3.5-(CF3),C¢H3;0O  leads a considerable charge rearrangement in the monomers. The changes of
the atomic charges, (Aq;), in the complex, resulted from the hydrogen bonding, show large proton polarizability of
the SSHB within this complex, i.e. a hydrogen-bonded system of ionic nature is formed. The formation of SSHB
leads to significant changes in the vibrational characteristics for most of the vibrational modes. This phenomenon
could be explained with the considerable charge rearrangement, occuring under the action of the hydrogen

bonding.

Keywords: SSHB; structure; stability, vibrational spectra; ab initio; DFT.

INTRODUCTION

Hydrogen bonding is of fundamental
importance in the chemistry, physics and biology.
The hydrogen bonding, for example, is the key to
understand how molecules align themselves, both in
crystals and in the gas phase. The hydrogen bonds,
in which either the donor or the acceptor is ion, play
an important role in the aqueous chemistry and in
the biological systems. It is therefore not surprising
that these systems have often been studied trough
theoretical and experimental methods [1-7].

Recently, there has been much interest in a
special class of hydrogen bonds called “strong,
short hydrogen bonds” (SSHBs) or “low-barrier
hydrogen bonds (LBHBs). The SSHBs are an
important factor in enzyme catalysis [8-14]. Notable
features of such hydrogen bonds are the short
distances between hydrogen donor and acceptor
atoms, the strong hydrogen bond energy, the low
isotopic fractional factor, the Hadzi type Il IR
spectra [15]. SSHBs in D...H...A systems are
characterized by short D...A distances of 2.2 — 2.5
A [16]. These bonds are important in biological
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catalysis [17,18] and are quantitatively different, in
most of their properties, from the molecule or weak
bonds. When D is an exceedingly electronegative
atom, and A has an exceptionally large excess of
electronic charge, strong hydrogen bonds are
formed. Strong, almost symmetrical, hydrogen
bonds are also observed when the donor group is a
cation or the acceptor group is an anion, as
O" - H...O or O-H...O". Most often these hydrogen
bonds are formed from carboxylates and carboxylic
acid [19,20].

The SSHBs between phenoxides are less
observed and are less studied than other systems
[21]. They have important relevance in the enzyme
active sites that use tyrosine [22-26].

The aim of this study is to investigate, trough
using ab initio and DFT calculations at different
basis sets, the structure, stability, and the vibrational
spectra of the 3.5-(CF;3),CsH,O and
3.5-(CF3),C¢H30 hydrogen-bonded system which
contains SSHB.

METHODOLOGY

The structure, stability, and vibrational
characteristics of the 3.5-(CF3),Cs¢H,O and
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Fig. 1. Optimized structure with BLYP/6-31+G(d,p) calculations for the hydrogen-bonded system: [(Ar’O),H] , where

Ar’ = 3,5-(CF3)2C6H3:

Ro2o.- .H10=1.235A; Rogp... H11=2.571A; R01.H10=1.208A; R01.cg:1.322A; Ro2o-c21=1.321;
AngIeS (0): Hig...099...H11=64.8; Oy...H11C3=119.9; C»,04...H11=114.0; C5H1;...050=119.9; H,,0,C,=113.7;

OlHIO Vs 020=179.5.

3.5- (CF3),CsH30  hydrogen-bonded system which
contain SSHB, have been calculated through ab
initio and DFT calculations at different basis sets,
using the GAUSSIAN 03 series of programs [27].
All calculations were performed on a Pentium IV
PC.

The density functional calculations in this
work have been carried out in the framework of
Kohn-Sham density-functional theory [28] (DFT)
with the non-local gradient-corrected exchange-
correlation functional of Becke and Lee, Yang and
Parr, including partially exact HF-exchange (BLYP)
[29]. The density functional methods for electronic
structure calculations [28,30,31] contain semi-
empirical elements based on the properties of atoms
and simple molecules. Prior to routine application in
a given field such as the hydrogen bonding [32-34],
they have to be checked through experiments and
established quantum chemical approaches, applied
for some prototype systems [35]. In combination
with ab initio calculations and experimental data,
the semi-empirical character of the density
functional methods might be turned into advantage.

The dissociation energy, calculated using
the ab initio and DFT calculations, can be used for
estimation of the stability of the hydrogen-bonded
systems of two and more partners. The
supermolecular  variation method  determines
dissociation energy (A E) as a difference between
the energy of the complex and the energies of the
isolated molecules. For the complex, studied here
and shown in Figure 1, the dissociation energy is
calculated by the equation (1):

AE:Ecom_'[E(3.5 'CF3)2C5_H40) +
+E(3.5(CF3),CeH:0 )] @

WhereE(3.5-(CF3)2C6H4O)and E(35-(CF3)2C6H30_)
are the energies of the isolated monomers in their
own basis set, and Egm is the energy of the
complex.

To compare the calculated results of the
dissociation energy with the respective experimental
energy, the effect of the zero-point energy (ZPE)
should be taken into account. Ab initio calculations
yield the total molecular electronic energy of the
hypothetical vibrationless state at 0 K. The
conversion of this energy (U%) into enthalpy at
298.15 K requires correction of the zero-point
er})ergy (Ezp vib) using the enthalpy function, (H%gg -
H 0):

AH 565 = (U%) + A(Espyin) + A(H 08 - H) (2)

The zero-point energy is calculated trough
Eqg. (3), and the enthalpy function is obtained trough
standard statistical thermodynamic procedures using
the optimised geometries to provide structural
constants.

The zero-point vibrational energy correction
for the studied complex can be defined as a
difference between the calculated zero-point
vibrational energy of the complex and the zero-point
energies of the monomers:

AEzpvibz Ezp vib.(Com-) - (Ezp vib(3-5'(CF3)2C6H4O)+
+ Ezp Vib(3.5-(CF3)2C6H30_)) (4)
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Table 1. Calculated selected geometrical parameters for free and complexed 3,5-(CF3),CsH,O and 3,5-(CF3),CsH;0
and changes in the parameters from monomers to a complex obtained from HF/6-31G(d,p) and BLYP/6-31+G(d,p)
calculations.

Monomers Complex Change of the parameters
Parameters® HF BLYP HF BLYP HF BLYP
Bond lenght®
C,-0; 1.3454 1.3750 1.3174 1.3225 -0.028 -0.0525
C;3-C, 1.3894 1.4079 1.3983 1.4329 0.0089 0.0250
C4-Cy 1.3803 1.4064 1.3815 1.4026 0.0012 -0.0038
Cs-C, 1.3866 1.4042 1.3865 1.4096 -0.0001 0.0054
Cs-Cs 1.3806 1.4075 1.3834 1.4084 0.0028 0.0009
C;-Cq 1.3854 1.4028 1.3825 1.4028 -0.0029 0
Cg-Cy 1.5056 1.5158 1.5033 1.5096 -0.0023 -0.0062
Cy-Cq 1.5059 1.5167 1.5017 1.5084 -0.0042 -0.0083
H10-0; 0.9429 0.9776 0.9896 1.2060 0.0467 0.2284
H11-Cs 1.0744 1.0927 1.0739 1.0909 -0.0005 -0.0018
Hi,-Cg 1.0722 1.0889 1.0714 1.0884 -0.0008 -0.0005
H3-C, 1.0738 1.0900 1.0736 1.0912 -0.0002 0.0012
F14-Cg 1.3223 1.3711 1.3217 1.3709 -0.0006 -0.0002
Fi5-Cg 1.3228 1.3672 1.3290 1.3788 0.0062 0.0116
F16-Csg 1.3228 1.3712 1.3280 1.3790 0.0052 0.0078
F17-Cq 1.3207 1.3686 1.3268 1.3762 0.0061 0.0076
F15-Cq 1.3232 1.3688 1.3286 1.3799 0.0054 0.0111
F19-Cq 1.3233 1.3711 1.3257 1.3746 0.0024 0.0035
Oy...Hig - - 1.5651 1.2353 - -
Oy...Hyt - - 2.3474 2.5710 - -
C,1-Oyp 1.2386 1.2708 1.2666 1.3201 0.028 0.0493
Cp-Coy 1.4440 1.4635 1.4208 1.4319 -0.0232 -0.0316
Cx-Cyp 1.3689 1.4003 1.3757 1.4012 0.0068 0.0009
Cx-Cy 1.3980 1.4152 1.3901 1.4104 -0.0079 -0.0048
C5-Co 1.3864 1.4152 1.3862 1.4081 -0.0002 -0.0071
Co-Cos 1.3780 1.4003 1.3795 1.4038 0.0015 0.0035
C,7-Co3 1.5005 1.5043 1.5018 1.5083 0.0013 0.004
Ca-Cs 1.5019 1.5043 1.5021 1.5097 0.0002 0.0054
H,9-Cy 1.0739 1.0929 1.0741 1.0908 0.0002 -0.0021
H3p-Co4 1.0714 1.0884 1.0709 1.0885 -0.0005 0.0001
H3:-Cog 1.0760 1.0929 1.0750 1.0912 -0.001 -0.0017
F3,-Cy7 1.3269 1.3782 1.3297 1.3729 0.0028 -0.0053
F33-Cyy 1.3336 1.3829 1.3311 1.3778 -0.0025 -0.0051
F34-Co7 1.3337 1.3863 1.3293 1.3805 -0.0044 -0.0058
Fa5-Cog 1.3307 1.3829 1.3306 1.3775 -0.0001 -0.0054
F35-Cog 1.3316 1.3782 1.3270 1.3721 -0.0046 -0.0061
F37-Cog 1.3317 1.3863 1.3270 1.3796 -0.0047 -0.0067
Angle’
C3C,0, 122.45 122.91 122.85 123.30 0.4 0.39
H,0,C, 111.70 108.86 112.27 113.68 0.57 4.82
H,,C3C, 120.24 120.57 118.52 118.51 -1.72 -2.06
C,4C3Hy; 120.21 119.80 121.75 120.79 1.54 0.99
C4C3Cy 120.21 119.63 121.75 120.70 1.54 1.07
C,C,0, 117.52 117.00 118.38 119.61 0.86 2.61
C,C,C3 120.03 120.10 117.77 117.10 -2.26 -3.00
CsC4C3 121.08 120.85 121.83 121.68 0.75 0.83
C%C»Cy 113.79 113.44 115.43 116.91 1.64 3.47
Cy5C26Co1 122.19 122.66 121.56 120.82 -0.63 -1.84
C2:Cy»Cy 122.24 122.66 121.69 121.23 -0.55 -1.43
C24C23Cyp 122.57 122.00 122.07 121.35 -0.5 -0.65
C2»C» 0y 122.54 123.28 121.41 119.66 -1.13 -3.62
C2C2105 123.67 123.28 123.16 123.42 -0.51 0.14
C0p...Hyo - - 129.40 114.02 - -
Hip...0g...Hy1 - - 67.89 64.86 - -
C»109...H1y - - 162.71 127.09 - -
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C3Hy;...09 126.32 119.97
O3H1p...09 172.14 179.60
Og...H1;;C3 - - 126.32 119.97
E™ (a.u.) -976.81128 -981.36639 -1953.10876 -1962.24081
-976.24838 -980.81541

The dissociation energies, uncorrected and
corrected with zero-point energy differences, are
calculated trough ab initio and DFT calculations
with different basis sets.

The shifts in the vibrational frequencies
(Av;), occurring upon formation of the 3.5-
(CF3),CH,O and 3.5-(CF3),C¢HsO  hydrogen-
bonded complex, have been calculated through ab
initio and DFT (BLYP) calculations. The predicted
frequency shift for each vibration is defined as
follows:

AV| - Vicomplex _Vimonomer (5)

The changes in the infrared intensities (AA))
upon hydrogen bond formation are also estimated
using ab initio and DFT calculations:

AA| - Aicomplex _ Aimonomer (6)

RESULTS AND DISCUSSION

Sructure and stability

The first objective of this work is to
establish the most stable structure of the complex,
studied here. Full geometry optimization of the
hydrogen-bonded  system, formed by 3.5-
(CF3),CsH40 and 3.5-(CF3),CsH3s0 , was made with
GAUSSIAN 03 series of programs [27]. Fig. 1
shows the optimized structure, calculated trough
BLYP/6-31+G(d,p) calculations. It can be seen that
the optimized structure for the studied ionic
hydrogen-bonded system is cyclic. Table 1 shows
the optimum values of the total energy and the
equilibrium geometries for the monomers (3.5-
(CF3)2C6H4O and 3.5-(CF3)2C5H30_), and for the
complex. These optimum values were obtained
through BLYP/6-31+G(d,p) and HF/6-31G(d,p)
calculations.

The complex has an optimum geometry
when Hy,...0 7 distance is 1.235 A, and the
Hy;...07y distance is 2.571 between 3.5-
(CF3)2C6H4O and 3.5-(CF3)2C5H30_ molecules. It
was noted that SSHBs in the D...H...A systems are
characterized by short D...A distances of 2.2 — 2.5
A [16]. The O;...0y distance at optimum geometry,
calculated trough BLYP/6-31+G(d,p) calculations,
is 2.441 A. It is in agreement with the results from
the X-ray diffraction studies (2.436 A) of this
hydrogen-bonded system [36]. The calculations

show that a strong, almost symmetrical O-H...O
bond is observed. The structure of the bond is of 111
type according to the Valence Bond analysis [37].
The calculated Hig...O 5 distance (1.235A) and the
angle O;Hao...05 = 179.60° are in agreement with
the SSHB classification, given from Suksangpanya
[38] (H...A is within 1.2 to 1.5A, and the D-H...A =
180°). The second hydrogen bond distance, Hy;...0O"
20, IS estimated to be in the range between 2.35-2.57
A. This hydrogen bond is longer and weaker than
the Hlo...o_zo bond.

The changes of the geometrical parameters
of the complex are defined to investigate the
influence of the hydrogen bonding over the
structural parameters of the (3.5-(CF3),C¢H4O and
3.5-(CF3),CsH30 ) monomers. Table 1 presents the
selected optimized geometrical parameters for free
and complexed 3.5-(CF3),C¢H,O and 3.5-
(CF3),CeH3O . These parameters were obtained
trough BLYP/6-31+G(d,p) and HF/6-31G(d,p)
calculations. It is seen that the bond lengths and
angles for the complex studied, shown on Fig. 1, are
perturbed from their values in the monomers. The
most sensitive to the complexation are the bonds,
taking part in the Cz-ol, O]_'H]_o, Cz]_-Ozo, C22'C21
and C;-C, hydrogen bonding. The O;-Hig, Cy-Oy
and C;-C, bonds are lengthened in the complex,
while the C,-O; and C,,-C,; bonds are shorted in the
formation of the hydrogen bonds.

The changes in the angles of the monomers
in the hydrogen bond formation are also estimated.
The data in Table 1 evidence that the most sensitive
to complexation are the Hyg-O;-C, and O5g-C,1-Cypp
angles which take part in the hydrogen bonding.
Their values change significantly in the complex.
The calculations show that the changes in the
remaining geometrical parameters in the hydrogen
bonding are smaller, and in some cases are
negligible.

The next step in the study is to establish the
stability of the ionic 3.5-(CF3),CsH;O and
3.5-(CF3),C¢H:0  hydrogen-bonded system. The
dissociation energies, uncorrected and corrected
with zero-point energy differences, are calculated
trough ab initio and DFT calculations at different
basis sets. The calculation results are presented in
Table 2. The corrected values of the dissociation
energy (-29.31 - 35.95 kcal.mol™), calculated trough
HF/6-31G(d,p) and BLYP calculations, are in
agreement with the SSHB classification, given in
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the ‘Theoretical Treatment of Hydrogen Bonding’
[1], and confirm the ionic structure of the studied

hydrogen-bonded system.

Table 2. Dissociation energies AE (uncorrected and corrected), zero-point energy differences AE,,. in kcal/mol and
interatomic distances in A for the hydrogen-bonded complex between 3,5-(CF3),CsH4O and 3,5-(CF3),CsHs0™ .

Basis set AE uncorr AEZp vib AEcorr RO...H
HF/6-31G(d,p) -30.8149  1.0103  -29.8046  H™...0%=1.5651
H'...0%°=2.3474
BLYP/6-31+G(d,p) -37.0222  1.0753  -35.9469  HY...0%=1.2353
H...0%= 25691
BLYP/6-311++G(d,p) -30.5486  1.2345  -29.3141  HY...0%°=1.4022

H...0%=2.4820

Charge distribution in the hydrogen bonding

It is known from the previous studies
[39,40] that the hydrogen bonding leads to charge
rearrangement of the monomers forming a complex.
The aim of this study is to determine the influence
of the hydrogen bonding on the charge distribution
in the studied hydrogen-bonded complex. In this
connection, the atomic charges (gi) for the
monomers (3.5-(CF3),CsH,O and 3.5-
(CF3),CsHs0 ) and for the complex, have been
calculated trough BLYP/6-31+G(d,p) calculations
using the Mulliken population analysis and the
Natural Bond Orbital analysis [41-48]. The data are
shown in Table 3. Table 3 also contains the changes
of the atomic charges (Ag;) in hydrogen bonding:

Aqi - qicomplex _ qimonomer (5)

The data in Table 3 show that the atomic
charges (g;) in the monomers and in the complex,
calculated trough the Mulliken population and the
Natural Bond Orbital analyses, are different by
value in all cases, even by sign sometimes.
However, the atomic charges (Aqg;) in the hydrogen
bonding in most cases are similar, both by value and
by sign. In view of this result, the conclusion could
be that both population analyses are suitable for the
estimation of the changes of the atomic charges in
the hydrogen bonding.

The calculations show that the most
sensitive to complexation are the atoms, taking part
in the hydrogen bonding. The oxygen O(1) atom
acts as acceptor of electric charge in the studied
complex. The negativity of this atom increases
significantly in the complex compared to the
corresponding negativity in the monomer. In the
same time the H(10) and H(11) hydrogen atoms
(from OH group), the C(2), C(27), C(28) carbon
atoms, and the H(29)- H(31) hydrogen atoms
become more positive in the complex. The
calculated changes of the atomic charges, (Aq;), of
the remaining atoms are smaller.

The calculation results show that the 3.5-
(CF3),CsH40 and 3.5-(CFs3),CsHsO  hydrogen bond
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formation leads considerable charge rearrangement
in the monomers. The changes of the atomic

charges, (Ag;), in the complex, resulted from the
hydrogen bonding, show large proton polarizability
of the SSHB within this complex, i.e. a hydrogen-
bonded system of ionic nature is formed.

Changesin the vibrational characteristicsin
SSHB formation

The prediction of vibrational characteristics
(vibrational frequencies and infrared intensities) of
the hydrogen-bonded systems trough ab initio and
DFT calculations at different levels [39,40, 49-55]
has become widely employed in order to elucidate
the influence of the hydrogen bonding on the
vibrational spectra of the monomers, forming a
complex. The geometrical symmetry of the
monomers often changes under perturbation [56] in
the hydrogen-bonded system. The vibrational
mixing, derived by a perturbation approach, is the
counterpart of the orbital mixing.

The infrared (IR) spectroscopic signature of
the hydrogen bond formation is the shift to the
lower frequency and the increase in intensity of the
stretching vibrations of the monomer bonds
involving in hydrogen bonding. It is known that the
abinitio and DFT predicted values of the vibrational
frequencies depend on the method and the basis set
used for the calculations. The calculated frequencies
with a larger basis set give reasonable agreement
with the experimental values if the vibrations have
small anharmonicity.

In order to estimate the influence of the
SSHB on the vibrational characteristics of the 3.5-
(CF3),CsH40; 3.5-(CF3),CsHsO monomers, forming
a complex, the monomer and complex vibrational
spectrum were predicted trough (HF/6-31G(d,p)) ab
initio and DFT (BLYP/6-31+G(d,p)) calculations.
Table 4 shows the calculation results.. Table 4 also
contains a detailed description of the normal modes
based on the potential energy distribution (PED),
obtained trough HF/6-31G(d,p) calculations. The
changes in the vibrational frequencies and the
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infrared intensities (Av; ; AA;) in the hydrogen bond
formation are calculated trough Equations 5 and 6

Table 3. NBO and Mulliken charges (q;) for free and complexed 3,5-(CF;),C¢H,O and 3,5-(CF;),CsH;O , obtained

from BLYP/6-31+G(d,p) calculations.

using ab initio and DFT calculations.

No. Atom gi (NBO) Aqg; (NBO) Qi Aq;
Monomers Complex Monomers Complex
1 0 -0.6593 -0.7068 -0.0475 -0.5157 -0.6327 -0.1170
2 C 0.3242 0.3543 0.0301 0.3171 0.3470 0.0299
3 C -0.2802 0.2780 -0.0022 -0.1197 -0.1569 -0.0372
4 C -0.1443 -0.1729 -0.0286 0.0000 0.0099 0.0099
5 C -0.2177 -0.2571 -0.0394 -0.1140 -0.1445 -0.0305
6 C -0.1449 -0.1772 -0.0323 -0.0016 0.0101 0.0117
7 C -0.2465 -0.2654 -0.0189 -0.0901 -0.1217 -0.0316
8 C 1.0798 1.0763 -0.0035 0.6889 0.6683 -0.0206
9 C 1.0803 1.0757 -0.0046 0.6905 0.6650 -0.0255
10 H 0.4924 0.4930 0.0006 0.3110 0.4050 0.0940
11 H 0.2487 0.2586 0.0099 0.0748 0.0836 0.0088
12 H 0.2658 0.2450 -0.0208 0.0943 0.0526 -0.0417
13 H 0.2660 0.2430 -0.0230 0.0943 0.0512 -0.0431
14 F -0.3479 -0.3509 -0.0030 -0.2450 -0.2500 -0.0050
15 F -0.3430 -0.3601 -0.0171 -0.2390 -0.2621 -0.0231
16 F -0.3418 -0.3550 -0.0132 -0.2315 -0.2487 -0.0172
17 F -0.3447 -0.3578 -0.0131 -0.2410 -0.2593 -0.0183
18 F -0.3452 -0.3564 -0.0111 -0.2416 -0.2505 -0.0089
19 F -0.3418 -0.3547 -0.0129 -0.2317 -0.2552 -0.0235
20 0 -0.6890 -0.7089 -0.0200 -0.6390 -0.6394 -0.0004
21 C 0.3619 0.3555 -0.0064 0.3742 0.3505 -0.0237
22 C -0.3014 -0.2671 0.0343 -0.1764 -0.1258 0.0506
23 C -0.1992 -0.1783 0.0209 0.0250 0.0119 -0.0131
24 C -0.3020 -0.2591 0.0 -0.1779 -0.1459 0.0320
25 C -0.1992 -0.1731 0.0261 0.0250 0.0101 -0.0149
26 C -0.3014 -0.2812 0.0202 -0.1764 -0.1577 0.0187
27 C 1.0719 1.0752 0.0033 0.6481 0.6650 0.0169
28 C 1.0719 1.0758 0.0039 0.6481 0.6678 0.0197
29 H 0.2225 0.2437 0.0212 0.0131 0.0503 0.0372
30 H 0.2306 0.2443 0.0137 0.0232 0.0516 0.0284
31 H 0.2225 0.2560 0.0335 0.0131 0.0798 0.0667
32 F -0.3622 -0.3542 0.008 -0.2656 -0.2548 0.0108
33 F -0.3664 -0.3582 0.0082 -0.2714 -0.2601 0.0113
34 F -0.3658 -0.3570 0.0088 -0.2631 -0.2522 0.0109
35 F -0.3664 -0.3593 0.0071 -0.2714 -0.2613 0.0101
36 F -0.3622 -0.3515 0.0107 -0.2656 -0.2505 0.0151
37 F -0.3658 -0.3558 0.0100 -0.2631 -0.2504 0.0127

Table 4 shows that the C-H stretching
vibrations are predicted to be in the range between
3100 and 3400 cm®.  Their vibrational
characteristics are changed negligibly in the
hydrogen bonding.

The v(O;-Hy) stretching vibration of the
hydrogen-bonded O-H group is shifted to lower
frequencies and its IR intensity increases
considerably in the hydrogen bonding. This result
confirms the optimized stable structure of the
studied complex (see Figure 1) and shows the
formation of the O- ...H" ...O” SSHB with proton
transfer, i.e. of the polar structure. The changes in
the vibrational characteristics of the stretching

v(Cy - Op) vibration confirm also the polar
structures of the studied hydrogen-bonded system.
The vibrational frequencies of v(C,; - O'y) in the
complex are shifted to lower wavenumbers
indicating that the electron density at the Cy - O
group is decreased due to the formation of the O
...H" hydrogen bonds.

The calculations show that the &(HOC)
deformation is also very sensitive to the hydrogen
bonding. Its vibrational frequency is shifted to
higher frequencies, and its infrared intensity
decreases in the hydrogen bonding. The stretching
C-C(F) vibrations are also shifted to higher
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frequencies and their IR intensities increase The data in Table 4 show that the formation
significantly in the complex. of the SSHB leads to significant changes in the

Table 4. Calculated vibrational characteristics (v in cm™ and A in km mol™) for the hydrogen-bonded systems between
3,5- CF3)2C6H4O and 3,5'(CF3)2C6H30_.

Approximate description HF/6-31G(d,p) BLYP/6-31+G(d,p)
(PED)a Vi/AVi Ai /AA, Vi/AVi Ai /AA,
100v(Cps-Hag) 3431/11 0.67/-1.03 3161/7 1.09/-2.13
100v(Cs-Hys) 3408/9 2.79/2.59 3159/4 1.26/0.84
100v(C3z-Hy1) 3402/41 45.17/41.85 3141/23 0.36/-5.01
100v(Cs-H1,) 3394/-33 1.01/0.47 3138/-26 6.04/5.81
100v(Cyp-Ha1) 3374/13 8.20/-12.58 3136/27 0.08/-17.17
100v(Cyp-Hyo) 3361/-2 8.81/-3.40 3133/25 6.38/-18.53
100v(0;-Hyp) 3164/-1005 3989.86/3880.84 2832/-831 3042.51/3001.26
51v(C-C) + 345(CCC) 1830/16 4.06/0.11 1563/38 0.23/-2.05
453(CCC) + 32v(C-C) 1804/-15 32.42/-23.24 1555/-35 15.98/-54.70
48v(C-C) + 305(CCC) 1785/120 7.84/-13.91 1746/138 24.07/11.14
45v(C-C) + 185(CCC) 1768/136 603.80/-98.42 1631/103 127.92/-82.85
318(HOC) + 15v(C-C) 1739/695 88.69/-54.08 1645/188 75.34/-20.11
40v(04-Cy) + 18v(C-C) 1664/-127 579.70/167.09 1605/-98 275.75/86.06
38v(C-C) + 218(HCC) 1637/267 399.15/194.73 1648/303 195.31/104.25
51v(C-C) + 158(HCC) 1604/3 50.17/-98.08 1595/-5 29.61/-37.97
43v(C-C) + 22v(C-C(F)) 1584/5 266.22/162.19 1540/18 138.43/95.14
45v(C-C) + 11v(C-C(F)) 1574/217 30.69/-20.04 1512/139 34.82/-17.52
32v(C-C(F)) + 20v(C,-0,) 1559/198 1121.92/549.82 1486/173 1006.42/468.63
715(HCC) 1438/201 170.82/159.01 1423/168 161.91/132.20
48v(C-C(F)) 1434/115 527.27/76.51 1399/108 201.50/64.31
32v(C-C(F)) +18 8(HCC) 1433/123 421.55/228.01 1384/119 360.28/144.15
62v(C-F) 1342/10 510.60/192.05 1285/18 660.09/101.77
68v(C-F) 1334/15 223.88/-226.88 1263/18 210.83/52.38
65v(C-F) 1331/21 371.87/178.35 1258/42 106.00/48.76
89v(C-C) 1260/119 57.20/32.10 1176/95 44.75/26.60
423(CCC) + 18v(C-C) 1218/132 62.24/58.10 1116/108 131.40/29.48
58v(C-C) 1199/19 49.05/-7.86 1061/35 28.30/18.95
41v(C-C) + 225(CCC) 1192/-15 82.15/68.27 1059/-28 72.40/56.12
815(CCC) 1082/1 5.90/-28.64 1058/-7 3.54/2.83
66t(HCCO) 1076/46 301.94/163.90 926/11 200.90/93.08
785(CCC) 1047/9 83.17/-15.62 886/6 73.14/-32.11
487t(HCCO) + 157(CO...HO) 1037/62 53.41/28.03 878/50 37.40/18.26
483(CCQC) 1032/33 11.64/7.88 850/42 3.20/2.45
661(HCCC) 1001/60 20.92/-33.59 846/21 22.57/-5.50
71t(HCCO) 989/14 9.04/-16.34 828/0 11.21/-17.28
517(CCCCQC) 966/82 41.82/21.49 818/62 46.51/15.37
607(CCCCQC) 792/40 14.36/13.18 796/78 20.88/11.85
85t(CCCCQC) 791/95 12.14/12.13 791/78 16.70/15.12
53t(HCCC) 750/-38 3.55/-12.08 691/-29 2.61/-1.82
337(CCCO) + 321(CCCC) 730/0 2.89/-0.03 689/16 1.16/-5.39
313(CCC) + 30t(FCCC) 627/49 6.83/2.68 578/32 7.78/3.87
421(FCCC) + 185(CCC) 624/44 1.40/-0.85 542/35 9.77/-4.55
215(CCO) + 205(CCC) 560/32 10.90/4.95 459/24 10.83/5.88
75t(FCCCQC) 557/-66 0.12/-0.07 423/-50 0.21/-0.22
68t(FCCC) 556/-26 0.05/-4.36 422/-31 0.85/-2.78
586(FCC) 410/16 0.23/0.19 358/22 0.07/-1.23
515(FCC) 377/164 0.54/0.1 306/122 0.26/-0.02
545(FCC) 388/62 1.11/-0.22 305/55 4.39/3.29
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561(CCCO) + 43t(CCCC) 255/1 1.19/-1.46 271/18 5.45/4.43

547(CCCO) + 40t(CCCC) 236/19 2.46/-1.37 193/14 2.94/-1.97
50v(0...H) 89 9.18 102 29.63
625(0...HO) 52 141 63 0.87

®PEDs elements lower than 10% are not included. PEDs elements obtained with HF/6-31G(d,p) are given.

vibrational characteristics of most of the
vibrational modes. This phenomenon could be
explained with the charge rearrangement in the
hydrogen  bonding, namely the  3.5-
(CF3)2C6H4O and 3.5-(CF3)2C6H30_
hydrogen bond formations lead more
considerable charge rearrangement in the
monomers.

The 3,5-(CF3)2C6H4O and 3,5-(CF3)2C6H30
hydrogen bonding leads to arising of two
intermolecular vibrations the v(O;-...Hi,") and the
v(Og...Hy1). The predicted frequency of the
v(O;~...Hyo") vibration is at 89 — 102 cm™. The
calculated IR intensity of this vibration is low. The &
(O...HO) vibration is predicted at lower frequency
(52 - 63 cm™), and its IR intensity is lower.

CONCLUSION

The structure, stability and vibrational spectra
of the 3.5-(CF3)2C6H4O and 3.5-(CF3)2C6H30_
hydrogen-bonded system, containing SSHB, have
been investigated using ab initio and DFT
calculations at different basis sets. The main results
of the study are:

- The calculations show that a strong, almost
symmetrical, O-H...O" bond is formed. The
calculated Hyg...O 7 distance (1.235A) and
O1Hyp...045 = 179.60° angle are in agreement with
the SSHB classification (H...A is within 1.2 to 1.5A
and D-H...A = 180°).

- The corrected values of the dissociation energy
(-29.31 - 35.95 kcal.mol™), calculated through
HF/6-31G(d,p) and BLYP calculations, confirm the
SSHB formation as well as the ionic structure of the
studied hydrogen-bonded system.

- The changes of the atomic charges (Ag;) in the
hydrogen bonding show large proton polarizability
of the SSHB within this complex, i.e. hydrogen-
bonded system of ionic nature is formed.

- The stretching v(0;-Hyo) vibration of the
hydrogen-bonded O-H group is shifted to lower
frequencies and its IR intensity increases
considerably in the hydrogen bonding. This result
confirms the optimized stable structure of the
complex, and shows the formation of the
O- ...H" ...O" SSHBs with proton transfer, i.e. the
polar structure.
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TEOPETUYHO U3CJIEIBAHE HA CTPYKTYPU, CTABMJIHOCT U BUBPALIMOHHU CIIEKTPU
HA BOAOPOJHO-CBBbP3AHU ®EHOKCHUAU CBbABPXALIW CUJIHU, KbCU BOAOPO/JHU
BPB3KU
1. Iumurposa

Hncemumym no opeanuuna xumus ¢ Lenmvp no pumoxumusi, bwvreapcka akademust na naykume, yi.”Axao. I'. bonues”
on. 9, 1113 Cogusn

IMoctenmna Ha 18 HoemBpu 2009 r.; Ilpepaborena Ha 18 mait 2010 T.

(Pesrome)

Crpykrypara, CTaOMJIHOCTTA M BHUOPALIMOHHUTE CIIEKTPU HA BOJOPOJHO-CBBbp3aHaTa CHCTEMa MEXIy 3,5-
(CF3),C¢H40 u 3,5-(CF3),C¢H30 , chabpskama cuiHa, KbCca BOAOPOAHA BPB3KA Ca M3CIEABAHM mocpeactsom ab
initio u TOII npecmsitanust ¢ pasaudHd O6azucHu Habopu. [IpoBereHa ¢ MbJIHA TEOMETPUYHA ONTHMH3ALMS Ha
BOJIOPOIHO-CBBp3aHara cucrema ¢ ab initio HF/6-31G(d,p) u BLYP/6-31+G(d,p) npecmstanust. [IpecMmsitanusita
MOKa3BarT, ue ce HaOmonaBa cuinHa, moutu cumerpuuna O-H...O™ Bpw3ka. M3uncnenoro O-H...O” pactosnue (1.235
A) u Bremer OH..O” = 179.60° ca B chriache ¢ KIacH(UKALMATA 3a CHIHH, KHCH BOJIOPOIHH BPB3KH.
KopurupaHuTe CTONHOCTH Ha muconuanuonsata eneprus (-29.31 - 35.95 kcal.mol™) usuncnenn ¢ HF/6-31G(d,p)
u BLYP npecmsiTanusita MOTBBPKAaBAT HOHHATA CTPYKTypa Ha BOJAOPOJHO-CBbp3aHaTa cucTeMa. [IpecMsaTanusTa
noKasBar, 4e o0pa3yBaHETO Ha BOaopoaHa Bpb3ka Mexay 3,5-(CF3).CeHisO u 3,5-(CF3),CeHsO Boam no
3HAYUTEIHO MpepasnpeeieHie Ha 3apsauTe npud MoHoMmepute. [Ipomenute Ha aromuute 3apsau (AQ;) 3a
KOMIIJIEKCA B PE3YJITAT Ha BOJOPOJHOTO CBHP3BAHE MMOKA3BAT 3HAYMTEIIHA MPOTOHHA MOJSIPHU3YEMOCT 3a CHIIHATA,
KbCa BOJOPOJHA BPB3Ka, T.e. 00pa3yBa ce BOJOPOJHO-CBbp3aHa cUCTeMa ¢ HOHeH xapakTep. OOpa3yBaHeTo Ha
CHJIHA, KbCa BOJOPOJIHA BPBH3Ka BOJH 0 3HAYUTEIHU MPOMEHU HA BUOPALMOHHUTE XapAKTEPUCTHKH HA MIOBEYETO
tTpenteHus. ToBa siBlieHHe OM MOITIO A2 ce OOSICHH ChC 3HAYMTETHOTO MpepasNpe/efieHue Ha 3apsauTe IOo[
JICUCTBHE Ha BOAOPOTHOTO CBbP3BaHE.
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The rates of oxidation of adenosine and rosmarinic acid by tert-butoxyl radicals have been studied by
measuring the absorbance of adenosine at 260 nm and rosmarinic acid at 324 nm spectrophotometrically. Tert-butoxyl
radicals are generated by photolysis of tert-butyl hydroperoxide in presence of tert-butyl alcohol to scavenge OHe
radicals. The rates and the quantum yields (¢) of oxidation of rosmarinic acid by t-BuOe radicals have been determined
in the absence and presence of varying concentrations of adenosine. An increase in the concentration of adenosine has
been found to decrease the rate of oxidation of rosmarinic acid suggesting that adenosine and rosmarinic acid compete
for t-BuOe radicals. From competition Kinetics, the rate constant of rosmarinic acid reaction with t-BuOe radicals has
been calculated to be 2.51x10°dm® mol™ s™. The quantum yields (@exy) have been calculated from the experimentally
determined initial rates of oxidation of rosmarinic acid under different experimental conditions. Assuming that
rosmarinic acid acts as a scavenger of t-butoxyl radicals only, quantum yields () have been theoretically calculated.
The values of @ey: and ¢y Suggest that rosmarinic acid not only protects adenosine from t-BuOe radicals but also

repairs adenosine radicals formed by the reaction of adenosine with t-BuO- radicals.

Keywords. Rosmarinic acid, adenosine, oxidation, protection, repair, tert-butoxyl radicals.

INTRODUCTION

Reactive oxygen species (ROS) are
generated in biological systems as by-product of
normal cellular processes [1], exposure to UV
radiation, and in the presence of transition metal
ions [2]. In the presence of oxygen, these species
react rapidly with biological targets such as lipids,
carbohydrates, proteins, nucleic acids, etc. to form
alkyl hydroperoxides [3, 4]. Metabolic degradation
of endogenous and exogenous peroxides is thought
to play a role in the etiology of several diseases
including cancer [5, 6]. DNA is one of the main
molecular targets of toxic effects of free radicals
formed in mammalian cells during respiration,
metabolism and phagocytosis. The lethal effects of
the hydroxyl radicals on DNA and its constituents
have been extensively studied but relatively little is
known about the biological effects of alkoxyl
radicals and the key cellular targets for these
species. Recent studies have demonstrated that the
exposure of cultured cells to alkoxyl radicals
resulted in the generation of DNA strand breaks [7-
9], though the mechanism of damage has not been
elucidated. Previous studies on the reactivity of

* To whom all correspondence should be sent:
E-mail: E-mail: adinarayana_mundra@live.com
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tertiary butoxyl radicals suggest that these species
might be expected to attack both the sugar and the
base moieties of DNA [10]. The experimental
evidence indicates that base radicals also contribute
to strand breaks by transfer of their radical sites
from base moiety to sugar moiety. Strand breaks are
considered to be a very serious kind of damage to
DNA [11, 12].

Antioxidants are substances, when present
in small quantities prevent the oxidation of cellular
organelles by minimizing the damaging effects of
oxidative stress [13, 14]. Antioxidants such as
phenolics are widely distributed in the plant
kingdom and are therefore an integral part of the
diet, with significant amounts being reported in
fruits, vegetables and beverages [15]. Chemical,
biochemical, clinical and epidemiological evidence
has supported the role that dietary antioxidants play
an important role in the prevention of several
chronic diseases including cardiovascular diseases,
cancer, ageing and diabetes [16,17]. The
pharmacological actions of phenolic antioxidants
stem mainly from their free radical scavenging and
metal chelating properties as well as their effects on
cell signaling pathway and on gene expression [18].
From our laboratory, caffeic acid has been reported
[19, 20] to repair adenosine radicals in addition to

© 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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efficiently scavenging of SO, and tert-butoxyl
radicals. In this context, studies involving
rosmarinic acid assume importance due to its
presence in many dietary phytochemicals in higher
concentrations.

The t-BuOe radicals have been generated
by steady state photolysis of tert-butyl
hydroperoxide in the presence of t-BuOH to
scavenge the hydroxyl radicals in aqueous solution
[21]. The reactions of t-BuO. radicals with
adenosine have been studied in the presence of
rosmarinic acid with a view to assess the protection
by rosmarinic acid towards oxidation of adenosine
by t-BuOe radicals and also repair, if any, offered by
rosmarinic acid towards adenosine radicals.

MATERIALS AND METHODS

Adenosine and rosmarinic acid were
purchased from Sigma and used as received. All
solutions were prepared afresh using double distilled
water. tert-Butyl hydroperoxide (t-BuOOH) was
used as received from Merck-Schuchardt of
Germany. There was no contamination of other
peroxides in the assay of the sample. t-BuOOH was
estimated by the iodometric method [22]. The
irradiations were carried out at room temperature in
a quantum yield reactor model QYR-20, supplied by
Photophysics, England, and attached with 400 W
medium pressure mercury lamp. The quartz cuvette,
containing the sample, was irradiated and the
irradiations were interrupted at definite intervals of
time and the absorbance was noted. The light
intensity  corresponding to  the irradiating
wavelength (254 nm) was measured using peroxy-
disulphate  chemical actinometry [23]. On
photolysis, t-BuOOH is activated at 254 nm to
generate *OH and t-BuOe radicals by homolytic
cleavage of —O-O-bond [24]. The <OH radicals
produced have been scavenged using sufficient
concentration of t-BuOH [21]. In a typical Kinetic
run the aqueous reaction mixture of adenosine, t-
BuOOH and t-BuOH was taken in a specially
designed one-centimeter path length quartz cuvette,
suitable for both irradiations and absorbance
measurements. The absorbance measurements were
made at the An.x Of adenosine (260 nm) on a
Chemito UV-Visible spectrophotometer (model
2100).

The photochemical reaction of rosmarinic
acid in the presence of t-BuOOH and other
additives, viz., t-BuOH and adenosine, has been
followed by measuring the absorbance of rosmarinic
acid at 324 nm at which adenosine is totally
transparent. It is known that t-BuOOH is activated

to radical reaction by the absorption of light at 254
nm [20]. However, the substrates used in the present
work, viz., rosmarinic acid and adenosine have
strong absorption in this region. But in the absence
of t-BuOOH, rosmarinic acid, adenosine or
rosmarinic acid-adenosine mixtures have not
undergone any observable chemical change on
shining the light. Even though a small fraction of the
total light intensity is absorbed by t-BuOOH directly
in the presence of adenosine and/or rosmarinic acid,
a considerable chemical change has been observed
with adenosine as well as with rosmarinic acid. If
adenosine and rosmarinic acid act as only inner
filters, the rates of the reaction of adenosine or
rosmarinic acid with t-BuO. would have been
decreased with increase in concentration of
adenosine or rosmarinic acid. But the results in
Table 1 and Table 2 are contrary to this. Another

Table 1. Effect of t-BuOOH and adenosine on the rate
and quantum yield of photooxidation of adenosine by t-
BuOOH in the presence of light in aqueous neutral
medium.

10° x 10°% x 10 x Rate Pexpt
[adenosine]  [t-BuOOH]  (mol dm?s™)
(mol dm) (mol dm)
1.0 5.0 22183  0.000147
2.0 5.0 2.5866  0.000172
4.0 5.0 3.4362  0.000228
5.0 5.0 41222  0.000274
5.0 8.0 5.3467  0.000356
5.0 10.0 6.5324  0.000434

Light Intensity = 2.7168 x 10" quanta s™, Amax = 260
nm, pH ~ 7.5; temperature = 298 K, [t-BuOH] = 1.0 mol
dm?,

Table 2. Effect of t-BuOOH and rosmarinic acid on the
rate and quantum yield of photooxidation of rosmarinic

acid by t-BuOOH in the presence of light and t-BuOH in
an aqueous solution.

10° x 10° x 10° x Rate

- S @ expt
[rosmarinic [t-BUOOH]  (mol dm™s™)
acid] (mol dm)
(mol dm™®)
2.0 1.0 1.6476 0.00109
2.0 2.0 2.3428 0.00155
2.0 5.0 3.4190 0.00227
0.5 5.0 0.7334 0.00049
0.8 5.0 1.1428 0.00076
1.0 5.0 1.3809 0.00092
3.0 5.0 4.8476 0.00346
4.0 5.0 7.4857 0.00695

Light Intensity = 2.7168 x 10" quantas™, Amax = 324
nm, pH ~ 7.5; temperature = 298 K, [t-BuOH] = 1.0 mol
dm’,

fact against the inner filter concept is that the rate of

oxidation of rosmarinic acid in the presence of
adenosine would have been much less than the
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experimentally observed values (Table 4). Hence,
we propose that the excited states of rosmarinic acid
and adenosine act as sensitizers to transfer energy to
t-BUOOH to produce radical species. This type of
sensitizing effect has been proposed in similar
systems earlier [19, 25]. Therefore, the light
intensity at 254 nm has been used to calculate the
guantum vyields of oxidation of adenosine as well as
rosmarinic acid under different experimental
conditions.

RESULTS AND DISCUSSION

The oxidation of adenosine by t-BuOe
radicals has been carried out by irradiating the
reaction mixture containing known concentrations
of adenosine and t-BuOOH in the presence of
sufficient amount of t-BuOH to scavenge OH
radicals completely [20]. The reaction was followed
by measuring the absorbance of adenosine at 260
nm (Amax OF adenosine) with time. The reported [20]
initial rates and quantum yields of oxidation of
adenosine by t-BuOe are presented in Table 1. UV-
visible absorption spectra of rosmarinic acid in
presence of t-BuOOH and t-BuOH at different
irradiation times were recorded (Fig.1). The initial
rates of photooxidation of rosmarinic acid by t-
BuOOH in presence of t-BuOH have been
calculated from the plots of absorbance of
rosmarinic acid at 324 nm vs. time using microcal
origin computer program on a personal computer
(Table 2). In order to find the protection, offered to
adenosine by rosmarinic acid towards oxidation by
t-BuQe, the reaction mixture, containing known

04 \:\‘

Absorbance

0.0

200
Wavelength (nm)

Fig. 1. Absorption spectra of photooxidation of
rosmarinic acid in the presence of tert-butyl-
hydroperoxide at different irradiation times; [rosmarinic
acid] = 2 x 10-5 mol dm-3, [t-BuOOH] =5 x 10-3 mol
dm-3, Light Intensity = 2.7168 x1015 quanta s-1,

AMmax = 324 nm, pH ~ 7.5, temperature = 298K, [t-
BuOH]=1.0M
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concentrations of adenosine, t-BuOOH and t-BuOH,
was irradiated in presence of varying concentrations
of rosmarinic acid. The reactions were followed by
measuring the absorbance of rosmarinic acid at 324
nm (Fig.2) at which adenosine is transparent and the
rate data are presented in Table 3.

Table 3. Effect of varying [rosmarinic acid] on the rate
and quantum yield of photooxidation of rosmarinic acid
by t-BuOOH in the absence and presence of adenosine in
aqueous solution

10° x 10* x 10° x Rate
[rosmarini  [adenosine] (Mol dm®s™)  @expr
¢ acid] (mol dm)
(mol dm™)
05 0.0 0.7334 0.00049
0.8 0.0 1.1428 0.00076
1.0 0.0 1.3809 0.00092
2.0 0.0 3.4190 0.00227
05 5.0 0.3162 0.00021
0.8 5.0 0.8384 0.00056
1.0 5.0 0.9714 0.00065
2.0 5.0 2.1619 0.00144

[t-BuOOH] = 5 x 10 mol dm?, Light Intensity = 2.7168
x 10" quanta s Ana = 324 nm, pH ~ 7.5, temperature =
298 K, [t-BuOH] = 1.0 M.

08

Absorbance

00

200 a0c
Wavelength (nm)

Fig. 2. Absorption spectra of photooxidation of
rosmarinic acid in the presence of tertbutyl

hydroperoxide and adenosine at different irradiation
times; [rosmarinic acid] = 2 x 10-5 mol dm-3, [t-
BuOOH] = 5 x 10-3 mol dm-3, [adenosine] = 2 x 10-5
mol dm-3, Light Intensity = 2.7168 x 1015 quanta s-1,
Amax = 324 nm, pH ~ 7.5, temperature = 298K,

[t-BuOH] = 1.0 M

The photooxidation of rosmarinic acid by t-
BuO. at different concentrations of adenosine was
also studied (Fig.3) and the data is presented in
Table 4. The oxidation rate of adenosine in the
presence of t-BuOH refers exclusively to the
reaction of t-BuO. with adenosine [20]. These rates
have been found to increase with increase in
concentration of adenosine as well as t-BuOOH.
The quantum yield values are also found to increase
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Table 4. Effect of varying [adenosine] on the rate and quantum yield of photooxidation of rosmarinic acid in the
presence of t-BuOOH, t-BuOH and light in aqueous solution.

10° x 10° x Rate %
adenosine  (mol dm3s™) Pexpt Pcal p Y scavenging % repair
(mol dm®)
0.00 341 0.00227 0.00227 1.0000 0.00227 100.0 0.00
5.00 3.14 0.00209 0.00201 0.8876 0.00235 88.76 3.73
8.00 2.97 0.00198 0.00185 0.8178 0.00242 81.78 6.45
10.0 2.94 0.00196 0.00177 0.7819 0.00250 78.19 10.37
20.0 2.69 0.00179 0.00146 0.6419 0.00279 64.19 22.73
50.0 2.16 0.00144  0.00095 0.4176 0.00344 41.76 51.68
100.0 1.64 0.00109 0.00060 0.2639 0.00413 26.39 81.78

[rosmarinic acid] = 2.0 x 10®° mol dm?, [t-BuOOH] = 5.0 x 10 mol dm™, [t-BuOH] = 1.0M, Light Intensity =
2.7168x10" quanta s™ Ama = 324 nm, pH~7.5, temperature = 298 K.

with increase in [adenosine] as well as [t-BuOOH]
(Table 1).

The rate of oxidation of rosmarinic acid has
been found to increase with increase in
concentration of rosmarinic acid (Table 2). The
guantum yields of oxidation of rosmarinic acid have
been calculated from the initial rates and the light
intensity at 324 nm. These values are also found to
increase with increase in  concentration of
rosmarinic acid (Table 2). Having known the rates
of t-BuOe radical reactions with adenosine as well
as with rosmarinic acid under varying experimental
conditions, both adenosine and rosmarinic acid are
introduced for the competitive studies with t-BuOe
radical. Aqueous solutions of reaction mixture
containing rosmarinic acid t-BuOOH and t-BuOH
were irradiated in the presence of varying
concentrations of adenosine (Fig.3). The initial rates
and guantum yields of oxidation of rosmarinic acid
by t-BuOe radicals were found to decrease with the
increase in concentration of adenosine (Table 4).
Comparison of the initial rates and quantum yields
of oxidation of rosmarinic acid in the presence and
absence of adenosine clearly indicate that the initial
rates and guantum yields of oxidation of rosmarinic
acid are substantially decreased in the presence of

[Absorbance of rosmarinic acid],

[Absorbance of rosmarinic acid],genosine

adenosine (Table 4). These observations clearly
demonstrate that adenosine and rosmarinic acid are
in competition for t-BuO- radicals.

The rate constant of the reaction of t-BuOs with
adenosine has been reported [12] to be 1.40 x10°
dm?® mol™s™ under similar experimental conditions
of the present work. The rate constant for the
reaction of t-BuOe with rosmarinic acid has been
calculated by the adenosine competition method,
which is very similar to the one chosen to determine
the rate constant for the reaction of «OH radicals
with polyhydric alcohols in competition with KSCN
[26]. In the present study, solutions containing
rosmarinic acid and varying amounts of adenosine
in presence of t-BuOOH and t-BuOH were
irradiated for two minutes and the decrease in
absorbance of rosmarinic acid was measured. The
decrease in absorbance of rosmarinic acid reflects
the extent of t-BuOe radicals reacted with
rosmarinic acid. From the known rate constant of
the reaction of adenosine with t-BuOe radical under
similar experimental conditions of the present work
(Kagenosine=1.40x10% dm? mol™ s™?), the rate constant
of t-BuOe radical reaction with rosmarinic acid
(Krosmarinic acig) 1S calculated using Eq. (1).

Kadenosine [@denosine]

1)

= 1+
krosmarinic acid [rosmarinic aCid]
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krosmarinic acid [rosmarinic acid]

p (t-BuO. + rosmarinic acid) =

Kagenosine [adenosine]  +

In Eqg.(1), [Absorbance of rosmarinic acid], and
[Absorbance of rosmarinic acid]agenosine are the
absorbance values of rosmarinic acid in the absence

———4H
. .
- . F
] e 1 — 4 —a
i e —
= e ——
S
& nx e
.
.28 -
5
0= . : : . T
o ] 15 s 1] % 1]

Tima [mis]
Fig. 3. Effect of varying concentrations of adenosine on
the photooxidation of rosmarinic acid (2.0x10° moldm™®)
in the presence of t-BuOOH (5x10°° mol dm™) at 298 K.
[adenosine] = (a) 0.0, (b) 5 x 10°° mol dm™, (c) 8x10®
mol dm, (d) 1x10* mol dm™, (e) 2x10™ mol dm?, (f)
5x10*mol dm™®, (g) 1x10° mol dm?, [t-BuOH] = 1.0 M.

and presence of adenosine respec-tively, at the same
interval of time. Experiments of this kind can be
carried out with great accuracy. Using Eq.(1) the
rate constant for the reaction of t-BuOe radical with
rosmarinic acid (Krosmarinic acia) has been calculated at
different concentrations of rosmarinic acid and
adenosine and the average of these values is found
to be 2.51x10° dm® mol™ s™. As rosmarinic acid has
strong absorption at 260 nm, it is not possible for
the direct determination of protection and repair
offered to adenosine by rosmarinic acid at this
wavelength. However, one can calculate indirectly
the extent of protection offered to adenosine by
rosmarinic acid from competition Kinetic studies
measured at 324 nm, Ama Of rosmarinic acid. When
the system containing adenosine, rosmarinic acid
and t-BuOOH in the presence of t-BuOH is
irradiated, the probability of t-BuOe radicals
reacting  with  rosmarinic acid  {p(t-BuOe
+rosmarinic acid)} is calculated using Eq. (2).

If rosmarinic acid scavenges only t-BuQOe
radicals and does not give rise to any other reaction
(e.g. reaction with adenosine radicals), the quantum
yield of oxidation of rosmarinic acid (pcal) at each
concentration of adenosine may be given by Eq. (3):

Pear = (ngpt ' p (3)
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)

I(rosmarinic acid [rosmarinic aCid]

where (p°expt is the quantum yield of oxidation of
rosmarinic acid in the absence of adenosine, and p is
the probability given by Egn. 2.

The calculated quantum yield (@c,) values at
different adenosine concentrations are presented in
Table 4. The data show that ¢cal values are lower
than experimentally measured quantum yield (Qexp)
values. This indicates that more of rosmarinic acid
is consumed in the system than theoretically
expected. The most likely route for this is H atom
donation by rosmarinic acid to adenosine radicals,
generated during competition reactions. Table 4
presents the fraction of t-BuOe radicals scavenged
by rosmarinic acid at different concentrations of
adenosine. These values refer to the measure of
protection, offered to adenosine due to scavenging
of t-BuOe radicals by rosmarinic acid. Using the
oexptl values, a set of values, viz.,'¢values, have
been calculated from Eg. (4) and are presented in
Table 4:

v Pex
¢'=—" (4)
p

where ¢’ represents experimentally found quantum
yield values if no scavenging of adenosine radicals
by rosmarinic acid occurs. In the absence of any
“repair” of adenosine radicals by rosmarinic acid, ¢’
values should all be equal t0 @’ The observed
increase ¢’ with increasing adenosine concentration
(Table 4) clearly indicates that repair of adenosine
radicals does occur. The extent of repair may be
quantified by the following equation:

(P'_(ngpt
—
(Pexpt

The data on percentage repair is presented in
Table 4. The experimentally determined quantum
yield (pexpt) Values are higher than the quantum yield
(pca) Vvalues, calculated using Eq.(3) under the
assumption that rosmarinic acid acts only as a t-
BuO- radical scavenger. This shows that rosmarinic
acid acts not only as an efficient scavenger of t-
BuOe radicals but also as an agent for the repair of
adenosine radicals. The repair reaction of rosmarinic
acid is explained in terms of H donation as shown
below in Scheme 1.

% Re pair = 100 (5)
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The results obtained in the present study
(Table 4) indicate that adenosine radicals are
efficiently repaired by rosmarinic acid to the extent

of ~82 % at about 20 uM of rosmarinic acid
NH,

concentration. The protection of adenosine and
repair of adenosine radicals are summarized in
Scheme 2.

N/| N\> +  tBuoO’
K -Bu
NT N

R

(protection) \Rosmarinic acid

H,0

OH NH
NH, 5 0w _OH 5 .
2 N OH N7
Nk)\/l[\> + HO N @ + tBUOH I xor + teuoH
SNTON @ © N" N H
R o R

Rosmarinic acid radical

Rosmarinic acid
(H’ donation)/repair

OH
NH, o O /OH
z N OH
,\L/i\> ¥ HO. 2 o @ + H,0
S0
R o

Rosmarinic acid radical

Scheme 1

—_—

adenosine + t-BuO® —

(protection)

»
>

rosmarinic acid

adenosine” + t-BuOH

rosmarinic acid
(repair)

adenosine + rosmarinic acid~ + t-BuOH/H,0

Scheme 2

The electron density calculations show that C8 in
adenosine is more electron rich compared to C4 or
C5 [27]. The bulkiness of the t-BuOe radical is
another reason that it prefers C8 position where no
steric hindrance is present. The attack of t-BuOe
radical at C8 leads to the formation of N7-centered
radical, the nature of which has been reported to be
oxidizing. Caffeic acid is known to react with
oxidizing transient radicals very efficiently. This has
been realized in the competition studies of caffeic
acid with adenosine radicals [20]. The rosmarinic
acid, which is very similar in nature to caffeic acid,
is expected to repair the transient oxidizing radicals
of adenosine in a similar way.

The obtained percentage of repair, in this
study by rosmarinic acid (~82%, cf. Table 4),

supports our contention that rosmarinic acid repairs,
oxidizing the adenosine transient radicals.
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KWHETUKA HA OKUCJIEHUETO HA AJIEHO3MH OT tert-6YTOKCUJIOBU PAJTUKAJIU -
3AIIUTA U BB3CTAHOBABAHE C POSMAPUHOBA KUCEJIMHA

I'. Bumxasnakmmvu, M. Anunapasua*, I1. [Ixxaanpakain Pao

Lenapmamenm no xumus, Ynueepcumem Ocmanust, Xatioapabao 500 007
*/lokmopanmcku xonedxc 3a Hayka, Catigpabaod, Ynuseepcumem Ocmanus Xaiioapadbao 500 004, Huous

IMoctemmia Ha 3 deBpyapu 2010 r.; mpepabGorena Ha 17 deBpyapu 2010 r.

(Pesrome)

W3cnenBana e ckopocTTa Ha OKUCIICHUE Ha aJICHO3MH U PO3MapUHOBA KHCelnHa ¢ tert-0yTOKCHIOBU pauKaly.
CriekTpohOTOMETPUYHO € ompeeisHa abcopOiusaTa Ha afgeHo3uHa mpu 260 NM 1 Ha po3MapTUHOBATA KHCEIMHA MPU
324 nm. Tperuunute OyTOKCUIIOBH PaJMKalIN Ce TeHepupar 4ype3 (oTosiM3a Ha TPETUUEH OYTHIIOB XHIPOIEPOKCH] B
OPUCHCTBHE HA TpeTH4eH OyTaHoi 3a ynaBsHeTo Ha OHe - pagukamure. CKOPOCTHTE M KBaHTOBUTE MOOWBH () Ha
OKHCJIEHMETO Ha po3MapuHoBara kucenuHa ot t-BuOe - pamukanure ca onpenesisHd B OTCHCTBUE W MPU PA3IUYHU
KOHIIEHTPAIIUK Ha afieHo3uH. [OBUIIABAaHETO HA KOHIICHTPAIMATA HA aJ[CHO3MHA BOJM J0 MOHMKAaBAaHE CKOPOCTTAa HA
OKHCJICHHE Ha PO3MapHHOBATa KHCEIHMHA, KOETO ce OOsICHSIBA C KOHKYpEHIMsATa Ha JBara peareHTta 3a {-BuOe -
pamukanure. CKOpPOCTHATa KOHCTAHTA HA PEAKIUsITa HA PO3MApUHOBATA KUCEIMHA, OTYMTAHKH KOHKYpPEHIIUATA
caJlecHO3WHA € OompelelieHa Ha 2.51x10°dm®mol s, IIpecMeTHATH Ca KBAHTOBHUTE JOOUBU (Qeypr) OT OIHUTHO
OIpE/ICTICHUTE Ha4YaJHW CKOPOCTH Ha OKHUCICHHE Ha pPO3MapuHOBATa KUCEIMHA MPU Pa3IMYHU EKCIePHUMEHTAIHU
ycnoBusi. [lpuemaiiku, 4Ye po3MapHHOBaTa KHCEIMHA YyiaBsi caMo t-OyTOKCHIIOBHUTE pajuKalid € H3YUCICH
“TeopeTHUHUs” KBaHTOB H0OHB ((cq). CpaBHIBAHETO HA JBAaTa KBAHTOBH JOOHBA MOKA3Ba, Y€ PO3MAPUHOBATA KHUCETNHA
He caMo 3aliMiasa ajgeHo3unHa ot t-BuOe -paankanuTe, HO U Bb3CTaHOBSIBA aJICHO3UHOBHUTE paluKalli, 00pa3yBaHH NPU
peakipsiTa Ha afgeHo3una ¢ t-BuOs - pagukanure.
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Based on the results of the micro-hardness, HV, density, d, and the glass-transition temperature, T, measurements,
the thermo-mechanical characteristics (micro-voids volume, V4, and the energy for micro-void formation, E), the
compactness, C, and the elasticity modulus, E, of glasses from the Cu-S-Se system are calculated. The mean values of
the overall bond energy, <E>, coordination number, <Z>, bond energy of the average cross-linking/atom, E., and that
of the “remaining matrix”, E, are determined using the known formalism. The average heteropolar bond energy, Ep,
and the degree of “cross-linking/atom”, P, are also calculated employing the same experimental finding. The
dependence between T, and <E> is linear: T4 = 314(0.004<E>+0.88). The optical band gap, E,, of as-deposited thin
films with composition CusSegs.,Sy (0 <y < 30) is determined using the Tauc’s power law. The E4,(y) dependence is
linear: Egpt = 0.0057y +1.797. Correlations between the investigated properties and the glass composition are

established.
Keywords:. chalcogenide glasses; physicochemical properties, bond energy, optical band gap.
from 50 to 100 at.% Se [6]. Liquid selenium and

sulphur form equilibrium melts, built by linear
polymer molecules and 8-ring monomers.

INTRODUCTION

During the last years the chalcogenide glassy

semiconductors are widely investigated due to their
various properties (switching and memory effects,
photosensitivity and transparency in the IR spectral
region, chemical and radiation stability, ionic
conductivity, etc.), which determine multiple
possibilities for their application [1-4].

On the one hand, the investigations referred are
focused on already familiar chalcogenide glasses,
and on the other hand, on the development of new
ones. The experimental investigations include the
outlining of glass-forming regions in new systems,
and complex investigation on the structure,
properties and application areas of the chalcogenide
glasses.

When the component number in a given system
is increased, the glass-forming ability grows due to
the increased probability of formation of new
structural units which impede crystal nucleation [5].
Most often two-component systems are used, one of
them usually being the glass-forming elements, and
the other being the modifier. The S-Se system is
very suitable as a base binary system due to the
presence of large glass-forming area and it spreads

* To whom all correspondence should be sent:
E-mail: E-mail: venciv@uctm.edu

The unarranged interweaking of Se and S chains
with rings is stimulated by structure amorphization
and by the fact that both S and Se are glass-formers.
For example, about 60 at.% As [7] and 30 at.% Ge
[8] can be introduced in the S-Se system.

The region of glass-formation in the Cu-S-Se
system is outlined by V. Vassilev et al. [9] on the
basis of the results from visual, X-ray diffraction
and electron-microscopic analyses (see Figure 1
below).

70 30

5 50 60 70 80 90 Se

at. % Se ———=

Fig. 1. Region of glass-formation in the Cu-S-Se system

[9].
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The aim of the present paper is the investigation
of the main physicochemical and optical properties
of glasses with composition Cu,S,Se, (x+y+z=1),
and the analysis of the respective composition-
property diagrams.

EXPERIMENTAL

The glassy samples, used for the investigations,
were synthesized applying the method, described in
[9]: direct monotemperature synthesis in evacuated
and vacuum sealed quartz ampoules; maximum
synthesis temperature of 1100 £ 5 °C; synthesis
duration — 24 h, and subsequent quenching of the
smelter in water+ice+NaCl mixture.

The microhardness, HV, was measured by the
Vickers’ method using a metallographic MIM-7
microscope with built in microhardness meter,
PMT-3, at loading of 10 g (accuracy * 4 %). The
density, d, is measured by hydrostatic method in
toluene as immersion fluid (accuracy = 4 %). The
glass-transition temperature, Ty, is determined by
differential-thermal analysis (accuracy + 5 °C) at
heating rate of 16 € min™ and with a-Al,0; as
reference substance.

Using the results of these measurements, the
thermomechanical  characteristics  (micro-voids
volume, V4, and energy for micro-voids formation,
E:), the elasticity modulus, E, and the compactness,
C, are calculated.

Based on a free volume approach in calculating
cohesion glasses, Sanditov [10] proposed to
determine microhardness as HV = E;/V. Using this
concept we derived in [11] the following
expressions for the quantities E, Vy,, and Ej:

Vi =5.04-10° Ty [nm®]; E, = 29.75.T, [J mol™];
HV

E = 0.147.HV [GPa], 1)

where HV — micro-hardness [kgf mm™]; T, — glass-
transition temperature [K].

The compactness, C, expresses, in arbitrary units,
the deviation in the glass density from that of a
corresponding crystal with the same composition
(C=A/d;; A=d;-d). It is calculated using the equation
[13]:

S R U
where d — density of the sample; d;, M; and x;

are the density, the molar (atomic) mass and molar
(atomic) part of the i™ component, respectively. The
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compactness can acquire both positive and negative
values. The negative ones respond to looser
structure, and the positive to a denser structure,
compared to a crystal with the same composition.

The properties of the chalcogenide glasses are
directly related to the overall mean bond energy,
which is a function of the mean coordination
number and the type and the energy of the chemical
bonds between the atoms, building the glasses.

The mean coordination number <Z> of the
glasses is calculated by an equation (3), proposed by
Tanaka [13]. The following values of the atom
coordination numbers are used for the investigated
system: Zs,=Zs=2 [14] and Z¢,=2 [15].

<ZL>=XLo,+YLg+1.1Lg 3
where X, y and z are the atomic parts of Cu, S and

Se, respectively.
The overall mean bond energy <E> is calculated

using Tichy’s equation [16] for complex
chalcogenide systems:
<E>:Ec +Erm, (4)

where E. is the average bond energy of cross-
linking/atom and E.n is the average bond energy
per atom of the “remaining matrix”.

The value of E. is calculated by the equation:

Ec =P.E,;. (5)
where P is the degree of cross-linking/atom; Eyp —
average heteropolar bond energy. For glasses with
composition Cu,SySe;, the Ey, is calculated by the
equation (6):

En = (X-ZCu Ecus +XZcy-Ecyse )/(X'ZCu )’ (6)

where: Ecys and Ecys. are the heteropolar bond
energies of Cu-S and Cu-Se — Table 1.

Table 1. Energy of chemical bonding in the Cu-S-Se
system.

Bond Se-Se' S-S | Cu-Cu  Se-S |Se-Cu S-Cu

Bond energy, eV 1.90 220 1.83 | 3.85 260  2.86
Reference [16] [16] [17] | [18] | [19] | [19]

The coefficient R is used for determination of the
chalcogen content in the glasses:

R =(y.Zs +2.2Zg)/(XxZ¢,). )

At R>1 the system is chalcogen rich and
heteropolar chalcogen-chalcogen bonds are present.
In this case P = P,, and
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Pr = X.Zcul (X+y+2) 8)

At R=1 the system is with stoichiometric
composition thus there are only heteropolar bonds to
be expected.

At R<1 the system is chalcogen poor and
heteropolar metal-metal bonds are present. In this
case P=P,.

Pp = 2.Zse/(X+y+2) 9

The average bond energy per atom of the
“remaining matrix” is defined by:

Em =2(05.<Z>-P,)E_. /<Z>,R>1 (10)

Em=2(05<2>-Py)Ea_a/<Z> R<1, (11)

where E. . - average bond energy between the S
and Se atoms:
(12)

1
E. = 5.(E3,5 +Egege tEsge) -

The measurement of the optical absorption (at o<10*
cm™) gives information about the density of the
states in the tail area. Since in amorphous
semiconductors the doubled value of the electrical
conductivity activation energy corresponding to a
frequency, equivalent to = 10* cm™, Stuke [20]
suggested the optical band gap, EJ to be defined at

this a value. According to Tauc [21] in the o> 10*
cm™ area the optical absorption is due to transitions

of electrons from the delocalized states in the
valence band (E<E,) to the delocalized states in the
conductivity band (E>E(), as the value of a
increases with the photon energy (hv) according the
equation:

ahv=Alhv-(E,-E)]", (13)

A is a constant, characteristic for the material, and n
is another constant, characterizing the transition type
(for direct transitions n=1/2 and for indirect — n = 2).

The absorption coefficient is calculated from the
transmission spectra using the equation

a=-3in1: (14)

where T=I/l, (I and I, are the intensities of the
transmitted and incident light, respectively).

RESULTS AND DISCUSSION

1. Physical and thermo-mechanical characteristics

The Ty, d, and HV values, needed for
calculation of the thermo-mechanical characteristics
of glasses from the Cu-S-Se system, are shown in
Table 2, as well as the obtained results for E, E,,
V, and C, derived using equations (1) and (2).

Table 2. Physical and thermo-mechanical properties of glassy phases with composition Cu,S,Se, ((x+y+z)=1;

m=z/(y+z)).
N Composition, at. parts T, d, HV, E, Ep., Vi, 1078, c
) m K gem?® | kgf mm? GPa kJ mol™ nm?

1 0.00 0.00 1.00 1.000 315 4.25 40 5.88 9.37 39.69 -0.1127
2 0.00 0.05 0.95 0.950 310 4.15 35 5.15 9.22 44.64 -0.1124
3 0.00 0.15 0.85 0.850 305 3.92 31 4.56 9.07 49.59 -0.1335
4 0.00 0.25 0.75 0.750 300 3.67 28 4,12 8.93 54.00 -0.1272
5 0.05 0.00 0.95 1.000 330 4,18 36 5.29 9.82 46.20 -0.1438
6 0.05 0.05 0.90 0.947 325 4.03 32 4.70 9.67 51.19 -0.1542
7 0.05 0.10 0.85 0.895 318 3.88 30 441 9.46 53.42 -0.1649
8 0.05 0.15 0.80 0.842 312 3.81 28 4,12 9.28 56.16 -0.1848
9 0.05 0.20 0.75 0.789 307 3.61 27 3.97 9.13 57.31 -0.1804
10 0.05 0.30 0.65 0.684 305 3.40 25 3.68 9.07 61.49 -0.2006
11 0.10 0.10 0.80 0.889 325 3.80 27 3.97 9.67 60.67 -0.1515
12 0.10 0.15 0.75 0.833 317 3.69 25 3.68 9.43 63.91 -0.2047
13 0.10 0.20 0.70 0.778 310 3.58 24 3.53 9.22 65.10 -0.2027
14 0.10 0.25 0.65 0.722 305 3.43 23 3.38 9.07 66.83 -0.2047

The increase of the glass-transition temperature,
T,, at raising the Se content at constant copper
concentration (x=const) is expected since in this
case the concentration of the glass-former increases

as seen from Table 2. The influence of copper on the
Tg-value of the glasses seems “unusual”. It rises

with the increase of the Cu-content (at m=const)
(Table 2). It has to be noticed that up to a certain
concentration copper breaks the (-S-S-), (-Se-Se-),
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and (-S-Se-) bonds and participates equally in the
linear chains formed by the S and Se atoms in the
chalcogenide glass. At Cu-content higher than a
critical value, defined by the glass-forming
boundaries in the Cu-S-Se system, a crystalline
phase of composition Cu, Cu,S and/or Cu,Se is
formed. The Tg4-value decreases quickly in this case.

The density, d, increases noticeably with the
raise of the Se-content (i.e. m increases) at a
constant value of Cu (x=const) which is related to
the great difference between the densities of the
elements S and Se (ds.=4.25>>ds=2.09 g cm?) —
Table 2. In spite of the great difference between the
density values (dc,=8.93 g cm™), the density of the
chalcogenide glasses lightly increases with the raise
of the Cu content at m=const (Table 2) which is
connected to the circumstance that with the
inclusion of Cu the total micro-pore volume
increases V,. This increase compensates the glass
mass increase mgy (d=my/(Vgy+V,,), Where V is the
glass volume without the pores. This assumption is
confirmed by the HV(X) dependencies at m=const
(Table 2). HV decreases with the x raise since the
glass structure becomes looser, i.e. the V,
increases.

The elasticity modulus, E, follows the path of the
microhardness.

The minimum micro-void volume, V4, decreases
with the increase of the Se-content (at x=const), and
increases with the addition of Cu (at m=const) since
both dependencies are almost linear. This change of
the V, of the chalcogenide glass composition is
caused, on the one hand, by the fact that the atomic

radius of Se is larger than this of the S and with the
gradual substitution of S- with Se-atoms (at
x=const) the structure becomes denser. On the other
hand, the Cu-atoms are built into the structure,
formed by (—-S—Se-)-chains (at m=const), as a result
of which it becomes looser.

The En(x;m) dependencies go over the path of
the Ty(x;m) dependencies. In the cases when m
increases (the Se replaces the S) at x=const, as it
was shown above, the structure of the glasses is
denser. This process opposes the further substitution
of S with Se, which by its side requires higher Ej
values. The introduction of Cu in the glasses at
m=const does not lead to substitution of S and/or Se
but breaks their chains at different places (-S-S—; -
Se-Se- u -S-Se-), builds into them, and forms
fragments form the type: —-S—-Cu-S—; -Se-Cu-Se- u
—S—-Cu-Se-. Additional amount of energy is needed
for these processes to take place and this is why Ej,
increases with the increase of the Cu content (at
m=const).

The compactness of the investigated glasses has
negative values and depending on the composition
changes in very narrow limits (the experimental
values of C are from — 0.21 to — 0.10).

2. Energy of the Chemical Bond
Based on the model shown in the Experimental
Part, the average parameters (<Z>, R, P, Eyp, Ec,

E< -, Em, and <E>) of the chemical bond are
calculated. Their values are shown in Table 3.

Table 3. Physicochemical properties of the samples with composition Cu,S,Se,.

Ne | Composition, at. parts m Tg, 2 IR p. Eup E., E.s, Eim, <E>,
K eV eV eV eV

1 0.00 0.00 | 1.00 1.000 315 2 | o 0 0 0 2.65 2.650 | 2.650
2 0.00 0.05 | 0.95 0.950 310 2 | o 0 0 0 2.65 2.650 | 2.650
3 0.00 0.15 | 0.85 0.850 305 2 | o 0 0 0 2.65 2.650 | 2.650
4 0.00 0.25 | 0.75 0.750 300 2 | o 0 0 0 2.65 2.650 | 2.650
5 0.05 0.00 | 0.95 1.000 330 2 |19 0.1 5.46 0.546 | 2.65 2.385 | 2.931
6 0.05 0.05 | 0.90 0.947 325 2 |19 0.1 5.46 0.546 | 2.65 2.385 | 2.931
7 0.05 0.10 | 0.85 0.895 318 2 |19 0.1 5.46 0.546 | 2.65 2.385 | 2.931
8 0.05 0.15 | 0.80 0.842 312 2 |19 0.1 5.46 0.546 | 2.65 2.385 | 2.931
9 0.05 0.20 | 0.75 0.789 307 2 |19 0.1 5.46 0.546 | 2.65 2.385 | 2.931
10 | 0.05 0.30 | 0.65 0.684 305 2 |19 0.1 5.46 0.546 | 2.65 2.385 | 2.931
11 | 0.10 0.10 | 0.80 0.889 325 2 19 0.2 5.46 1.092 2.65 2120 | 3.212
12 | 0.10 0.15 | 0.75 0.833 317 2 19 0.2 5.46 1.092 2.65 2120 | 3.212
13 | 0.10 0.20 | 0.70 0.778 310 2 19 0.2 5.46 1.092 2.65 2120 | 3.212
14 | 0.10 0.25 | 0.65 0.722 305 2 19 0.2 5.46 1.092 2.65 2.120 | 3.212

The investigated system is rich of chalcogen, since
R>1 [R=(0.05.2+0.9.2)/(0.05.2)=19>1] - Table 3.
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For description of the temperature dependence on
the viscosity, equation (15) is used:
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u(T)=u, exp(E, /KT). (15)
It is known that at T, the value of u= 10" dPa.s
[22]. Tanaka [13] assumes that 11,=10°-107° dPa.s.
If one puts p,=10" dPa.s the following dependence
will be obtained: T, = 314E,,

Taking into consideration the above dependence,
we determined that between T, and <E> exists a
linear dependence of the type: T, = 314
(0.004<E>+0.88). It guarantees accuracy hot worse
than + 0.1.T, which is fully acceptable. The
obtained value of the straight line slope (314 K/eV)
is in full conformance with the theoretically

expected one.
54
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3. Optical Characteristics

For determination of the optical band gap the
compositions lying on the CusSegs.ySy section
(0<y<30) are used, since in this section the S/Se
proportion varies in wide limits for the tri-
component system. The thin films are deposited
using vacuum-thermal evaporation (R0.01 Pa ) on
Na-Ca substrates. The film thickness varies from 0.2
to 0.4 um. The optical transmittance spectra are
recorded in the range of 200-900 nm. The
dependence between the absorption edge on the film
composition is shown in Fig. 2a where it can be
seen that with the increase of the sulphur content,
the optical edge shifts towards shorter wave lengths,
i.e. the material band gap value increases — Fig. 2b.
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Fig. 2. Optical characteristics of thin films from the Se-S-Cu system
(1-x=0%;2-x=10%; 3-x=15%;4-x=20%;5-x=30%):
a — transmission spectra; b — dependence (ahv)lf 2 =f(hv)

Since the obtained values for o are higher than
10* cm™, Tauc’s power law is applicable. Egpt is

determined by extrapolation of the linear part of the
(ahv)*=f(hv) dependence at a=0 - Fig. 2b.

A linear dependence between the optical band
gap and the S-content in the CusSegs.,Sy glasses is

observed: EgP'=0.0057x + 1.797 - Fig. 3.
With the increase of the sulphur at constant Cu

content, the Egpt increases, since

EQP(Se) < EQP(S) (EQY (Se) =1.7+1.9 eV [23]

EQ(S)=24eV [24)).
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Fig. 3. Dependence of the optical band gap AE4, from
the sulphur content in the film.
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CONCLUSIONS

1. The glass-transition temperatures, density and
microhardness of glasses from the Cu-S-Se system
are determined. Based on the obtained results, the
compactness, elasticity modulus, and the main
thermo-mechanical properties of the investigated
systems are calculated. A correlation between the
composition and these properties is found.

2. Linear dependence between the glass-
transition temperature and the overall mean bond
energy is found (T4 = 314 (0.004<E>+0.88)).

3. Transmittance spectra of the synthesized
glasses are recorded in the wave length range of
200-900 nm, and are used to calculate the optical
band gap AE4o. A linear dependence between AEg
and the sulphur content in the film is observed
(AE40=0.0057x+1.797).
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OU3NKO-XUMUYHU U OITTUYHU CBOMCTBA HA CTBHKJIA OT CUCTEMATA Cu-S-Se

B.C. Bacunes, T K. Xpucrosa-Bacunesa’, E. ®umanuencka?, M.H. Konesa®, A.W. XKermnosa®

'Kameopa no memanypeus na yeemnume memanu u nonynpogoonuKosume mexnonozuu, XuMukomexHono2u4en u
memanypeuyer yHueepcumem, oya. Ce. Kn. Oxpuocku, 8, 1756 Cogus, Pvieapus
2@al<yﬂmem 3a mexHonozus u memaiuypeus, yi. Pyoscep bowxosuu 16, Cxonue, Penyonruxa MaxeOonus
3Texnuuecku yrusepcumem-1 abposo, yn. X. [Jumumuvp 4, 5300 I'abposo, bvrzapus

IMocthnmna Ha 9 oktoMBpH, 2009 r.; mpepadorena Ha 22 anpwt, 2010 .
(Pesrome)

Ha Gaszara Ha pesynratute OT m3MepBaHeTo Ha MmuKporBbpmoctra (HV), mrerHocTTa (d) M Temmeparypara Ha
pasmexBane (Tg) ca M3YHCICHH TepMOMEXaHMYHMTE XapakrepucTuku obem (V) M eHeprus 3a oOpasyBaHe Ha
mukponpasuuna (Ep); kommaktaoctra (C) m momyma Ha emactuunoct (E) Ha crhkma ot cucremara Cu-S-Se. Ilo
MO3HATA METOJMKA Ca M3YKCICHH OIIe CPEJHHTE CTOWHOCTH Ha MbJIHATAa eHeprusi Ha Bpb3kuTe (<E>), koopmuHa-
LIMOHHOTO 4HCio (<Z>), eHeprusita Ha CpeaHo ompesxksaHe 3a atoM (E.) W Tasu Ha ,ocrananara marpuuaf (),
Cpe/iHaTa eHeprus Ha XeTepornojspHata Bpb3ka (Enp) 1 crenenTa Ha oMmpesxpaHe 3a aToM (P). 3aBucuMocTTa Mexay Tg

u <E> e muneiina: Ty = 314(0.004<E> + 0.88). OnruyHara mMpHHA Ha 3a0paHeHaTa 30Ha ( Egpt) HA CBEXO OTJIOXKEHU
opt .
TBHKH cI0eBe CbC cheTaB CUsSegs.ySy (0 <y < 30) e onpenenena ot 3akoHa Ha Tayw. 3aBucHMOCTTa Egp (Y) e nuneiina:

opt .
Egp =0.0057y + 1.797. YcraHOBEHH ca 3aKOHOMEPHOCTH MEXKIY U3CIEIBAHUTE CBOMCTBA U ChCTaBa Ha CTHKJIATA.
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