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Preface

The Second Crystallographic Symposium
(NCS’10) was organized by the Faculty of
Chemistry of Sofia University “St.KI.Ohridski”,
under the aegis of the Bulgarian Crystallographic
Society (BCS). In accordance with the resolutions
ofthe First Crystallographic Symposium (NCS’09),
the event scope was extended with international
paticipation. The organizers of NCS’10 invited
leading researchers from abroad to inspire the
interdisciplinary audience and attract young
researchers to this important field of science. The
invited speakers were Prof. Bernt Krebs (University
of Miinster, Germany), Prof. Mois Aroyo
(University of the Basque Country, Bilbao, Spain),
Prof. Boriana Mihailova (University of Hamburg,
Germany), Prof. Ramiza Rastsvetaeva (Institute
of Crystallography RAS, Moscow, Russia), Dr.
Stanislav Ferdov (University of Minho, Portugal),
and Dr. Milen Gateshki (Application Specialist,
PANalytical).

Main purpose of the meeting was to create
background for the crystallographic community
in Bulgaria to meet and share knowledge and
experience in modern crystallographic approaches
of matter study achieved by scientists from national
research institutes and universities in the fields of
crystallography, crystal chemistry, crystal physics,
mineralogy and materials science.

NCS’10 offered the opportunity for young
scientists in various disciplines of Crystallography
to present their research and exchange new ideas
during the round table discussions. The most
outstanding presentations from young scientists in
all topics were awarded.

NCS’10 was organized with the assistance
of University of Sofia — Faculty of Chemistry;
Earth and Man Museum, Sofia; UNION project;

Geological Institute — BAS; Institute of General and
Inorganic Chemistry — BAS; Institute of Mineralogy
and Crystallography — BAS. Invaluable help was
received by our sponsors — PANalytical, TEAM
OOD, Labexpert.

NCS’10 included three days of presentations
and discussions, while giving the chance to see the
crystal collection of “The Earth and Man National
Museum” in Sofia at the same time. The Scientific
program of the Second National Crystallographic
Symposium was composed of Keynote invited
lectures, Oral presentations and Poster session.

NCS’10 was attended by almost 100
participants fromdifferentinstitutes of Bulgarian
Academy of Sciences, Sofia University, Plovdiv
University, University of Mining and Geology
and Bourgas University.

Reported were 22 oral presentations and 30 posters
reflecting the recent state of the crystallographic
studies in Bulgaria, including presentations of
considerable number of young scientists.

The contributions presented at the Second
National Crystallographic Symposium were given
the opportunity to be published inaspecial issue ofthe
Journal “Bulgarian Chemical Communications”.
The acceptance of the papers was based on the
Journal’s normal reviewing procedure with Guest
editor Prof. Tony Spassov.

We very much hope that this issue representing
the accepted full text papers reveals the high quality
work of the Bulgarian crystallographers and is a good
basis for provoking business interest in investment
in production of high technological materials.

Wearelooking forward to successful organization
of the Third National Crystallographic Symposium
(http://bgcryst.com/sympl1/) to be held in Sofia,
October 3-5, Sofia.

Prof. Tony Spassov,

Guest editor of the special issue of the Journal
Bulgarian Chemical Communications.
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The Bilbao Crystallographic Server is a web site with crystallographic databases and programs available online
(www.cryst.echu.es). It has been operating for more than ten years and new applications are being added regularly.
The programs available on the server do not need a local installation and can be used free of charge. The server
gives access to general information related to crystallographic symmetry groups (generators, general and special
positions, maximal subgroups, Brillouin zones, etc.). Apart from the simple tools for retrieving the stored data, there
are programs for the analysis of group-subgroup relations between space groups. There are also software package
studying specific problems of solid-state physics, structural chemistry and crystallography.

Key words: Bilbao Crystallographic Server, crystallographic symmetry, online tools.

1. INTRODUCTION

The Bilbao Crystallographic Server is a web
site with crystallographic databases and programs
available online. The server has been operating
since 1998, and new programs and applications
are being added regularly [23, 2, 3]. The programs
available on the server do not need a local instal-
lation and can be used free of charge. The only
requirement is an Internet connection and a web
browser. The Bilbao Crystallographic Server is
accessible at www.cryst.echu.es.

The server is built on a database core, and con-
tains different shells. The set of databases includes
data from International Tables for Crystallography,
Vol. A: Space-group symmetry (hereafter referred
to as /TA)[12], and the data on maximal subgroups
of space groups as listed in Part 1 of International
Tables for Crystallography, Vol. Al: Symmetry
relations between space groups (hereafter referred
to as /TA1)[13]. There is an access to the crystal-
lographic data for the subperiodic layer and rod
groups (International Tables for Crystallography,
Vol. E: Subperiodic groups [14]) and their maximal
subgroups. A database on incommensurate struc-
tures incorporating modulated structures and com-
posites, and a k-vector database with Brillouin-zone
figures and classification tables of the wave vectors
for all space groups are also available.

* To whom all correspondence should be sent:
E-mail: mois.aroyo@ehu.es

The innermost shell is formed by simple re-
trieval tools which serve as an interface to the da-
tabases. They allow the access to the information
on space groups or subperiodic groups in different
types of formats: HTML, text ASCII or XML. The
second shell contains applications which are essen-
tial for problems involving group-subgroup related
space groups G > H (supergroups of space groups,
chains of maximal subgroups relating G and H,
splittings of Wyckoff positions for group-subgroup
pairs). Then, follows a shell with programs on rep-
resentations of point and space groups including the
computation of spacegroup representations, their
correlations for G > H, etc. Parallel to the crystal-
lographic software a shell with programs facilitat-
ing the study of specific problems related to solid-
state physics, structural chemistry and crystallog-
raphy is also developed. For example, the program
PSEUDO provides an online tool for systematic
pseudosymmetry search based on group-subgroup
relations between space groups. The detection of
pseudosymmetry can be very useful in predicting
phase transitions, including the identification of
ferroic materials or the detection of false symme-
try assignments in crystal structure determination
[11, 21, 22]. The performance and efficiency of the
program has been greatly improved by including a
powerful cross-check of Wyckoff compatibility re-
lations of the possible high-symmetry structures [9].
The automatic symmetry-mode analysis done by
AMPLIMODES can be very useful for establishing
the driving mechanisms of structural phase transi-
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tions or the fundamental instabilities at the origin of
the distorted phases [25, 26]. Given the high- and
the low-symmetry structure the program determines
the atomic displacements that relate them, defines
a basis of symmetry-adapted modes, and calculates
the amplitudes and polarization vectors of the dis-
tortion modes of different symmetry frozen in the
structure. In that shell one can also find a computer
program that calculates the phonon extinction rules
for inelastic neutron scattering experiments. Given
the space group and the phonon symmetry speci-
fied by the wave vector, NEUTRON [17] examines
the inelastic neutron scattering activity of the cor-
responding phonons for all possible types of scatter-
ing vectors. The systematic selection rules are also
useful in the interpretation of the results of thermal
diffuse scattering.

The aim of the present contribution is to report
on the different databases and basic programs of the
server related to the crystallographic groups, their
group-subgroup relations and representations. Part
of these databases and programs have been already
described in [2, 3], and here we follow closely
these presentations. They are completed by the
description of the new developments until 2010.
The presentation of the relevant databases and
retrieval tools that access the stored crystallographic
symmetry information is given in Section 2. The
discussion of the accompanying applications related
to group-subgroup and group-supergroup relations
between space groups can be found in Section 3.
The Section 4 introduces the basic programs for
representations of crystallographic groups available
on the Bilbao Crystallographic Server.

2. SPACE-GROUPS DATABASES
AND RETRIEVAL TOOLS

The databases form the core of the Bilbao
Crystallographic Server and the stored information
is used by all computer programs available on the
server. The space-group database includes infor-
mation on the following symmetry items: genera-
tors and representatives of the general position of
each space group specified by its /TA number and
Hermann-Mauguin symbol; special Wyckoff posi-
tions including the Wyckoff letter, Wyckoff multi-
plicity, the site-symmetry group and the set of co-
set representatives, as given in /TA; the Reflection
conditions including the general and special condi-
tions. The programs and databases of the Bilbao
Crystallographic Server use specific settings of
space groups (hereafter referred to as standard or
default settings) that coincide with the conventional
space-group descriptions found in /TA. For space
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groups with more than one description in /TA, the
following settings are chosen as standard: unique
axis b setting, cell choice 1 for monoclinic groups,
hexagonal axes setting for rhombohedral groups,
and origin choice 2 (origin in 1) for the centrosym-
metric groups listed with respect to two origins in
ITA. The data from the databases can be accessed
using the simple retrieval tools that use as input the
number of the space group (/7TA numbers). There
is also a possibility to select the group from a table
with /TA numbers and Hermann-Mauguin symbols.
The output of the program GENPOS contains the
list with the generators or the general positions and
provides the possibility to obtain the same data in
different settings either by specifying the transfor-
mation matrix to the new basis or selecting one of
the 530 settings listed in Table 4.3.2.1 of ITA. The
list with the Wyckoff positions for a given space
group in different settings can be obtained using the
program WY CKPOS. The Wyckoff-position repre-
sentatives for the non-standard settings of the space
groups are specified by the transformed coordinates
of the representatives of the corresponding default
settings. The program NORMALIZER gives access
to the data on the Euclidean and affine normalizers
of space groups (cf. Part 15 of ITA) specified by
a set of coset representatives of their decomposi-
tion with respect to the space groups. The assign-
ments of the Wyckoff positions to Wyckoff sets are
retrieved by the program WYCKSETS (cf. Table
14.2.3.2 of ITA).

2.1. Database on maximal subgroups

All maximal non-isomorphic subgroups and
maximal isomorphic subgroups of indices 2, 3 and 4
of each space group can be retrieved from the data-
base using the program MAXSUB!. Each subgroup
H is specified by its /ITA number, the index in the
group G and the transformation matrix-column pair
(P, p) that relates the default bases a’, b’, ¢’ of H and
a, b, cof G:

(a’,b",¢")=(a,b,c) P (2.1.1)

The column p = (p,, p,, p;) of coordinates of
the origin O, of H is referred to the coordinate
system of G.

The different maximal subgroups are distributed
in classes of conjugate subgroups. For certain appli-
cations it is necessary to represent the subgroups H
as subsets of the elements of G.This is achieved by
an option in MAXSUB which transforms the gener-

' A subgroup H < G is maximal if no subgroup Z exists for
which H < Z < G holds.
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al-position representatives of H by the correspond-
ing matrix-column pair (P, p)”' to the coordinate
system of G. A link provides the splittings of all
Wyckoft positions of G with respect to those of H.

Maximal subgroups of index higher than
4 have indices p, p? or p’, where p is a prime.
They are isomorphic subgroups and are infinite
in number. In /TA1 the isomorphic subgroups are
listed not individually but as members of series
under the heading ‘Series of maximal isomorphic
subgroups’. The program SERIES provides the
access to the database of maximal isomorphic
subgroups of the Bilbao Crystallographic Server.
Apart from the parametric /TA1 descriptions of
the series, its output provides the individual list-
ings of all maximal isomorphic subgroups of in-
dices as high as 27 for all space groups except for
the cubic ones where the index is 125. The format
and content of the subgroup data are similar to
those of MAXSUB access tool. In addition, there
is a special tool (under ‘define a maximal index’
on the SERIES web form) that permits the online
generation of maximal isomorphic subgroups of
any index up to 131 for all space groups. (Note
that these data are only online generated and do
not form part of the (static) database on isomor-
phic subgroups.)

2.2. Subperiodic groups

Recently, we have started with the development of
a database for the subperiodic groups with symmetry
information as listed in International Tables for
Crystallography Vol. E: Subperiodic Groups [14].
For the moment the Bilbao Crystallographic Server
provides a free online access to a database for the
layer and rod groups including generators, general
and special positions. The structure of this database
and the retrieval programs are similar to the /TA
database. In addition, the complete information
on maximal subgroups of layer groups [5] and
rod groups is made available: Similar to the /TA1
database, all maximal non-isotypic subgroups as
well as maximal isotypic subgroups of index 2, 3 and
4 are listed individually. The conjugacy relations of
the subgroups in the original group are indicated.
The transformation to the conventional coordinate
system of the subgroup is available as a 3%3 matrix
for the change of basis and a column for the origin
shift. Each subgroup can be further specified by
its general-position representatives referred to the
basis of the group. The symmetry information has
been stored in a provisional CIF-format. For the
extension of the existing CIF-core dictionary a list
of data names has been developed which refer to
the specific requirements of the subgroup tables of
the layer groups.

2.3. Brillouin zones and wave-vectors
classification

The determination, classification, labeling and
tabulation of irreducible representations (irreps)
of space groups is based on the use of wave vec-
tors k. The k-vector database available on the
Bilbao Crystallographic Server contains figures
of the Brillouin zones and tables which form the
background of a classification of the irreps of all
230 space groups. In this compilation the symme-
try properties of the wave vectors are described by
the so-called reciprocal-space groups which are
isomorphic to symmorphic space groups [27], see
also [4]. This isomorphism allows the application of
crystallographic conventions in the classification of
the wave vectors (and henceforth in the irreps of the
space groups). For example, the different symmetry
types of k-vectors correspond to the different kinds
of point orbits (Wyckoff positions) in the symmor-
phic space groups; the unit cells with the asymmet-
ric units given in /TA can serve as Brillouin zones
and representation domains, ezc. The advantages of
the reciprocal-space group approach compared to
the traditional schemes of wave-vector classifica-
tion can be summarized as follows:

* The asymmetric units given in /TA serve as
representation domains which are independent
of the different shapes of the Brillouin zones for
different ratios of the lattice parameters.

 For the non-holohedral groups the represen-
tation domain is obtained from that of the cor-
responding holohedral group by extending the
parameter ranges, not by introducing differently
labeled special wave vector points, lines or planes
of symmetry.

* A complete list of the special sites in the
Brillouin zone is provided by the Wyckoff positions
of ITA. The site symmetry of /TA corresponds to
the little co-group of the wave vector; the number of
branches of the star of the wave vector follows from
the multiplicity of the Wyckoff position.

 All wave-vector stars giving rise to the same
type of irreps are related to the same Wyckoff posi-
tion and designated by the same Wyckoff letter.

The available figures and the wave-vector data
based on the reciprocal-space group symmetry are
compared with the representation domains and the
k-vector tables of the widespread tables of space-
group representations by Cracknell, Davies, Miller
and Love [10] (hereafter referred to as CDML). The
retrieval tool KVEC of the k-vector database uses as
input the /TA-number of the space group. The output
contains wave-vector tables and figures. There are
several sets of figures and tables for the same space
group when its Brillouin-zone shape depends on
the lattice parameters of the reciprocal lattice. The
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k-vector data are the same for space groups of the
same arithmetic crystal class.

In the tables, the k-vector data as listed by CDML
are compared with the Wyckoff-position description
as given in /TA. Each k-vector type is specified by
its label and coordinates as listed in CDML. The cor-
responding Wyckoff positions are described by their
Wyckoff letters, multiplicities, and site symmetry
groups. Their parameter description contains also
the parameter ranges chosen in such a way that each
orbit of the Wyckoff position of /TA, i.e. also each
k-orbit, is listed exactly once. No ranges for the pa-
rameters are listed in CDML. Symmetry points, lines
of symmetry or planes of CDML which are related to
the same Wyckoff position are grouped together. The
wave-vector coordinates of CDML refer always to
primitive basis irrespective whether the conventional
description of the space group is with respect to a
centred or primitive basis. For that reason, in the case
of space groups with centred lattices the wave-vector
coordinates with respect to a basis that is dual to the
conventional basis in direct space are also included in
the tables. (For space groups with primitive lattices,
the wave-vector coordinates referred to a primitive
basis coincide with those referred to the dual basis.)

An additional tool allows the complete charac-
terization of any wave vector of the reciprocal space
(not restricted to the first Brillouin zone): given the
k-vector coordinates referred either to primitive

(CDML) or conventional dual basis, the program
assigns the k-vector to the corresponding wave-
vector symmetry type, specifies its CDML label,
calculates the little co-group and the arms of the k-
vector stars. In the figures, the Brillouin zones of
CDML and the conventional unit cells of /TA are
displayed. The asymmetric units play the role of the
representation domains of the Brillouin zones and
they are chosen often in analogy to those of /TA.
The names of k-vector points, lines, and planes of
CDML are retained in this listing. New names have
been given only to points and lines which are not
listed in CDML.

Example: Brillouin zones and special k-vec-

tors of the arithmetic crystal class 4m2I. The
following example illustrates the relation between
the traditional and the reciprocal-space group de-
scriptions of the wave-vector types of space-group
irreps. The included figures and tables form part of
the output of the access tool KVEC.

The are two space groups belonging to the arith-
metic crystal class 4m27: I4m2—Dj, (119) and
T4c2 — D;g (120) . The k-vector types of that arith-
metic crystal class are described with respect to the
corresponding reciprocal space group which is iso-
morphic to 742m(121). Depending on the relations
between the lattice constants a, b and c, there are
two topologically different bodies of the Brillouin

Fig. 1. Brillouin zone, asymmetric unit and representation domain of CDML for the arithmetic crystal class 4m2l :c>a:
space groups [4m2— D3, (119) and [4m2 — D)’ (120) ; reciprocal-space group /42m", No. 121: ¢* <a’. The representa-

tion domain of CDML is different from the asymmetric unit.
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zone displayed in Fig. 1 and Fig. 2 by thin black
lines; the first one has 24 vertices, 48 lines and 14
faces, the other has 18 vertices, 28 lines and 12 fac-
es. The shape of the unit cell of /TA is always a par-
allelepipedon with 8 vertices, 12 edges and 6 faces.
Similarly, the representation domains of CDML are
more complicated than the asymmetric units of /TA,
see Fig. 1 and Fig. 2.

The representatives of the k-vectors symmetry
points or of symmetry lines, as well as the edges
of the representation domain of CDML and of the
chosen asymmetric unit are brought out in colors.
A k-vectors symmetry point is designated by a red
or cyan if it belongs to the asymmetric unit or to the
representation domain of CDML. Points listed by
CDML are not colored if they are part of a symmetry
line or symmetry plane only. The color of the line
is pink for an edge of the asymmetric unit which
is not a symmetry line and it is red for a symmetry
line of the asymmetric unit. The color of the line
is brown with the name in red for a line which is a
symmetry line as well as an edge of the asymmetric
unit. The edges of the representation domains of
CDML (displayed in the same figure) are colored in
light blue. The corresponding symmetry points and
lines are colored cyan. Edges of the representation
domain or common edges of the representation
domain and the asymmetric unit are colored dark
blue with the letters in cyan if they are symmetry

lines of the representation domain but not of the
asymmetric unit. To save space we have included
only part of the list of k-vector relations for the
arithmetic class 4m2/ in the table shown in Fig. 3 (a
screen-shot of the output of the access tool KVEC),
corresponding to Fig. 1. The k-vector parameters of
CDML (second column) of the table in Fig. 3 are
different from those of /TA (last column) because
in CDML the data are always referred to a primitive
basis, whereas in /TA they are referred to a centered
basis. The parameter ranges (last column) are
chosen such that each k-vector orbit is represented
exactly once.

One takes from the table given in Fig. 3 that dif-
ferent k labels of CDML (first column) may cor-
respond to the same Wyckoff position may belong
to the same type of k vectors, i. e. may belong to
the same type of k and they give rise to the same
type of irreps. Due to the special shape of the rep-
resentation domain of CDML the special wave-
vector line corresponding to the Wyckoff position
8 i (..m) (fourth column) is split into two parts, SM
and F. In the /TA description SM U F corresponds
to one line [GMM], (x, x, 0), with 0 <x < 1/2. The
splitting of the 8 i line into two parts is a conse-
quence of the Brillouin-zone shape for the specific
values of the lattice parameters. This is confirmed
from Fig. 2 where the corresponding special line
SM is not split.

Fig. 2. Brillouin zone, asymmetric unit and representation domain of CDML for the arithmetic crystal 4m2l: c<a:
space groups [4m2— Dj,(119) and [4¢2— D)’ (120) ; reciprocal-space group 742m’, No. 121: ¢ > a’. The representa-

d

tion domain of CDML is different from the asymmetric unit.
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k-vector description Wyckoff Position ITA description
comL? Conventional-ITA ITA Coordinates
Label Primitive
GM 0,00 00,0 a| 2 -42m 0,0,0
M 1/2,1/2,-112 00,1 b| 2 -42m 0,0,172
0,0,1/2 1/2,1/2,0 c| 4 222. 0,120
1/4,1/4,1/4 12,112,112 d| 4 4. 0,1/2,1/4
LD u,u,-u 0,0,2u e | 4 2.mm 00z:0<z<12
DT 0,0,u u,u,0 f 8 2. 0y0:0<y<12
Y -u,u,1/2 ex 1/2+u,1/2-u,0 g 8 2. x,120:0<x<=r
U 1/2,1/2,-1/12+u ex u,u,l g 8 2. 0y,1/72:0<y<g=1/2r
U~Y1=[R Mo] g| 8 2. X120 :r<x<12
Y+Y1 g 8 2. x,120:0<x<1/2
u,u,1/2-u 1/2,1/2,2u h 8 2. 012z:0<z<1/4
N 0,1/2,0 ex 1/2,0,1/2 i 8 .m 1/4,1/4,1/4
SM -U,u,u ex 2u,0,0 i 8 .m xX0:0<x<=s1
F 1/2-u,1/2+u,-1/2+u ex 2u,0,1 i 8 .m XX, 1/2:0 < x <s=1/2-51
F~SM1=[Sp Mq] i 8 .m XxX0:51<x<1/2
SM+SM1=[GM Mg] ex i 8 .m xx0:0<x<1/2

Fig. 3. List of k-vector symmetry types (selection) for the arithmetic crystal class 4m2l: ¢ > a: space groups
I4m2—D;,(119) and [4c2— D)%(120) ; reciprocal-space group /42m", No. 121 (cf. Fig. 1).

3. GROUP-SUBGROUP RELATIONS
OF SPACE GROUPS

3.1. Subgroups of space groups

If two space groups G and H form a group—
subgroup pair G > H, it is always possible to
represent their relation by a chain of intermediate
maximal subgroups Z: G > Z, > -+ > Z = H. For
a specified index of H in G there are, in general, a
number of possible chains relating both groups, and
a number of different subgroups H, < G isomorphic
to H. We have developed two basic tools for the
analysis of the group—subgroup relations between
space groups: SUBGROUPGRAPH [15], and
HERMANN [8]. Given the space-group types G
and H, and an index [i], both programs determine
all different subgroups H, of G with the given index,
and their distribution into classes of conjugate
subgroups with respect to G. Due to its importance
in a number of group—subgroup problems, the
program COSETS is included as an independent
application. It performs the decomposition of
a space group in cosets with respect to one of its
subgroups. Apart from these basic tools, there are
two complementary programs which are useful in
specific crystallographic problems that involve
group—subgroup relations between space groups.
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The program CELLSUB calculates the subgroups
of'a space group for a given multiple of the unit cell.
The common subgroups of two or three space groups
are calculated by the program COMMONSUBS.
In the following we will consider in more details
the program SUBGROUPGRAPH which is the
main program for the study of the group-subgroup
relations between space groups. For a description of
the rest of the programs of the group-subgroup shell
the reader is referred to Ref. [2].

3.1.1. The program SUBGROUPGRAPH

The program is based on the data for the maximal
non-isomorphic subgroups of index 2, 3 and 4 and
isomorphic subgroups of indices up to 9 of the space
groups. These data are transformed into a graph with
230 vertices corresponding to the 230 space-group
types. If two vertices in the graph are connected
by an edge, the corresponding space groups form a
group—maximal-subgroup pair.

The specification of the group—subgroup pair
G > H leads to a reduction of the total graph to
a subgraph with G as the top vertex and H as the
bottom vertex, see the example at the end of this
subsection. In addition, the G> H subgraph, referred
to as the general G > H graph, contains all possible
groups Z, which appear as intermediate maximal
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subgroups between G and H. It is important to note
that in the general G > H graphs the space-group
symbols indicate space-group types, i.e. all space
groups belonging to the same space-group type are
represented by one node on the graph. Such graphs
are called contracted. The contracted graphs have to
be distinguished from the complete graphs where all
space groups occurring in a group—subgroup graph
are indicated by different space-group nodes.

The number of the vertices in the general G > H
graph may be further reduced if the index of H in
G is specified. The obtained subgraph is again of
contracted type. For the cases of specified indices,
the program SUBGROUPGRAPH produces also
complete graphs that are equal for subgroups of
a conjugacy class; the different orientations and/
or origin shifts of the conjugate subgroups Hs are
manifested by the different transformation matrices
(P, p), listed by the program.

Input Information

» The space groups G and H can be introduced

by their /TA numbers or by their Hermann-
Mauguin symbols chosen from a list provided
by the program.

* The index of H in G is optional.

Output Information

* Group-subgroup pair G> H with non-specified

index.

1. The list of the possible intermediate space
groups Z, relating G and H.

2. A contracted graph.

7,453,

Each space-group type in the list corresponds to
one node in the graph, and the maximal subgroups
are the neighbors (successors) of this node. Group—
subgroup relations occurring in both directions are
represented by nodes connected by two lines with
opposite arrows. Maximal isomorphic subgroups
are shown by loop edges (nodes connected to them-
selves), cf- Fig. 4.

* Group-subgroup pair G > H with specified

index

1. A list with all possible chains of maximal sub-
groups relating G and H with this index. (The pro-
gram has no access to the data on maximal isomor-
phic subgroups with indices higher than 9).

2. The graphical representation.

The graphical representation contains the inter-
mediate groups that connect G and H with the speci-
fied index. This graph is a subgraph of the general
graph of maximal subgroups with unspecified index
and is also of contracted type.

For a given index of H in G, the different sub-
groups H, of that index are calculated and distrib-
uted into classes of conjugate subgroups of G. The
subgroups of a conjugacy class form a block where
each subgroup is specified by the corresponding
transformation matrix-column pair (P, p), that re-
lates the default bases of G and H,. There is also a
link to a list of the elements of the subgroups trans-
formed to the basis of the group G, which allows
the identification of those elements of G that are
retained in the subgroup. The list of transformation

7.4.5.3.2

B\

Fig. 4. General contracted graph for P622 (No. 177) > C2 (No. 5) as given by the program SUBGROUPGRAPH. The
nodes of the graph correspond to the space-group types that can appear as intermediate groups in the chain of the group-
subgroup pair P622 > P2. Each edge of the graph corresponds to a maximal subgroup pair of the indicated index [i].
Isomorphic subgroups (of indices up to 7) are shown as loops.
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matrices that give the same (identical) subgroup is
accessible under a separate link (cf. Fig. 7).

The graph contains the intermediate space groups
Z, for the pair G>H but contrary to the graph of the
previous step, the different isomorphic subgroups
are represented by different nodes, i.e. the graph is a
complete one. All isomorphic subgroups H., are given
at the bottom of the graph. Their labels are formed
by the symbol of the subgroup followed by a number
given in parenthesis which specifies the class of con-
Jugate subgroups to which the subgroup H, belongs.

Note that for group—subgroup pairs with high
indices, where a lot of intermediate maximal sub-
groups occur, the resulting complete graph with all
subgroups H, can be very complicated and difficult
to overview. Alternatively, a more simple graph as-
sociated to a single specific subgroup H, (identical
for all subgroups within a conjugacy class) can also
be obtained.

Example: Consider the group—subgroup rela-
tions between the groups G = P622, No. 177, and H
= (2, No. 5. If no index is specified then the graph
of maximal subgroups that relates £622 and C2 is
represented as a table indicating the space-group
types of the possible intermediate space groups Z,,
and the corresponding indices. The contracted gen-
eral P622 > C2 graph is shown in Fig. 4. Two edges
with opposite arrows between a group—subgroup
pair correspond to group—subgroup relations in both
directions, e.g., the pair P62 and P64. When the in-
dex [i] of the subgroup in the group is specified, the
resultant graph is reduced to the chains of maximal
subgroups that correspond to the value of [i]. For
example, in Fig. 5 the contracted graph P622 > C2

C'222 P312 P321

Fig. 5. Contracted graph for P622 (No. 177)> C2 (No. 5),
index 6, as given by the program SUBGROUPGRAPH.
The nodes of the graph correspond to space-group types.
Each edge of the graph corresponds to a maximal sub-
group pair.

of index 6 is shown. The data in Fig. 7 and the com-
plete graph shown in Fig. 6 indicate that there are
six different C2 subgroups of P622 > C2 of index 6,
distributed in two classes of conjugate subgroups.
One of the conjugacy classes consists of the three
different subgroups of space-group type C2 whose
twofold axes point along [110], [120] and [210] of
P622. The other three subgroups with two-fold axes
along [100], [010] and [110] of P622 give rise to
the second class of conjugate subgroups. The cor-

222 P312

C222

P321 C222

7 N
Fig. 6. Complete graph for P622 (No. 177) > C2 (No. 5), index 6, as given by the program SUBGROUPGRAPH.
The nodes represent space groups and not space-groups types. The six subgroups of the type C2 are distributed into
two classes of conjugate subgroups which are indicated in the parentheses after the space-group symbol. The three
subgroups C2(1) with twofold axes along [110] , [120] and [210] of P622 belong to the same conjugacy class. They

have equal complete single graphs, which differ from the graph of the subgroups C2(2) of the second conjugacy class.
The latter corresponds to subgroups whose twofold axes point along [100], [010] and [110] of P622.

190



M. I. Aroyo et al.: Crystallography online: Bilbao Crystallographic Server

Class 1
IN[ Chain [indices] [Chain with HM symbols| Transformation  [Transform with| Identical
_l —1 0 0 £ N\ £ Y
1/[177 021 005 [3 2] |P622 > C222 > C2 ( 0 -2 0 0) (matrix1) |(togroupl)
0o 0 1 o
0 2 0 0 £ N\ ' Y
2(177 021 005 [3 2] |P622 > C222 > C2 ( -1 1 0 0 ) (matrix 2 ) ||( to group 2 )
0o 0 1 o
11 0 o0 g
3/[177 021 005 [3 2] |P622 > C222 > C2 ( -1 -1 0 0) (matrix3 ) ||( togroup3)
0o 0 1 o
Class 2

IN[ Chain [indices] [Chain with HM symbols|

Transformation

[Transform with| Identical

2 0 0 0

4177 150 005 [2 3] |P622 > P321 > C2 ( 1 1 o0 0 ) (matrix4) ||('to group 4)
0o o0 1 0

1 1 o0 0 , N .

5177 021 005 [3 2] |P622 > C222 > C2 ( -1 1 0 0) (matrix5) ||(togroup5)
0 o0 1 0

-1 1 0 0 P . .

6 (177 021 005 [3 2] |P622 > C222 > C2 ( -2 0 0 0 ) (matrix6 ) || to group 6 )
0 o0 1 0

Fig. 7. Screen-shot of the list of the six subgroups C2 (No. 5) of P622 (No. 177), index 6, as given by the program
SUBGROUPGRAPH. The subgroups (C2),,j =1, ..., 6 are distributed in two conjugacy classes and each subgroup

is specified by its transformation matrix (P, p),.

responding transformations can be read from the
screen-shot table shown in Fig. 7. (Note that the
standard setting for C2 is the UNIQUE AXIS b setting.)
The complete graph P622 > C2, index 6 (Fig. 6),
also shows that there are two different maximal sub-
group chains to each subgroup C2. The subgroups
of a conjugacy class have the same complete single
graphs, while the complete graphs of subgroups of
different conjugacy classes differ in general.

3.2. Supergroups of space groups

The problem of the determination of the super-
groups of a given space group is of rather general
interest. For several applications it is not sufficient
to know only the space-group types of the super-
groups of a given group; it is necessary to have
available all different supergroups G, > H which
are isomorphic to G, and are of the same index [7].
In the literature there are few papers treating the
supergroups of space groups in detail [18, 29]. In
ITA one finds only listings of minimal supergroups
of space groups which, in addition, are not explicit:

they only provide for each space group H the list
of those space-group types in which H occurs as a
maximal subgroup (cf. Section 2.1). It is not trivial
to determine all supergroups G, > H if only the
types of the minimal supergroups are known. The
Bilbao Crystallographic Server offers two basic
programs [16] that solve that problem for a given
finite index [i]: (i) the program MINSUP, which
gives all minimal supergroups of indices 2, 3, 4,
5,7 and 9 of a given space group; and (ii) the pro-
gram SUPERGROUPS, which calculates all dif-
ferent supergroups of a given space-group type and
a given index. Similar to the case of subgroups, we
have developed two complementary programs that
involve the calculation of supergroups of space
groups. The program CELLSUPER calculates the
supergroups of a space group for a given [i,] in-
dex, while the program COMMONSUPER is for
the computation of common supergroups of two or
more space groups.

The following discussion concerns the two basic
programs MINSUP and SUPERGROUPS. For de-
tails on the complementary programs for group-su-
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pergroup relations between space groups the reader
is referred to Ref. [2].

3.2.1. The programs MINSUP
and SUPERGROUPS

The determination of all supergroups G, of a giv-
en space-group type G and an index [7] of a space
group H can be done by inverting the data on the
subgroups H_ of G of index [i]. For that it is first
necessary to determine all subgroups H, < G of the
same index and distribute them into classes of con-
jugate subgroups with respect to G. It is sufficient to
choose a representative H, from each class of con-
jugate subgroups, specified by (P, p),, and apply
(P, p)," to the group G in order to obtain the super-
group G,. Further supergroups may be generated
by the coset representatives of the decomposition
of N,(H) relative to (N,(H) N N,(G)). In order to
obtain all supergroups of a given space group type
and index it is sufficient to apply the procedure to
one representative of each class of conjugate sub-
groups H < G of index [i].

Input Information of MINSUP

e The /TA number (or the Hermann-Mauguin
symbol) of the group for which the minimal super-
groups have to be determined.

* The type of supergroup, it can be chosen from
a table (returned by the program) which contains:
the /TA number of the minimal supergroup, its
Hermann-Mauguin symbol and the index of the
group in the supergroup. There is also a link to the
list with the transformation matrices that relate the
basis of the supergroup with that of the subgroup.

* It is necessary to select the type of the normal-
izers of the group and the supergroup. By default
the Euclidean normalizers of general cell metrics
are used as listed in Tables 15.2.1.3 and 15.2.1.4 of
ITA. The affine normalizers of the space groups (ex-
cept triclinic and monoclinic) are also accessible.

Input Information of SUPERGROUPS

* The ITA numbers of the space groups G and H,
and their index.

* The type of the normalizers of the group and
the supergroup. As in the case of MINSUP, the
spacegroup normalizers used by default are the
Euclidean normalizers. Also, there is a possibility
for the user to use the affine normalizers given in
ITA or to provide a specific one.

Output Information of MINSUP

and SUPERGROUPS

1. The transformation matrix (P, p) that relates
the default basis of the supergroup with that of the
subgroup.

2. One representative from each coset in the
decomposition of the supergroup G with respect to
the group H.
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3. The full cosets of the decomposition G : H.
The elements of G are listed with respect to the
default basis of the subgroup H.

From the considerations given above it should
have become clear that the aim of the presented
procedure and the supergroup programs is to solve
the following ‘purely’ group-theoretical problem:
Given a group—subgroup pair of space groups, G >
H, determine all supergroups G of H, isomorphic to
G. The procedure does not include any preliminary
checks on the compatibility of the metric of the
studied space group with that of a supergroup. As
a consequence, in some particular cases when the
supergroups and the groups belong to different
crystal systems, it may happen that the determined
supergroups are not space groups but just affine
groups isomorphic to space groups (cf. [18]).

The number of supergroups of a space group H
of a finite index is not always finite. This is the case
of a space group H whose normalizer N(H) contains
continuous translations in one, two or three inde-
pendent directions (cf. ITA, Part 15). As typical ex-
amples one can consider the infinitely many centro-
symmetrical supergroups of the polar groups: there
are no restrictions on the location of the additional
inversion centre on the polar axis. For such group—
supergroup pairs there are up to three parameters r,
s and ¢ in the transformation matrix and in the trans-
lational part of the coset representatives. The differ-
ent values of the parameters corresponds to differ-
ent supergroups of the same space-group type.

3.3. Relations of Wyckoff positions
for a group—subgroup pair of space groups

Consider two group—subgroup related space
groups G > H. Atoms which are symmetrically
equivalent under G, i.e. belong to the same orbit of
G, may become non-equivalent under H, (i.e. the
orbit splits) and/or their site symmetries may be re-
duced. The orbit relations induced by the symmetry
reduction are the same for all orbits belonging to
a Wyckoft position, so one can speak of Wyckoff-
position relations or splitting of Wyckoff positions.
Theoretical aspects of the relations of the Wyckoff
positions for a group—subgroup pair of space groups
G > H have been treated in detail by Wondratschek
[28]. Part 3 of ITA1l contains the tables of the
Wyckoff-position splittings for all space groups
and their maximal subgroups. However, for certain
applications it is more comfortable to have the ap-
propriate computer tools for the calculations of the
Wyckoff-position splittings for G > H: for example,
when H is not a maximal subgroup of G, or when
the space groups G > H are related by transforma-
tion matrices different from those listed in the tables
of ITA1. The program WY CKSPLIT [20] calculates
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the Wyckoff-position splittings for any group—sub-
group pair. In addition, the program provides fur-
ther information on Wyckoff-position splittings that
is not listed in /TA1, namely, the relations between
the representatives of the orbit of G and the corre-
sponding representatives of the suborbits of H.

3.3.1. The program WYCKSPLIT

The program WYCKSPLIT calculates the
splitting of the Wyckoff positions for a group—
subgroup pair G > H, given the corresponding
transformation relating the coordinate systems
of G and H. The additional data on the explicit
correspondence between the representatives of the
orbit of G and the corresponding representatives
of the suborbits of H are calculated by comparing
the values of the fixed parameters and the variable
parameter relations in both sets.

Input Information

* The specification of the space groups G and H
by their /TA numbers.

* The transformation matrix—column pair (P, p)
that relates the basis of G to that of /. The user can
input a specific transformation or can be linked to
the /TA1 database for the maximal subgroups of G.
In the case of a non-maximal subgroup, the program
SUBGROUPGRAPH provides the transformation
matrix(ces) for a specified index of H in G. The
transformations are checked for consistency with the
default settings of G and H used by the program.

* The Wyckoff positions W to be split can be
selected from a list. In addition, it is possible to
calculate the splitting of any orbit specified by the
coordinate triplet of one of its points.

Output Information

1. The splittings of the selected Wyckoff po-
sitions W, into Wyckoff positions W, of the sub-
group, specified by their multiplicities and Wyckoff
letters.

2. The correspondence between the representa-
tives of the Wyckoff position and the representatives
of its suborbits is presented in a table where the co-
ordinate triplets of the representatives of W are re-
ferred to the bases of the group and of the subgroup.

4. REPRESENTATIONS
OF CRYSTALLOGRAPHIC POINT
GROUPS AND SPACE GROUPS

The Bilbao Crystallographic Server provides
several programs facilitating the application of
representation theory to specific problems of solid-
state physics and crystallography-related fields.
The computing packages support certain essential
(and more involved from a mathematical point of

view) steps in the related group-theoretical studies.
The server offers access to the basic modules
for handling space-group (REPRES) and point-
group (POINT) representations, it enables the
study of the correlations between irreps of group-
subgroup related space groups (CORREL) and the
decomposition of Kronecker direct products of
space-group irreps (DIRPRO). In the following,
we explain the necessary input data and provide
details on the output results of the basic programs
REPRES and POINT. For a presentation of the
rest of the programs treating representations of
crystallographic groups and the group-theoretical
background of the developed programs, the reader
is referred to Ref. [3].

4.1. Space-group representations

There exist several reference sets of tables of
space-groups irreps (see e.g. CDML, and the ref-
erences therein). However, the available data have
important drawbacks related to the lack of full
space-group representations due to the limitations
and/or specificity in the choice of the k-vectors. In
addition, the used space-group settings are often not
compatible with those of /TA. These disadvantages
are overcome by the program REPRES which com-
putes the irreps of space groups explicitly: For any
space group G and a k-vector, the corresponding lit-
tle group G, the allowed (small) irreps of G* and
the matrices of the full-group irreps are constructed.
As part of the working environment of the Bilbao
Crystallographic Server, the program REPRES pro-
vides the irrep data in a format suitable for its fur-
ther use as input for other programs on the server.

4.1.1. The program REPRES

REPRES calculates the irreps of space groups
following a general scheme based on a normal-
subgroup induction method: the irreps of a space
group G are constructed starting from those of its
translation subgroup 7, which is a normal subgroup
of G, T, <« G. The main steps of the procedure
involve the construction of all irreps of 7, and their
distribution into orbits under G, determination of
the corresponding little groups and the allowed
(small) irreps and finally, construction of the irreps
of G by induction from the allowed irreps. The most
involved step in the procedure is the determination
of the allowed irreps of the little group. In the
majority of books on irreps of space groups this
problem is solved by applying the theory of the
so-called projective representations. Here we have
preferred another approach for the construction of
the allowed irreps which is a slight modification of
an induction procedure originally proposed by Zak
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[30]. It is based on the fact that all space groups are
solvable groups, i. e. for every space group one can
construct a composition series G> H, > H, ... > T
such that all factor groups H/H.,, are cyclic groups
of order 2 or 3.

Input Information

* Space group data: As an input the program
needs the specification of the space group G which
can be defined by its sequential /TA number. Here,
as well as in the rest of programs of the Bilbao
Crystallographic Server the default settings of
the space groups are used for the calculations.
The program REPRES can treat space groups in
unconventional settings, once the transformation
matrixcolumn pair (P, p) to the corresponding
default setting is known.

* k-vector data: There are two different ways
to introduce the k-vector: either by choosing it
from a table where the different symmetry types
of wave vectors are listed explicitly, or by typing
in the k-vector coefficients directly. The program
accepts k-vector coefficients referred to different
coordinate systems of the reciprocal space. For
its internal calculations REPRES uses k-vector
coefficients (k,, k,, k;) referred to a basis which is
dual to the default ITA settings of the space groups
(called conventional k-vector coefficients). The
program accepts also k-vector coefficients referred
to a primitive basis of the reciprocal lattice as given
for example, in CDML tables of space-group irreps.
If a non-conventional setting for the space group
is chosen (2.1.1), then the corresponding ‘non-
conventional’ k-vector coefficients

k', k', k) = (k;, ks, ky)P,

can be given as input data. Note that the program
does not accept variables (free parameters) as
coefficients of the wave vector.

Output Information

1. Information on the space group G:

* Non-translational generators of G listed as ma-
trix-column pairs (W, w), i.e. in (3. 4) matrix form
consisting of a (3 x 3) matrix part Wand a (3 x 1)-
column part w:

W W, Wi o w
WWwy=\Wy Wy Wy w,|;
Wy Wy Wiy ow

The sequence of generators follows that of /TA
for the conventional settings of the space groups;

» List of the coset representatives (W, w) of
the decomposition of G with respect to 7, (known
also as translational coset representatives given in
(3 % 4) matrix form. The numbers coincide with
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the sequential numbers of the general-position
coordinate triplets listed in /TA.

2. k-vector data:

The program lists the input values of the
k-vector coefficients followed by the corresponding
conventional coefficients (k,, k,, k;). The coefficients
of the arms of the wave-vector star *k are referred
also to the basis that is dual to the default setting of
the space group. The program also asignes a label
to the given k-vector according to the classification
scheme of CDML.

3. Information on the little group G*:

* A set of coset representatives of G with respect
to the little group G*;

* A set of non-translational generators and a set
of translational coset representatives of G* given as
(3%4) matrices;

* Little-group irreps presented in a matrix form
for the translational coset representatives of G* in a
consecutive order. The labels of the irreps follow
the classification scheme of CDML. The (complex)
matrix elements are specified by their moduli and
phase angles in degrees [0].

4. Full-group representations:

The program lists the characters of the full-
group representations for all translational coset
representatives of the group G. In addition, the pairs
of full-group irreps that form physically-irreducible
representations are also indicated.

As an option, the program can list the full-group
irreducible representations of the non-translational
generators of the space group (or any element of the
space group specified by the user) in a blockmatrix
form: for a given representation and a generator,
the program prints out the induction matrix whose
non-zero entries, specified by its row and column
indices, indicate a matrix block corresponding to a
little-group matrix.

Example: Irreps of P4,/mbc (No. 135) for k =
T(0.37,1/2, 1/2)

The input data consists in the specification of the
space group P4,/mbc by its ITA number, No. 135,
and the data for k-vector coefficients, k = T(0.37,
1/2, 1/2).

The discussion of the output follows the order of
the results as they appear in the output file.

1. Space-group information block:

(a) The generators of P4,/mbc (with the exception
of the generating translations) are listed in the same
sequence as they appear in ITA: (1, 0), (2., 0), (4., 7)),
2,,7) (1, 0), witho =(0,0, 0),7,= (0, 0, 1/2) and 7,
=(1/2, 1/2, 0)%

2 To make the description more compact we use a symbolic
notation for the space-group elements.
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(b) Decomposition of P4,/mbc relative to its trans-
lation subgroup with coset representatives as given
inITA: (1,0), (2, 0), (4, 7), (4, 7), (2, 1), (2, 1),
(&c’ Tl+ ‘52), (2)&771 +T2) ’ (T, 0)9 (mz> 0): (42, Tl) 5
(4; 7), (mx’ Tz)’ (my’ Tz)a (mxx’ T+ T2) (mg,7,+7,).

2. k-vector information block:

(a) The input k-vector coefficients T(0.37, 1/2,
1/2) followed by the corresponding conventional
coefficients. (In all space groups with primitive lat-
tices, the k-vector coefficients, referred to a primi-
tive basis of the reciprocal space (CDML), coincide
with the conventional k-vector coefficients.)

(b) The k-vector star: *T = {(0.37, 1/2, 1/2),
(0.63, 1/2, 1/2), (1/2,0.37, 1/2), (1/2, 0.63, 1/2)}.

(c) The little group G" = P2 am is specified by
the coset representatives of its decomposition with
respect to the translation subgroup: (1, o), (2, 7,),
(m_, 0), (my, 7,). The little co-group G* = {1, 2., m,
m_} is isomorphic to the point group 2_mm.

(d) The coset representatives of the decomposi-
tion of P4,/mbc relative to P2,am are as follows:
{(1,0), (2.. 0), (4, 7)), and (4,,7,)}.

3. Allowed irreps of GT

As the little group G7 is non-symmorphic and the
k vector is on the surface of the Brillouin zone, it is
not possible to derive directly the allowed irreps of
P2,am from the point-group irreps of the little co-
group 2mm. The program determines the allowed
irreps following the composition series for the little
group P2,am: P2.am > Pm 1> T .

The little group of the k-vector has 4 allowed
irreps:

P2,am (1,0 (2, ) (m,, 0) (my, 75)
D"! 1 g 1 g
D"?2 1 € 1 €
D"? 1 € 1 €
D"* 1 & 1 &

g, =exp(il13.4) and g, = exp(1293.4)

4. Full-group irreps

The (complex) characters of the full-group irreps
for all translational coset representatives of P4,/mbc
are represented by by their moduli and phase angles
in degrees [0]. The physicallyirreducible represen-
tations are formed by the pairs {D*" !, D*T-4} and
{D*T.2, D¥T.3}

The matrices of the full-group irreps for the non-
translation generators are presented in a blockmatrix
form. The program lists separately the induction
matrix M (W, w) and the corresponding blocks of
the little-group representation matrices specified by
the row-column indices of the nonzero entries of M

(W, w). For example, the matrix of the full-group
irrep for the generator (1, o) of P4,/mbc (No. 5 in
the list of generators)

D"'(1,0)=

with the following (1 % 1) blocks:

Block (1, 2) = (1.000, 0.0);
Block (2, 1) = (1.000, 0.0);
Block (3, 4) = (1.000, 180.0);
Block (4, 3) = (1.000, 180.0).

4.2. Point group representations

The information about the 32 (non-magnetic)
crystallographic point groups plays a fundamental
role in many applications of crystallography. In the
literature, there exists a lot of information about
crystallographic point groups and their representa-
tions. Some complete tables are given in Koster et
al. [19], Bradley & Cracknell [7], Altmann & Herzig
[1] (and the references therein). In our case, a selec-
tion of these data have been recalculated and is now
available online via the Bilbao Crystallographic
Server. The point-group databases are part of the
core shell of the server. They provide essential in-
formation for a point-group analysis in applications
related to crystallographic, solid-state or phase tran-
sitions problems. The information about the irreps
of the 32 point groups is obtained from the program
REPRES for the particular case of k = I'(0, 0, 0).
The generated point-group data have been stored as
an XML database of the server.

4.2.1. The program POINT

The program POINT displays a set of tables for
each of the 32 crystallographic point groups which
are specified by their international (Hermann-
Mauguin) and Schoenflies symbols:

1. Character table. The character table provides
the characters of the ordinary irreps of the chosen
point group. The irreps are labelled in the notation
of Mulliken [24] and by the I" labels introduced by
Bethe [6], see also Koster et al. [19]. The matrices
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of the degenerate irreps as calculated by REPRES
are also accessible. The number of point-group
elements in a conjugacy class is indicated by the
listed multiplicity. In addition, the transformation
properties of the cartesian tensors of rank 1 (vectors
and axial vectors) and 2 are displayed. (The tensor of
rank 0 belongs always to the totally symmetric irrep
and is not listed explicitly). Cartesian tensors that
transform according to two- or three-dimensional
irreps are joined by brackets.

2. Subgroup table. The point-group types of the sub-
groups of a point group are listed with the correspond-
ing indices with respect to the initial point group.

3. Irrep multiplication table. The table shows
the decomposition into irreducible constituents of
the Kronecker (direct) product of any pair of point-
group irreps.

4. Tensor representations. A physical property
can be represented by a tensor which transforms,
in general, according to a reducible representation.
Any reducible representation can be decomposed
into irreducible constituents applying the so-called
reduction (“magic”) formula:

1 .
'~ D nI',, where n; = @ZX(g)XI ()
i g

Here, I represents a reducible representation expressed
in terms of its irreps I',. The multiplicity of the irrep is
given by n, ‘G‘ is the order of the point group and y(g)
and y(g) are the corresponding characters of the reduc-
ible representation I" and the irrep I'..

The tensor-representation tables one finds the
decompositions into irreducible constituents of rep-
resentations related to some important tensors (and
their powers), such as the vector V' (polar) or the
pseudovector A4 (axial), their symmetrized [V?] or
antisymmetrized squares, efc.

5. Selection rules for fundamental transitions.
The table displays the selection rules for infrared
and Raman vibrational (phonon) transitions. The
data in the first row of each table (specified by the
trivial irrep label) corresponds to the usual infrared
and Raman selection rules.

6. Subduction from the rotation group irreps.
Given a representation of the rotation group of di-
mension 2/+1, [ =0,. .. ,9, the table lists the point-
group irreps which appear in its subduction to the
chosen point group.

5. CONCLUSIONS

The Bilbao Crystallographic Server site provides
a free online interface for different crystallographic
databases and programs at www.cryst.chu.es.
The working enviroment is divided into several
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shells according to different topics, from simple
retrieval tools for access to crystallographic data
to more sophisticated solid-state applications.The
programs available on the server do not need a
local installation the only requirement is an Internet
connection and a web browser. The programs on the
Bilbao Crystallographyc Server have user-friendly
interfaces with links to documentation an online help
for each of the consecutive steps in a calculation.
One of the important advantages of the server is
that the different programs can communicate with
each other, so that the output of some programs
is used directly as input dato to other. In that way
the server has turned into a workin environment
with the appropiate tools for treating problems of
theoretical crystallography, solid-state physics and
crystal chemistry.
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KPHUCTAJIOI PA®NS OHJIAVIH: BUJIBAO KPUCTAJIOI PA®CKH CHPBHP

M. U. Apoiio'*, X. M. Ilepec-Maro!, JI. Opo6enroa', E. Tacuu!,
I'. ne na ®nop', A. Kupos?

I Kameopa @Qusuxa na kondensupanama mamepus, backu Ynueepcumem, 48040 Bunbao, Hcnanus
2 Kamedpa @uzuxa Ha konoensuparnama mamepus, Coghuticku Yrusepcumem, 15064 Cogus, Bvneapus

[Mocrbnuna Ha 7 ssHyapu, 2011 r.; npuera Hal9 anpui, 2011 r.

(Pesrome)

bunbao Kpucranorpadekn CepBbp € yedcalT ¢ kpucranorpadcku 06a3a JaHHH ¥ IPOrpaMHM, JOCTBIIHU OHJIAWH

(www.cryst.chu.es). B nponbikenne Ha moBede oT 10 roguHM CHPBBPBT MPEIOCTaBs KpucTanorpadcka nHGopMa-
IUsl, KaTO MpeJJIaTaHuTe JaHHU W IPOTPaMU MOCTOSIHHO ce OOHOBSIBAT W pasmmpsiBar. [Iporpamute Ha ChpBBpa HE
Ce HYXKIasT OT JIOKAJTHO MHCTAIMPAHE | MOTaT Aa ObAaT u3noia3Banu o0e3miaTHo. bunbao Kpucranorpadceku ChpBop
peocTaBsi CBOOOJICH JOCTHIT 10 HHPOPMAIU OT 00II XapaKTep CBbpP3aHa C KPUCTATIOrpad)CKUTE TPYIIH HA CUME-
Tpus (rereparopu, oonm u cnenuanrnu Wyckoff mosummu, 300 Ha Brillouin u T.H.). OCBeH NpIIIOKCHHUATA 32 JIU-
PEKTHO YeTCHE Ha ChXPaHSBAaHUTE JaHHU, ChPBBPBT pa3moara ¢ IporpaMu 3a aHAJIM3 Ha BPB3KUTE TPyIa—IIOArpyIa
3a MPOCTPAHCTBCHUTE TPYITH, TEXHUTE MPEACTABSIHUS U T.H. FIMa ChIIO Taka MpOTrpaMHU MPOIYKTH 3a H3y4YaBaHE Ha
cnenuuIHA IPo0IeMH OT (PU3UKATa HA TBBPJOTO TSUIO, CTPYKTYPHA XUMUS H KPUCTAIOTpaQHs.
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Fundamental absorption edge of pure and doped magnesium sulfite
hexahydrate (MgSO,.6H,0) single crystals
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Absorption spectra of magnesium sulfite hexahydrate (MgSO,.6H,0), pure and doped with Co and Ni have been
studied in the spectral range of the fundamental absorption edge. The investigations have been carried out from 208

nm to 230 nm with linear polarized light EIl¢, E L¢ (€ is the optical axis of MgS0,.6H,0) which propagates in
the direction (1210 ). The influence of the Co and Ni ions on the spectral position of the absorption edge has been
proved. The structure of the absorption edge manifests good expressed linear dichroism in the mentioned direction.
The peculiarities of the linear dichroism in dependence of the impurity ions in the crystal lattice of MgSO,.6H,0 are

analyzed and discussed.

Key words: magnesium sulfite hexahydrate, fundamental absorption edge, linear dichroism.

INTRODUCTION

Themagnesiumsulfitehexahydrate(MgSO,.6H,0)
crystals are of the crystallographic class C, (without a
center of symmetry). The crystal symmetry suggests
presence of nonlinearity, piezo- and pyro-electric
properties and gyrotropy as well [1], [2]. The unit cell
of MgSO0,.6H,0 contains an octahedron Mg (H,0)Z"
and a pyramidal ion SOF [3], [4], [5]. The density
measurements of MgSO,.6H,0 are presented in [5].

Single crystals of MgSO,.6H,0 (pure and
doped with Ni, Co and Zn) for the time being are
grown only by the original method developed in
the Laboratory for Crystal growth at the Faculty of
Physics of Sofia University.

The impurities provoke changes of electrical,
optical and magnetic properties of MgSO,.6H,0
[6], [7], [8]. The influence of Ni and Co impurities
on the absorption spectra has been investigated in
direction (1210) with linear polarized light EIlc,
E 1 ¢ (cis the optical axis of MgSO,.6H,0).

Absorption spectra of magnesium sulfite
hexahydrate (MgSO,.6H,0), pure and doped
with Co and Ni have been studied in the spectral
range of the fundamental absorption edge in the
present paper. The ions Co*, Ni*" are in the same
isomorphous order with Mg*". Therefore the ions

* To whom all correspondence should be sent:
E-mail: Petya232@abv.bg
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Co?" and Ni*" can replace Mg*" ions in the crystal
lattice of MgSO,.6H,0. The concentration of Ni
and Co has been found by the analytical chemistry
methods and it amounts to 0.17 weight %.

The optical spectra give an opportunity to obtain
information about the fine spectral structures, the
transition selection rules and the impurity states in
the forbidden band [9].

The anisotropy of the crystal is conditioned by
the particles in the crystal lattice, by their mutual
dispositions and by the character of the chemical
connection. The linear dichroism in the optical
spectra is a result of the crystal anisotropy and can
be determined by measurements of the absorption
coefficient with linear polarized light Elfe and E 1 ¢.
The linear dichroism appears in all spectral regions
in the optical spectra of MgSO,.6H,0.

The Co?" and Ni**-ions influence considerably
on the optical spectra at the fundamental absorption
edge of MgSO,.6H,0.

EXPERIMENTAL RESULTS

The structure around 210-220 nm in the optical
spectraof MgSO,.6H,0 is the fundamental absorption
edge. The forbidden band width can be determined
from the position of edge.

The optical spectra are measured with linear
polarized light from 208 nm to 230 nm for pure and

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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Ni doped MgS0O,.6H,0 and from 200 nm to 280
nm for Co doped MgSO,.6H,O. The spectra are
presented at Fig. 1, Fig. 2, Fig. 3. The wave vector
of the incident light is k77(1210), k¥ 1 z -

The absorption coefficient spectra at the
fundamental edge have a typical unusual form —
a rapid value decreasing to the short length wave
(Fig.1, 2, 3). The part of the spectrum to the longer
waves belongs structurally to the fundamental
absorption edge.

The spectral positions of the fundamental edges
of pure and doped MgSO,.6H,0 for light polarization
Elle , E 1 ¢ are presented in Table 1.

The absorption coefficient spectra are most
strongly influenced by the presence of Ni and Co
in the spectral region of the fundamental edge. The
impurities cause a displacement of edge spectral
positions for EIIc , E LT to the longer light wave.

MgSO .6H .0
— 201
£
S,
S 151
1.0
051
205 210 215 220 225 230
A[nm]

Fig. 1. Absorption spectrum of MgSO;.6H,0 for light
polarization £ 1 ¢ and Ellc

~ 5 MgSO _.6H O:Ni
c 2
S,
=1

2.0

151

]
1.0
205 210 215 220 225 230
A [nm]

Fig. 2. Absorption spectrum of MgSO,.6H,0: Ni for light
polarization £ L¢ and Ellc

MgSO,.6H,0:Co

= 4.0]
® 35!
3.0
2.5]
2.0
1.5
1.0
0.5

280
A[nm]

Fig. 3. Absorption spectra of MgS03.6H,0: Co for light
polarizations £ L ¢ and Ellc

200 220 240 260

The value change of the absorption coefficient in
the vicinity of the fundamental edge is proportional
to the impurity atoms concentration.

The optical structure at the edge for £ L has a
doublet character (Fig. 1, 2, 3).

The presence of linear dichroism (Aa) shows
that the crystal anisotropy influences essentially the
absorption of pure and doped MgSO,.6H,0O. The
linear dichroism in the region of the fundamental
edge is characterized with a maximum at: 218.6 nm
for MgSO0O,.6H,0; 220.0 nm for MgS0O,.6H,0: Ni
and 247.2 nm for MgS0,.6H,0: Co, (Fig.4, 5, 6).

The linear dichroism changes its sign in the short
wave range for MgSO,.6H,0: Ni and in the long
wave range for MgSO,.6H,0:Co.

DISCUSSION

The analysis of the spectra in Fig. 2, 3 shows
that the Ni and Co-ions influence on the position
of the absorption edge and change the value of the
absorption coefficient.

The linear dichroism in the optical spectra of
MgSO0,.6H,0 is well expressed. It is a result of the
selection rules for the transitions from the valence
subbands to the conduction band.

The difference in the magnitude of the maximum
in the linear dichroism at the edge for pure and doped
MgSO,.6H,0 can be explained by the different
coefficients of the edge impurity displacement for
both polarizations.

The position change of the maximum in the
linear dichroism explains the disturbances in
MgS0,.6H,0 conditioned by Co and Ni presence.
Ni** and Co?" ions create additional vacancies in the
crystal lattice. These vacancies cause the arising of
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Table 1. Spectral positions of the fundamental edges of pure and
doped MgSO,.6H,0 for light polarization Ellc, E L ¢ atroom

temperature
MgS0;.6H,0 216.7 nm for Ellc 221.7nmfor E 1 ¢
MgSO0;.6H,0:Ni 221.5 nm for Ellc 2234nmfor E 1 C

MgS05.6H,0:Co

233.6 nm for Ell¢

2569nmfor £ 1 ¢

random strains and Coulomb interaction [10] which
contribute to the change of the local electric fields
[11] and smear the low energy periphery structure
of the absorption edge [12].

The appearance of Ni and Co impurity states in
the forbidden band is one of the basic mechanisms
for the explanation of the spectral position change of
the absorption edge. It can be concluded on the basis
of the absorption spectra around the fundamental
edge of pure crystal, that the edge displacement is
caused by impurity levels which are localized at the
minimum of the conduction band. The additional
impurity states influence the character of electron
transitions as a result of a deformation of the band
structure at the bottom of the conduction band. The
influence manifests itself as a change of the spectral
positions of the edge structure to the longer waves.

The experimental absorption spectrum in the
vicinity of the fundamental edge of MgSO,.6H,0:
Ni is described with Urbach’s rule [14].

The theory shows that the linear dichroism
contains information about the electron transitions
[13]. The changes of the value and the sign of the
linear dichroism in the spectral range of fundamental
edge in accordance with the theory is an indication
that the band-band electron transitions are influenced
by the presence of Ni*" and Co?*-ions. Therefore the

S 15
< MgSO _6H_O
1.0 1
0.5 1
0.0 1
205 210 215 220 225 230
A[nm]

Fig. 4. Linear dichroism spectrum at the absorption edge
of MgSO,.6H,0

200

sign-changed shape of the linear dichroism spectrum
(Fig. 5, 6) is a consequence of the unparallelism
of the moments of the interband transitions. This
unparallelism can be considered as a result of the
asymmetry of the spin-orbit interaction in the Ni
and Co-ions. The asymmetry can be caused by the
internal crystal field [15].

0.6
MgSO,.6H,0O:Ni
0.4
5 02]
3
<
0.0 LS A

205 210 215 220 225 230
A[nm]

Fig. 5. Linear dichroism spectrum at the absorption edge
of MgSO,.6H,0: Ni

3.0
2.5
2.0
1.5
1.0
0.5+
0.0+
-0.5

MgSO_.6H,0:Co

Aad

"-....

260 280
A [nm]

200 220 240
Fig. 6. Linear dichroism spectrum at the absorption edge
of MgS0,.6H,0: Co
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The established difference of the maximum
positions in the linear dichroism spectra Aa(l)
(Fig. 5, 6) is a result of the additional spin-orbit
splitting of the valence band due to the ions of the
transition metals Co and Ni located in the crystal
lattice of MgSO,.6H,0 [16].

The energy band scheme of MgSO,.6H,O is
not developed. It can be concluded on the basis
of the experimental spectra that the energy gap of
MgS0,.6H,0 is direct. We assume that the valence
band is split in two subbands (A and B) due to the
spin-orbit interaction. The transitions from subband
A are allowed only for polarization £ L . The
transitions from subband B are allowed for both
polarizations (E L& , EII¢).

The change of the edge spectral positions of
MgSO,.6H,0 for Ellc, E L¢ in presence of Ni and
Co is caused by the impurity states arising in the
forbidden band near to the bottom of the conduction
band. The transitions from these levels determine
the edge displacing but the selection rules are the
same as by the pure MgSO,.6H,0.

CONCLUSIONS

1. Absorption spectra of pure and Ni and Co
doped MgSO,.6H,0 have been measured in the
spectral range of the fundamental absorption
edge with linear polarized light £//¢ and E 1 ¢ in
direction (1210).

2. It has been established that the forbidden
band of MgSO,.6H,0 is direct. It has been also
experimental proved that the Ni and Co cause
a displacement of edge spectral positions to
the longer light wave and a value change of
the absorption coefficient in the vicinity of the
fundamental edge.

3. The linear dichroism due to the crystal
anisotropy is established and analyzed in the vicinity
of the fundamental absorption edge. It is proved

that the impurities influence the linear dichroism
spectrum.

Acknowledgments: Financial support by Bulgarian
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gratefully acknowledged.
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ABCOPBIIMOHHU E®EKTHU OKOJIO PHbBA HA ITOI'JTBIIIAHE
HA HEJIETUPAHU 1 JIETUPAHU MOHOKPUCTAJIM OT MAT'HE3UEB
CVYJIOUT XEKCAXUAPAT (MgSO,.6H,0)

XK. Bynzapos', U. Unues?, T. [lumos?, I1. [TerkoBa?

! Coghuticku ynusepcumem ,, Ce. Kn. Oxpuocku*, @uzuuecku ghaxyimem
2 lymencku ynugepcumem ,, En. K. Ilpecnascku *, @axyimem no npupooHu HayKu

[ocrenuna Ha 26 sayapu, 2011 r.; mpueta Ha 6 anpwr, 2011 1.
(Pesrome)

W3cnenBany ca clieKTpHUTE Ha OTIIbIIAHE HAa MarHe3neB cyndut xekcaxuapat (MgSO,.6H,0), Henerupas uernpan
C KOOAJIT U HHUKEJI, B CIIEKTPAJIHUS IUana3oH OKoJIo prba Ha noriasiuane. M3cnenBanusra ca nposeaeHu ot 208 nm 1o
230 nm c nuHeitHO MONAPU3Mpana ceeTnHAa EllC, E 17 (¢ ¢ ontuunara oc Ha kpuctana MgSO,.6H,0). CreTnunara
ce pasmpocTtpaHsiBa o Hanpasienue (1210 ). Jlokaszano e BiusHreto Ha Co v Ni HOHH BbpXY CIIEKTPATHOTO HOJIOKEHNE
Ha pb0a Ha morreinane. CTpyKTyparta IpHu pb0a Ha MOTITBIIaHe MPOSBABA T0OpE U3Pa3eH JINHECH TUXPOU3BM, KOTaTo
CBETJIMHATA CE Pa3lPOCTPaHsBa B HaNpaBieHue (1210 ). AHAIM3HPAHH U UCKYTHPAaHH ca OCOOCHOCTHTE B JIMHEHHUS
JUXPOU3BM, ABJDKAIIN Ce HA IPUMECHUTE HOHH B KpHUCTaiaHaTa permerka Ha MgSO,.6H,0.
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M@éssbauer spectroscopy and neutron diffraction experiments were carried out for study of LaSrFeO,, synthesized
by wet chemical method. The data obtained were interpreted on the basis of ab initio quantum-mechanical modeling.
The experimental results from Mdssbauer spectroscopy and model calculations show that occupational distribution of
La and Sr atoms on (4e) Wyckoff positions of [4/mmm space group (confirmed by neutron diffraction) is not random
as previously assumed, but predominantly in double layers of either La or Sr. The distribution of each double layer is
however random. The quantum mechanical model calculations of La and Sr arrangement along the c-axis explain the
presence of two Mossbauer sextets at low temperature despite the unique position of Fe in the unit cell.

Key words: Mdssbauer spectroscopy, neutron diffraction, modeling

INTRODUCTION

The increased interest towards LaSrFeO, in
recent years is invoked by the possibility of using
this material as a cathode in solid oxide fuel cells
(SOFC), operating at high temperature. The
compound possesses high electron-ion conductivity,
significant oxygen diffusion, thermo-mechanical
stability and other properties suitable for SOFC
cathode application. The compound crystallizes in
K,NiF, — type structure and constitutes a particular
case of Ruddlesden-Popper phases A . B,O,.,
with n = 1. From the viewpoint of its structure
the question if La** ion (ionic radius R = 1.03 A)
and Sr** (R = 1.18 A) randomly occupy the same
Wyckoff crystallographic position (4e) in tetragonal
space group I4/mmm despite the difference in
their effective ionic radii and valence, needs
further experimental and model investigations.
The diffraction experiments [1-3] provide rather
averaged information about the local distribution of
the atoms, whereas the Mdssbauer spectroscopy is
sensitive to the coordination polyhedron of atoms
surrounding the Fe (forming the first coordination
sphere). Mossbauer spectrum cumulates also the
influence of more distant atoms around Fe atom
that form the second coordination sphere. Hence,

* To whom all correspondence should be sent:
E-mail: dneov@abv.bg
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the complementary data from both experimental
methods and model calculations of fine parameters
of the structure of LaSrFeO, could explain better the
observed physical properties.

Practically all authors report random distribution
of La and Sr ions in the ,,rock-salt” layers between
“perovskite” layers formed by adjacent FeO, octa-
hedra. Although seemingly natural, such distribution
needs further unconventional assumptions in order
to explain the experimentally obtained peculiarities
of Mossbauer spectra and their temperature depend-
ence. Additional argument for carrying out our in-
vestigation is the rather strong dependence of the
Neel temperature (Ty) from the method of com-
pound synthesis. In particular, depending on which
one is used — solid-state reaction at various tempera-
ture regime or wet chemical method, T, deduced
from the Mdssbauer experiments varies from 300 to
380 K [3-6]. At the same time, electrical resistivity
covers much wider range, 2.6.10> — 2.4.10° Q.cm
(almost tenfold variation) [5]. Because of the fact
that crystal structure remains unchanged (in the ex-
perimental uncertainty range), such high variations
indicate possible different oxygen content, differ-
ent oxidation state of iron and different distribu-
tion of the cations in La-Sr-O rock-salt layers. All
mentioned factors are strongly affected by the com-
pound synthesizing conditions, namely by maximal
temperature of synthesis and if oxidizing or reduc-
ing atmosphere was applied.
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The goal of the current study was applying neu-
tron diffraction, Mossbauer spectroscopy together
with first-principle quantum-mechanical modeling
to reach more reliable interpretation of LaSrFeO,
structural data.

EXPERIMENT

Synthesis of LaSrFeO, was carried out by a ni-
trate-citrate method. Highly pure La,O,, Sr(NO;),
and Fe(NO,),.9H,0 were used as starting materials.
The oxides and nitrates in respective stoichiometric
ratio were dissolved in aqueous solution of nitric
acid at heating and stirring. After complete disso-
lution citric acid in molar ratio 3.3:1 in relation to
metal ions was added. The obtained clear solution
was concentrated and dried at 200 °C. After dry-
ing, the self-combustion of the dry residue gave
powdered precursors. A thermal treatment at tem-
peratures from 700 to 1100 °C for 2 hours and si-
multaneous thermogravimetry/ differential thermal
analysis (TG/DTA) was performed to observe the
thermal decomposition of precursors. The TG/DTA
measurements were made using Q-1500-D deriva-
tograph at heating rate of 10 °C/min in the tempera-
ture range from 15 °C to 1000 °C in air atmosphere.
The ceramic powder was pressed to bars and sin-
tered at 1250 °C for 5 h and at 1400 °C for 1 h.
Phase composition of obtained ceramic powders
was characterized by X-ray diffraction. The micro-
structure of sintered samples was observed by scan-
ning electron microscopy (SEM) using JEOL-JSM-
35CF microscope.

Neutron diffraction (ND) experiment was carried
out on E9 — Fine Resolution Powder Diffractometer
at the BER II reactor of Helmholtz Centre Berlin for
Materials and Energy. The powder sample 5g in weight
was measured at room temperature. The wavelength of
neutron beam was A = 0.1797 nm. The structure was
refined using FullProf program [7], by minimization
of the weighted sum: 2 =X, w, [, ;. 20) — y,.. O

Mossbauer spectroscopy measurements were
implemented using a standard transmission tech-
nique with a source of *’Co in Pd. The sample was
mounted in close-cycle helium cryostat and the reso-
nance y-ray absorption spectra were measured in the
temperature range from 9.3 K to 295 K. Calibration
of the velocity scale was made by ARMCO iron as
standard absorber.

MODELLING

The model calculations were performed via
the ultrasoft pseudopotentials and a plane wave
basis set as implemented in the Quantum Espresso
(QE) integrated suite of computer codes [8]. The
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generalized gradient approximation (GGA) of
Perdew, Burke and M. Ernzerhof (PBE) [9] was
used. The applied pseudopotentials with QE were
ultrasoft, generated by the Vanderbilt scheme [10]
and taken from the QE distribution [8]. The wave
functions at each k-point are represented by the
numerical coefficients of a finite set of plane waves,
determined by a kinetic energy cut-off. The k-point
sets were generated automatically, following the
Monkhorst — Pack (MP) scheme [11]. To decrease
the number ofk-points needed to sample the Brillouin
zone, the crystallographic symmetry of the sample
was considered. The computation of interatomic
forces was performed by the Hellmann-Feynman
theorem [12]. Hubbard corrections (GGA+U) as
implemented in QE approach were performed in
order to take into account the strong on-site Coulomb
interaction (U) presented in the localized 3d
electrons of Fe, and in turn to describe well the band
gap. In the present work, the GGA+U corrections
of Dudarev et al. [13] are used, which depends on
the effective Coulomb interaction U =U—J, with J
being the screened exchange energy. The used in
calculations value for U_; was taken to be 4.5 eV
[13]. A Gaussian electron energy level smearing
with width of 0.08 eV was introduced.

The initial calculations started with convergence
studies to determine the kinetic energy cut-off and
the size of the MP grid. Iterations using self-con-
sistent field (SCF) cycles were performed until the
difference of the total energy was checked less than
107 eV. The forces in the unit cell and the lattice
vectors were relaxed using ground state structural op-
timization via the Broyden algorithm as implemented
in the QE. Calculations were performed until the in-
teratomic force became less than 7x107 eV/A and
the cell pressure (for the lattice constant calculations)
was less than 0.05 kbar.

EXPERIMENTAL RESULTS
AND DISCUSSION

Rietveld analysis of neutron diffraction data of
LaSrFeO, collected at room temperature [3], Fig. 1,
was performed using scattering lengths 8.24, 7.02,
9.450 and 5.803 fm [10"m], for La, Sr, Fe and O
nuclei, respectively. The background of multidetec-
tor data was approximated by six parameters poly-
nomial curve.

The fit with tetragonal [4/mmm space group, i.e.
K, NiF,-type structure [14], Fig. 2, was successful.
The Bragg R-factor was 4.52 and y*= 3.05. The
calculated unit cell parameters are a = b = 3.8694 A
and ¢ = 12.7322 A, respectively. These values are in
agreement with the previously reported data, which
depending on the synthesis conditions lie in the



L. Dabrowski et al.: Structure of LaSrFeO,: neutron diffraction, Mdssbauer spectroscopy and modeling

range: a = 3.86-3.88 A, and ¢ = 12.687-12.760 A,
[1,2]. The atomic positions, isotropic temperature
factors (B) and the occupancy of equivalent positions
are given in Table 1.

The calculated axial and equatorial bond lengths
Fe-02,,,,= 2.172A and Fe-Ol,, = 1.935A in FeO,
octahedron differ by nearly 10%, but the axial
symmetry along the c-axis is preserved and the
angle 02-Fe-02 is exactly 180°. Surprisingly high
is the difference between the isotropic temperature
factors of oxygen Ol (B = 0.699 A?) and O2 (B =
1.724 A2) as is shown in Table 1. This difference
seems to be characteristic for all A-substituted R-P
phases [4—6]. Most probably, it is a direct result of
the quasi-random distribution (as calculated by ab
initio modeling) of La’" and Sr**-ions in the rock-
salt layer (bilayer) around the apical oxygen (O2)
of FeOg4 octahedron. The different arrangement,
effective ionic radii and electrical charge of La*
(R=1.032A) and Sr* (R = 1.18 A) disturb the
equilibrium position of O2, what is registered by
neutron scattering as a higher value of the Debye-
Waller factor. The significant influence of La and Sr
distribution on the resonance y-spectra was observed
by low temperature Mossbauer experiment, as well.

Neutron diffraction data of LaSrFeO, point to
tetragonal structure in which lanthanum and stron-
tium atoms are distributed randomly among the (4¢)
Wyckoff positions. Moreover, from diffraction data
it follows that the Fe atoms are crystallographically
equivalent and hence experimentally undistinguish-
able. Fig. 3 shows the Mdssbauer resonance absorp-
tion spectrum of LaSrFeO, measured at 9.3 K. A
model of two sextets with equal effective magnetic
field (H,y), isotrope shift (IS) and different quad-
roupole splitting (Q) plus a small contamination
singlet was accepted. Fig. 3 and Table 2 illustrate
a good coincidence with the experimental data.
A posible interpretation of this result can be done
by the admission (in contradiction with diffrac-
tion data) of two non equivalent Fe ions in the unit
cell. In reality, the variable distribution of La*" and
Sr** ions in the second coordination sphere of Fe
ions influences (as follows from the model calcula-
tions) the spatial electrons distribution, as well as,
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Fig. 1. Neutron diffraction spectrum of LaSrFeO,. Peak
positions and difference curve are shown below the
experimental points and fitting curve

Fig. 2. Crystal structure of LaSrFeO,

Table 1. Crystal structure parameters of LaSrFeO,, obtained by Rietveld analysis of
neutron diffraction data, T =298 K; La and Sr ions occupy the Wyckoff position (4e)

Atomic positions

Atom B Occupancy

X y z
La, Sr 0. 0. 0.3580(5) 0.643 4 (4e)
Fe 0. 0. 0. 0.565 2 (2a)
O1 0. 0.5 0. 0.699 4 (4¢c)
02 0. 0. 0.1703(7) 1.724 4 (4e)

205



L. Dabrowski et al.: Structure of LaSrFeO,: neutron diffraction, Mossbauer spectroscopy and modeling

1,005 T T T T T 1

1,000

0,995 -

0,990 -

0,985 -

Intensity [a.u.]

0,980 |- | LaSrFeO, ° 4
| T=93K

0,975 1 1 1 1 1 I
-15 -10 -5 0 5 10 15

Velocity [mm/s]

Fig. 3. Mossbauer spectrum of LaSrFeO, at 9.3 K. The
singlet is due to <5% contamination phase

the position of the apical oxygen O2, thus chang-
ing the symmetry and intensity of the electrical field
in FeO, octahedron. The Q value of the sextets is
relatively stable as a function of T below the liquid
nitrogen temperature and converges to nearly equal
value above 150 K. The obtained values of isomer
shift are characteristics for high spin state of Fe**
(S=5/2).

Mossbauer spectra collected in the temperature
interval from 78 K to 295 K are presented in Fig. 4.
The Mdssbauer spectroscopy measurements at room
temperature reveal a small quantity of Fe*" in the
studied sample in good accordance with [2], where
by direct chemical method (titration) Fe* content of
about 10% was detected in LaSrFeO,. The best fit
of resonance curve at T =295 K was done by two-
component quadroupole doublet. Taking into ac-
count the unique position of Fe ions in the structure,
a model with equal Q and different IS of constitu-
ent doublets was applied. The values of Q and IS
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Fig. 4. Mossbauer spectra of LaSrFeO, measured in the
interval 78-295 K

of components are given in Table 2. The presence
of two doublets: IS = 0.42 mm/s and 0.27 mm/s is
a contribution from the different oxidation states of
iron atoms. According to [2], these two components
can be attributed to Fe** and mixed Fe** — Fe* state
of iron, respectively. The deduced parameters of
hyperfine interactions parameters H;, Q and IS are
summarized in Table 2.

MODEL OF THE LOCAL
MICROSTRUCTURE

The crystal structure of LaSrFeO,, [1-3], is te-
tragonal, space group No 139 — [4/mmm. Every Fe
atom is followed by oxygen and then either La or Sr
atoms along the Z axis. All possible local configura-
tions are numbered by 1 to 4 as follows: (1) La-O-
Fe-O-La, (2) La-O-Fe-O-Sr, (3) Sr-O-Fe-O-La and
(4) Sr-O-Fe-O-Sr, respectively. Such configurations

Table 2. Mossbauer hyperfine interactions parameters calculated from
the data presented in Fig. 2 and Fig. 3.

T [K] H[T] Q [mm/s] IS (8) [mnv/s]
9.3  Sextet | 52.00 -0.40 0.377
Sextet 2 52.21 —0.195 0.391
Singlet - 0.226
78 Sextet 1 49.30 -0.39 0.376
Sextet 2 49.47 -0.20 0.446
150  Sextet 1 42.06 -0.28 0.378
Sextet 2 44.55 -0.29 0.391
180  Sextet 1 38.44 —0.284 0.344
Sextet 2 41.68 -0.29 0.367
295  Doublet 1 - -1.09 0.27 56%
Doublet 2 - -1.00 0.42 44%
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Table 3. Positioning of atoms in the perovskite unit cell.
X,Y,Z are the coordinates in case of local configurations
(2) La-Sr and (3) Sr-La (I4/mmm symmetry) and XYZ’
are the coordinates in case local configurations (1) La-
La and (4) Sr-Sr (P4/mmm symmetry)

Atom X Y VA zZ’

6} 0.0 0.0 0.1706 0.1729
0.0 0.0 0.8294 0.82710

(6] 0.5 0.5 0.3294 0.3539
0.5 0.5 0.6706 0.6461

o 0.0 0.5 0.0 0.0
0.5 0.0 0.0 0.0

o 0.5 0.0 0.5 0.5
0.0 0.5 0.5 0.5

Fe 0.0 0.0 0.0 0.0
0.5 0.5 0.5 0.5

Sr 0.0 0.0 0.3581 0.3690
0.0 0.0 0.6419 0.6310

La 0.5 0.5 0.1419 0.1630
0.5 0.5 0.8581 0.8370

should lead to different environment for the Fe at-
oms and hence Mossbauer effect should distinguish
three different sextets since configurations (2) and
(3) are equivalent in the terms of local environment
and lead to the same sextet. In case of random distri-
bution of La and Sr atoms in the crystal unit cell all
configurations (1)—(4) should take place with equal
frequency and all three sextets should be present. If
configurations (1) and (4) are more likely we should
observe two sextets and if only (2) and (3) are eli-
gible we should observe only one sextet contrary to
the experiment. It should be noticed in addition, that
configurations (2) and (3) disrupt the local symme-
try along c-axis — the inversion substitutes La atom
with Sr and the opposite. Furthermore, La** and Sr**
have different ionic radii and it is rather doubtful
that their unique positions in the unit cell are pre-
served after substitution. Atomic positions in the
unit cell are arranged in Table 3 in the case of local
configurations (1) La-La and (4) Sr-Sr.

The computer simulation of the local configu-
rations (1) and (4) mentioned before, revealed
that strontium and lanthanum positions, as well
some of oxygen positions listed in Table 3 are
not stable. Minimum of the internal energy is
reached if they are slightly displaced along the c-
axis; these new values are designated in Table 3
by Z'. Such change of the atomic positions causes
the change of the space group from [4/mmm to
P4/mmm, as well.

To find the most suitable positions of La
atoms substituted by Sr ones, different structures
representing the geometrically equivalent positions
were tested. In order to obtain results for the
stability of the different structures, calculations were

performed for a fixed volume with relaxation of the
atomic positions. The most stable configuration
was found to be the structure where the Sr and
La atoms are grouped in double layers, randomly
distributed between perovskite layers formed by
FeOy octahedra.

When the concentration of Sr and La equals to
Y (the case of LaSrFeQ,), the ratio of probability
of configurations (1) or (4) — P,., and probability of
configurations (2) or (3) — P,.; can be represented
by the Boltzman factor P _,/P, ,=exp(—V/2kT). The
configuration potential V=-0,22 eV was calculated
under the assumption of finding the atoms in their
X,Y and Z' equilibrium positions, given in Table 3. At
room temperature the Boltzman factor is exp(V/2kT)
=~ 70.5 hence the low-symmetry configurations (2)
and (3) should not take place. It should be noted
that this conclusion refers to the equilibrium state of
LaSrFeO, which is not necessary the case. Taking
into account the moderate maximal temperature at
which the sample was synthesized and assuming
equilibrium temperature of the compound of about
600K, we obtain factor exp(V/2kT)=8,4. Therefore,
from this result it follows that low symmetry
configurations should be observed with very low
intensity or not observed at all.

LOCAL CHARGE DENSITY
DISTRIBUTION

For both practical and theoretical point of view
it is important to determine how the electron density
around Fe ions changes at the substitution of La by Sr.
Lanthanum has one 5d electron and two 6s electrons
or 3 valence electrons. The rest of the electrons (54
= 57-3) belong to the “core” and do not participate
in chemical bonds. Using “ab initio” methods for
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Fig. 5. Local distribution of the electron density along

(001) direction for La-O-Fe-O-La and Sr-O-Fe-O-Sr
configurations
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calculation of electronic structure of Sr-containing
compounds it is common to take into consideration
not only two 5s electrons of strontium but also six
4p electrons or eight electrons altogether. Charge
distribution corresponding to local configuration (1)
and (4) is depicted in Fig. 5.

Comparing the charge distribution in both cases
we observe significant influence of La and Sr on the
electron density around Fe atoms, Fig. 5. Evidently,
the wide accepted opinion that the oxygen is shielding
Fe ion from the influence of La and Sr is not justified
in the case of LaSrFeO,. The electron density
around Fe is higher in presence of La atom. The
model calculations of electron density distribution
clearly demonstrate the influence of atoms from the
second coordination sphere of Fe-ion on the electric
field in FeO, octahedron thus providing a plausible
explanation of the observed two Mossbauer sextets
at low temperature.

CONCLUSIONS

Results of neutron diffraction and Mossbauer
spectroscopy study of LaSrFeO,, synthesized by ni-
trate citrate method, were compared with quantum
mechanical model calculations. The random substi-
tution of lanthanum by strontium, although widely
accepted, was found to be energetically non favo-
rable. It was found that the internal energy is mini-
mal in the case when La*" and Sr** ions form La-La
and Sr-Sr bilayers in the rock-salt layers which are
randomly distributed in the structure. The data from
low temperature Mossbauer spectroscopy were in-
terpreted on the basis of established K,NiF, — type
crystal structure. A model of two sextets verified
by model calculations of electron density distribu-
tion was used for deconvolution of the resonance
absorption spectra.
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CTPYKTVYPA HA LaSrFeO,: HEYTPOHHA JJUODPAKIIN A,
MBOCBAYPEBA CIIEKTPOCKOIIWA U MOJEJIMPAHE

L. Dabrowski', /1. Heo**, B. Autonos?, M. Maukoga®, C. Heos?, B. Koxxyxapos®

! Atomic Energy Institute, 05-400 Otwock, Swierk, Poland
2 Uncmumym 3a a0peru uzcne0sanus u iopeHa enepeemuxa, bvreapcka akademus na anayxkume,
1784 Cogus, Bvreapus
3 Xumurxomexnonoeuuen u memanypeuyen ynusepcumem, 1756 — Coghus, Boaeapus

[MocTpmuna va 27 sHyapu, 2011 r.; npuera Ha 12 anpu, 2011 1.
(Pesrome)

[loBuIIeHUAT MHTEpPEC KBbM CIOKHUTE OKHCH Ha MPEXOJHHTE METAIN C HEPOBCKUTHA W IIEPOBCKHUTOIOJO0HA
CTPYKTYpa Tpe3 MOCIEIHNTE TOAUHN € MPEAN3BUKaH OT OTKPUBAHETO HA BHCOKO-TEMIIEpaTypHaTa CBPBXIIPOBOIM-
MOCT, a CBIIIO TaKa OT Bb3MOKHOCTTA 3a MPHJIOKEHUETO HA TE3M OKHUCH B BUCOKOTEMIIEPATypHHUTE TOPHUBHHU KIETKU
(SOFC). B macrosmieTo n3ciensane 0s1xa H3BBPIICHN OMUTH 110 MBocOaypoBa CIIEKTPOCKOITUS U HEYpPOHHA AU(paK-
st BbpXy cbheauHennero LaSrFeO,, npencrasissamo dacteH ciaydail Ha Pymnecmen-Ilomep daza A . B.O, ., ¢
n=1. Cunre3pt Ha LaSrFeO, Gemre nmpoBeaeH 10 CPaBHUTEIHO PSIKO M3IIOJI3BAH METOJ] OT PA3TBOPH HA U3XOJHHUTE
BeriecTBa. [lomyunuTe naHan 0sixa 00sCHEHH Ha 0a3aTa Ha KBAHTOBO-MEXaHUYHO MOJEJHpaHe 1o MeTona ab initio.
ExcniepumenTsT o MpocOaypoBa CIEKTPOCKONIHS M MOJIEJIHUTE IpecMATaHUs 1mokas3sar e La m Sr atomu He ce
pasnpenensT ciydaitHo B Yaitkod nosunuute (4e) Ha [4/mmm npocTpaHCTBEHA TpyIa KaKTo Ce IMPEAIoararie mpe-
BapHTEITHO, a IPEUMYIIIECTBCHO B IBOWHU CII0OeBE ChCTaBeHU OT La mnm Sr. Te3u nBoitHM cioeBe obave He cieaBaT
OIIpeZieTieHa MOCIIEJ0BATEIHOCT B KpUcTaia. MoJeTHUTE IPEeCMATaHNs Ha PA3IIOI0KEHHETO Ha JTaHTaH U CTPOHIIME-
BUTE aTOMH 10 OCTa ¢ 00SICHSBA CBIECTBYBAHETO Ha JiBa MbOCOAYpOBH CEKCTETa MPU HUCKH TEMIIEPATYPU BBIIPEKH
€/IMHCTBEHATa KpHucTanorpadcka mo3unus Ha JKelsI30TO B eJIeMEHTapHaTa KIIeTKa.
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Cysteine modified silica submicrospheres as a new sorbent
for preconcentration of Cd (II) and Pb (II)
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In this research, submicronsized silica (SiO,) spheres with uniform spherical morphology are grown using the
Stober sol-gel process and subsequently, functionalized with (3-aminopropyl)-trimethoxysilane (APS). These spheres
are further modified by chemical binding with L-cysteine (SiO,-CYS). The composition, structure, morphology and
surface properties of the particles obtained are characterized by using elemental analysis, SEM, XRD, Zeta potential
and N, adsorption measurements. Experiments performed showed that SiO,-CY'S particles permit fast and quantitative
sorption of Cd (II) and Pb (II) in the pH range 7-8 and could be used for the separation and preconcentration of Cd
(I) and Pb (II) in water samples. Sorption procedure developed is characterized with high concentration factors and
ensures quantification of 0.01 pg/L Cd and 0.1 pg/L Pb in various types of water samples. Relative standard deviation
for the concentration range 0.01-1 pg/L Cd and 0.1-10 ug/L Pb varied between 4 and 11% for both elements.
Analytical method is applied for the determination of Cd and Pb in river, lake and sea water and verified by parallel
analysis using ICP-MS

Key words: amine functionalized silica submicrospheres, L-cysteine modification, solid-phase extraction, trace lead

and cadmium, surface waters.

INTRODUCTION

High concentration of minerals (approximately
3%) and very low content of metal ions in highly
salted sea lakes and sea waters are the two major
problems that preclude the application of simple,
direct instrumental approach for their analysis [1].
Therefore, the isolation and enrichment of analytes
is a key stage of each analytical procedure for
the determination of ultra trace concentrations.
Methods based on solid phase extraction (SPE)
are widely used for this purpose. The efficiency of
SPE procedure depends mainly on the nature and
properties of the sorbent material [2]. Among the
many types of solid phases used in SPE, silica is the
most common due to its advantageous characteristics
of thermal and mechanical stability, no swelling
and hydroxyl reactive groups [3]. Effectiveness
and selectivity of the adsorbent may be improved
by introducing suitable functional agents capable to
react with the silanol groups on the silica surface [4].
Functionalization of silica particle surfaces is com-

* To whom all correspondence should be sent:
E-mail: idakova@chem.uni-sofia.bg
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monly achieved using layer-by-layer assembly [5],
physical adsorption [6] and silane coupling agents
[7,8]. In recent years, silica particles chemically
modified with various ligands like 3-aminopro-
pyltriethoxysilane [9], 8-hydroxyquinoline [10],
thiourea [11], glycerol [12], thioacetamide [13],
alizarin violet [14]. 2-aminothiazole [15] and etc.
have been proposed in various SPE procedures.
(3-aminopropyl)-trimethoxysilane (APS) function-
alization is the most preferred method for obtaining
exposed amine groups on silica surface. Cysteine
(CYS) can be easily immobilized onto silica surface,
previously functionalized with amine groups and in
the same time it is a suitable ligand for metal ions
sorption due to the presence of three functional
groups (HSCH,CH(NH,)COOH) in the molecule.
CYS has been already used to modify surface of
the controlled pore glass [16], porous carbon [17],
poly(hydroxyethylmethacrylate) microbeads [18]
and silica gel [19]. However, the use of submicron-
sized silica spheres modified by cysteine for separa-
tion and preconcentration of trace metal ions has not
been reported in the literature.

In the present work, we focus our attention on
the synthesis and characterization of L-cysteine

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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modified silica submicrospheres and their applica-
tion for separation and preconcentration of trace
analytes. Submicronsized SiO, spheres with uni-
form spherical morphology are prepared using a
variation of the method developed by Stober et al.
[20]. Subsequently, the surface of these spheres is
functionalized with (3-aminopropyl)-trimethoxysi-
lane and further modified by chemical binding of
L-cysteine to the functionalized surface using the
bifunctional reagent (glutaraldehyde) (SiO,-CYS
particles). The characterization studies showed
that SiO,-CYS possess high affinity toward Cd (1I)
and Pb (II), ensuring very fast process of quantita-
tive sorption. This new sorbent was successfully
applied for SPE and determination of Cd and Pb in
surface waters.

EXPERIMENTAL

Reagents

Tetraethylorthosilicate (TEOS, 99%, Fluka,
Germany), ammonia (25 wt. % NH, in water), abso-
lute ethanol (EtOH, 99.6%), doubly distilled water
(DDW) and 3-aminopropyltrimethoxysilane, (APS
Fluka, Germany) were used to prepare the bare
silica (Si0O,) and amine-functionalized (SiO,-NH,)
spheres.

The stock standard solutions of Cd (II), and Pb
(I) (1000 pg/mL) were Titrisol, Merck (Darmstadt,
Germany) in 2% HNO,. All reagents used were of
analytical reagent grade. Working standard solu-
tions were daily prepared by appropriate dilution
with DDW. L-cysteine, hydrochloric acid, nitric acid
and glutaraldehyde (GLA, 25 wt.%) were provided
from Sigma—Aldrich, Germany and used to prepare
the cysteine-modified silica sorbent (SiO,-CYS).
The following buffer solutions were used for pH ad-
justment: CH,COONa/CH,COOH for pH 5-6 and
KH,PO, /NaOH for pH 7 and 8. All solutions used in
the experiments were prepared using DDW.

Apparatus and characterization

Flame atomic absorption spectrometry (FAAS)
measurements were carried out on a Perkin Elmer
Zeeman 1100 Bspectrometer (Uberlingen, Germany)
with an air/acetylene flame. The instrumental
parameters were optimized in order to obtain
maximum signal-to-noise ratio. Electrothermal
AAS (ETAAS) measurements were carried out on
a Perkin-Elmer (Norwalk, CT, USA) Zeeman 3030
spectrometer with an HGA-600 graphite furnace.
The light sources used were hollow cathode lamps
for Pb and electrodeless discharge lamps for Cd.
Optimal instrumental parameters as recommended
by the manufacturer are used. Elemental analysis
was carried out with an universal CHNOS elemental
analyzer Vario EL III (Elementar Analysensysteme
GmbH, Germany). The centrifuge K-1000
(KUBOTA Corporation, Osaka, Japan) was used
to separate silica microspheres and extracted metal
solution in batch experiments. A microprocessor pH-
meter (Hanna Instruments, Portugal) was used for
pH measurements. X-ray diffraction (XRD) patterns
were measured using Siemens D500 instrument with
the CuKo radiation (A = 1.54A) in 20 ranging from
15° to 85°. Scanning Electron Microscopy (SEM)
of the silica particles was carried out using a JEOL
JSM 5510 instrument operating at 10kV. A Nano
Z8S Zetasizer (Malvern Instruments Ltd.) was used
to determine zeta ({) potential of the particles. The
specific surface areas were determined by the BET
method through N, adsorption at 77K.

Synthesis methods

Figure 1 presents the scheme of preparation
of SiO,-CYS particles by chemical binding of
L-cysteine to amine-functionalized surface of SiO,
submicrospheres.

Sol-gel synthesis of silica submicrospheres and
surface functionalization. Silica submicron-sized
particles were synthesized by the modified Stober

Add
GLA

05

Sio,
submicrospheres
(Stober synthesis)

Aminated
SiO, spheres

CHO HOOC— CH— CH,SH
{ {
Add
GE
Sio, - CYS
spheres

Fig. 1. Scheme of preparation of SiO,-CYS particles
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procedure [20] at optimized reaction conditions as
it was described in a previous paper [21]. The rea-
gents were mixed in two starting solutions. Firstly,
TEOS (20.3 mL) was dissolved in absolute EtOH
(94 mL). A second solution was prepared by mix-
ing of ammonia solution (16.7 mL), distilled water
(20.3 mL) and absolute EtOH (209 mL). The sec-
ond solution was then rapidly added under magnetic
stirring to the first solution and mixture was left to
react for at least four hours at ambient temperature
(22 °C). The final reactant concentrations were 0.25
mol/L TEOS, 0.5 mol/L NH; and 5 mol/L H,O.

Thesilicaparticle surface was then functionalized
with aminopropyl groups using a modified one-step
process similar to that of Wu [22]. At our procedure
4 mL 3-aminopropyltrimethoxysilane (APS) was
injected into the above reaction mixture and allowed
toreact for additional 12 h at room temperature under
magnetic stirring. Upon completion of the reaction,
a silica surface terminated with amine groups
was obtained. For comparison, bare silica spheres
without addition of APS were synthesized as well.
The particles were then separated by centrifugation
and purified by redispersion in ethanol (three times)
and DDW (three times). Sonication was used to
redisperse the particles in the desired solvents.

L-cysteine modification of aminated silica
spheres. The cysteine was immobilized on the SiO,-
NH, using the bifunctional reagent glutaraldehyde
(GLA). GLA solution (25%, 1 mL) was taken and
made up to 40 mL with phosphate buffer (pH 7).
SiO,-NH, (1 g) was suspended in this solution
and was stirred at room temperature in a nitrogen
atmosphere to prevent oxidation. The reaction was
allowed to continue for 1 h during which time a
brown coloration was observed. The solid product
was collected by filtration, washed with water and
added to cysteine solution in phosphate buffer (50
mL) at pH 6. Nitrogen was slowly bubbled through
the solution for five hours at room temperature
(with stirring) and then the solution was left to
stay for 2 days. The solid product was filtered and
washed several times with DDW and dried under
vacuum at room temperature. Four different types
of functionalized silica samples were prepared by
modification with cysteine using different SiO,-
NH, /CYS ratios.

Adsorption studies. Adsorption of Cd(II) and
Pb(Il) ions from aqueous solutions was studied in
batch systems. Aqueous standard solution of (5 mL)
containing investigated metal ions (1 pg/mL Cd and
10 ug/mL Pb), 5 mL ofa buffer solution and 100 mg of
Si0,-CY'S were mixed together in a plastic centrifuge
tube. The mixture was stirred with an electric shaker
for 15 min and then centrifuged at 3000 rpm for
5 min. In order to investigate the distribution ratio of
elements studied, the supernatant was removed and
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analyzed by FAAS as effluate. The SiO,-CYS was
washed with DDW and trace analytes were eluted
from the sorbent particles by 2 mL 2 mol/L HNO,
for 15 min. In order to investigate the degree of
elution, after centrifugation the metal ions contents
in the eluate was determined by FAAS.

Sorption characteristics of the sorbent

The degree of sorption, adsorption capacity and
distribution ratio are calculated using the following
equations:

E=[(C,— C)/C] . 100
Q=(C-C).V/m
D=Q/C,

where: E is degree of sorption (%), Qis the adsorption
capacity (umol/g), D is the distribution ratio (mL/g);
C,and C,are initial and final concentrations of metal
ions (umol/mL), respectively. V'is the volume of the
solution (mL) and m is the mass of SiO,-CYS (g).

RESULTS AND DISCUSSIONS

Characterization of bare and
amine-functionalized SiO, submicrospheres

The SiO, particles synthesized in this study show
an X-ray diffraction pattern, typical of amorphous
solids (Fig. 2.)

Fig. 3a and b illustrate typical SEM micrograph
exemplifying the morphology and size distribution
obtained for the bare silica (SiO,) particles. Table 1
summarizes the main surface characteristics of the
bare silica (SiO,) and amine-functionalized (SiO,-
NH,) particles.

The SEM image proves that the methodology
employed to fabricate bare silica particles provides a
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Fig. 2. X-ray diffraction pattern of bare SiO, particles
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Fig. 3. (a) SEM image showing the representative morphology of synthesized via sol-gel procedure silica submicron-
sized particles; (b) particle size-distribution histogram determined by counting of 450 particles from different SEM

images using Image J software

reliable control on the particle form and size. Indeed,
perfectly spherical and monodispese silica particles
with smooth surface can be obtained at the reaction
conditions of the implemented sol-gel method. The
measured average size of the bare silica spheres was
411+16 nm. The process of amine-functionalization
did not change the morphology of silica spheres. As
it can be seen from Table 1, there is no difference in
the average diameter, size distribution and specific
surface area of silica particles before and after the
functionalization with APS.

Assuming nonporous particles, the specific
surface areas of the particles were calculated on
the base of SEM particle size and compared with
measured BET surface areas in Table 1. The
determined BET surface areas are larger than the
calculated values, but these values are on the same
magnitude, suggesting nonporous nature of the
particles [22].

The Zeta potential measured indicates that bare
SiO, spheres reach — 56.9 mV at pH 7. It is clearly
indicated from measuring of the (-potential that the
surface charge density of microspheres decreases (in

absolute value) with decreasing pH. The -potential
data at pH 7 indicate that the negative surface charge
on the spheres with APS on their surface is twice
reduced. Moreover, the effect of basic amine groups
on the silica surface is reflected in the positive value
of {-potential at pH 2.6, which causes a considerable
shift of IEP to higher pH value [22]. The {-potential
results and data from elemental analysis of SiO,-
NH, particles (Table 2) confirm a successful surface
functionalization of silica submicrospheres with
propylamine groups.

Characterization studies of SiO,-CYS
as a sorbent for SPE

Four different adsorbents were prepared from
Si0,-NH, by grafting different quantities of cysteine
groups on the surface of silica (Table 2). The
elemental analysis was carried out on the SiO,-NH,
and Si0,-CYS sorbents in order to determine C, N
and S contents. It is seen that the prepared SiO,-CY'S
includes O, N and S donor atoms. The experimental
results presented (Table 2) suggest that SiO,-NH,

Table 1. Main characteristics of bare and amine-functionalized silica

submicrospheres
C* (mV) Cs* (mV) : SBET Scalc
Sample (at pH 7) (at pH 2.6) Size (am) %) (m’/g)
Si0O, -56.9 —-14.7 411£16 13
Si0,-NH, -22.1 +50.8 409+17 12

*with 1mM added NaCl at 25 °C.
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Table 2. Elemental analysis of the prepared SiO,-CYS sorbents

Elemental analysis

Sorbent Si0,-NH,/CYS (g/mmol)
C (%) N (%) S (%)
Si0,-NH, 1:0 4.2 1.58 -
Si0,-CYS-0.2 1:0.2 7.53 1.98 1.14
Si0,-CYS 1:0.4 10.99 2.57 2.90
Si0,-CYS-0.6 1:0.6 10.35 2.13 2.24
Si0,-CYS-1.0 1:1.0 8.87 2.04 1.25

has been successfully modified by cysteine. The
results obtained showed that the sulphur content
is highest in SiO,-CYS (2.90%). The content of
nitrogen and sulphur in SiO,-CYS were estimated
as 1.82 and 0.91 mmol/g sorbent, respectively.

Optimization of the experimental conditions
for preconcentration of Cd(Il) and Pb(II)

The acidity of sample (pH value) is an important
condition for efficient retention of the trace elements
on the sorbent. Its influence strongly depends on the
nature of the sorbent used. The newly synthesized
Si0,-CYS contains thiol and carboxylic functional
groups therefore taking into account that pKa values
of -SH and -COOH groups in cysteine are about 8 and
2 respectively [23] the sorption of the investigated
cations should be strongly affected by pH of the
sample solution. The pH influence on the degree of
sorption, distribution ratios of Cd (II) and Pb (II)
and their adsorption capacities were investigated in
the pH range 5-8 by batch equilibrium procedure
(Table 3).

The trend observed is an increased sorption and
adsorption capacities for investigated cations with
increasing pH of the solution. At low pH (around
5-6) the degree of sorption and distribution ratio
was generally low for investigated metal ions which
might be explained with the protonation of the thiol
and carboxylic functional groups thus eliminating
their ability to form complexes with metal ions. The

degree of sorption for Pb (II) is > 95% in the pH
range from pH 7 to pH 8, for Cd (II) quantitative
sorption is achieved at pH 8. At higher pH values
(>9), the decrease in the degree of sorption can be
attributed partly to the formation of metal hydroxide
complexes or to the dissolution of the SiO,-CYS
sorbent. Finally, pH 8 could be accepted as optimal
for simultaneous sorption of Cd (II) and Pb (II) on
Si0,-CYS sorbent.

The influence of various parameters (sorption and
desorption time, eluent volume and concentration)
on the solid phase extraction efficiencies of SiO,-
CYS for the preconcentration of Cd(Il) and Pb(II)
from their solutions at pH 8 was investigated.
The kinetics of the Cd(Il) and Pb(Il) sorption and
desorption were examined in a batch system with
100 mg of the Si0,-CYS particles for 540 min. The
adsorbed Cd(II) and Pb(Il) ions were desorbed by
treatment with 2 mol/L HNO, at continuous stirring.
It was established that the saturation values were
gradually reached within 15 min, so the adsorption
was sufficiently fast for practical applications. The
Cd(II) and Pb(II) ions could be quantitatively eluted
for 15 min.

The effect of the eluent volume on the metal
desorption was investigated in the range of 1-5 mL
2 mol/L HNO, and the eluent acidity influence
— in the range of 0.5-4.0 mol/L HNO,. The full
desorption of Cd(Il) and Pb(Il) was reached when
the adsorbed Cd(I1) and Pb(II) were eluted with 2 mL
2 mol/L HNO,.

Table 3. Comparison of the degree of sorption (E), distribution ratio (D) and
adsorption capacity (Q) of Cd(II) and Pb(II) extraction by SiO,-CYS.

Degree of sorption

Distribution ratio

Adsorption capacity

pH E (%) D (mL/g) Q (umol/g)
Cd Pb Cd Pb Cd Pb
5 18+3 2043 22 25 0.35 0.47
6 55+2 87+2 122 674 0.81 4.20
7 7542 >99 305 9504 2.57 4.75
8 97+1 >99 3197 9504 8.63 4.75
9 89+2 86+2 808 667 7.92 8.2
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Table 4. Comparative results for Cd and Pb content in surface waters

Pb (pg/L)
0,
Cd (ug/L) [mean/RSD,%] [mean/RSD,%]
Sample SPE SPE

(Si0,-CYS) ICP MS (Si0,-CYS) ICP MS
Black sea, Krapets 0.05/11 0.06/23 1.8/8 1.5/7
Black sea, Kamchia 0.03/11 <0.05 0.6/8 0.7/16
Varna lake, northwest 0.09/11 0.07/23 2.1/7 1.8/7
Beloslavsko lake, west 0.15/10 0.1/21 1.6/8 1.4/7
River Iskar (Novi Iskar) 0.09/10 0.092/9 0.2/8 0.18/7
River lantra (V. Tarnovo) 0.03/11 0.024/15 0.1/10 0.11/7

*ICP MS results obtained in Green Analytical Methods Academic Centre, University of Plovdiv

Application of SiO,-CYS sorbent

The prepared SiO,-CYS was used for the
determination of Cd (II) and Pb (II) in surface
water samples, from defined monitoring stations in
Bulgaria and shown in Table 4. After sampling, the
water samples were filtered through cellulose filter
membranes of 0.2 um for the removal of suspended
matter. The 100 mg SiO,-CYS particles (placed in
a plastic centrifuge tube) were stirred with 50 mL
sea water (original pH 8.2) spiked with Cd (1 ng)
and Pb (10 ng) for 15 min. After centrifugation, the
supernatant is removed and the sorbent is washed
twice with DDW. The loaded cations were eluted
with 2 mL 2 mol/L HNO,. The cation amount in
the eluate is determined by ETAAS. Recoveries
for investigated elements in spiked sea samples
varied in the range 93-98%. Results obtained by the
proposed analytical procedure were compared with
direct ICP-MS measuremenst (Table 4) and very
good agreement was observed.

Analytical procedure developed permits quanti-
fication of 0.01 pg/L Cd and 0.1 pg/L Pb in various
types of water samples. Relative standard deviation
for the concentration range 0.01-1 pg/L Cd and 0.1-
10 ng/L Pb varied between 4 and 11% for both
elements. Model experiments performed showed
that proposed preconcentration procedure could be
combined with field sampling and next transporta-
tion of water samples to the laboratory thus avoid-
ing any sample contaminations due to the additions
of conservation reagents .

CONCLUSIONS

Submicrometer silica spheres functionalized
with aminopropyl groups are prepared trough a one-
step process. Chemical binding of L-cysteine to the
functionalized surface of the silica support using
glutaraldehyde as a bifunctional reagent are made.

It is observed that the density of surface capping by
thiol groups can be easily controlled by changing
the ratio of SiO,-NH, to L-cysteine. Its optimal
value is found to be 1:0.4 g/mmol.

The new sorbent based on cysteine modified
silica submicrospheres is found to be suitable for
successful separation and preconcentration of Cd
(II) and Pb (II) in water samples. The SiO,-CYS
sorbent shows a good efficiency even in the presence
of complex matrices such as Black sea water and
recommended preconcentration procedure could
be combined with field sampling and sample
transportation.
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MOJAUPULIMPAHU C IUCTEUH CYBMUKPOHHU COEPU
OT CWIMLIMEB JUOKCHJI, KATO HOB COPBEHT 3A KOHLIEHTPUPAHE
HA Cd (II) 1 Pb (II)

W. Maxosa'*, I1. Bacunesa?, 1. Kapamxosa!

! Kameopa ananumuuna xumust
2 Kameopa Obwa u neopeanuuna xumust, Xumuuecku ¢paxyaimem, Coghuiicku yHueepcumem
., Ce. Kn. Oxpuocku *, 6ya. ,, [{icetime bayuwvp “ Ne 1, Cogusi, Boaeapust

[Toctbnuna Ha 26 sanyapu, 2011 r.; mpueta Ha 4 anput, 2011 1.
(Pesrome)

CunuiueB MOKCH ChC CyOMUKPOHHH pa3Mepu U nepdektHa chepuuHa MOpGOIIOTUs € CHHTE3UPaH 110 30J1-Tell
Mmerona Ha Stdber u cien ToBa e QyHkunoHanusupan ¢ (3-amuHorpornui)-rpumerokcucuian (APS). IMonxydenure
cepruyHH YacTHIH ca MOAU(UINPAHU Ype3 XUMUYHO cBbp3BaHe ¢ L-nucrenn (Si0,-CYS). CbeTaBbT, CTPYKTYpara,
Mopdosiorusra U MOBbPXHOCTHUTE UM CBOMCTBA Cca OXapaKTepPU3MpPaHH C MOMOIITA Ha elieMEHTeH aHanu3, SEM,
XRD, n3mepBanus Ha {-noteHnuan u agcopouus Ha N,. [Tokazano e, ue copbuusara Ha Cd(1I) u Pb(Il) Bepxy SiO,-
CYS e 0bp3a u konuuecTBeHa npu pH 7, 1 4e To3u cOpOESHT MOKe J1a ce U3I0JI3Ba 3a pa3/ielsiHe Ha KOHIIEHTpUpaHe Ha
Cd(1I) u Pb(I1) BbB Bouu npoou. [Ipeaioxkenara npoueaypa ce XxapakTepusrpa ¢ BACOK KOe(DUIIMEHT Ha KOHLIEHTPH-
paHe, a TPaHUIIMTE HA OTKPUBaHE B pa3inyHu TUoBE BoaHu npodu 3a Cd u Pb ca 0.01 pg/L u 0.1 pg/L, choTBETHO.
OTHOCHUTEIHOTO CTAaHIAPTHO OTKJIOHCHHE B KOHIeHTparuoHHus uaTtepsan 0.01-1 pg/L 3a Cd u 0.1-10 ug/L 3a Pb
Bapupa mexay 4 u 11% 3a nBara enemenTa. AHATUTHYHUAT METOJ € IPHUIIoKeH 3a onpeeinsiHe Ha Cd and Pb B peuna,
e3epHa U MOpCKa Boja u ¢ Bepudumupan upe3 ICP-MS ananus.
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Natural clinoptilolite crystals were Zn ion-exchanged. The crystals were initially Na-exchanged and then the
precursor was treated with 1 M ZnCl, solution for three months at 383 K to obtain the Zn exchanged form. Chemical
analyses with an EDS/SEM for Zn exchanged samples showed that the cation exchange is partial and that several other
cations remained in the structure. Duplicate single crystal structure refinements were performed for both Natural and
Zn-exchanged clinoptilolite samples for revealing the structural peculiarities. Most of the Zn atoms are not bonded
to framework oxygen. The Zn cations are located in the center of the ten-membered channel forming a disordered

[Zn(H,0)6] complexes.

Key words: clinoptilolite, Zn ion-exchange, single crystal structure.

INTRODUCTION

The naturally occurring Heulandite-type zeo-
lites, including heulandite (Heu) and clinoptilolite
(CPT) are the most abundant minerals on earth, ex-
hibiting a zeolite structure. Large, easily accessible
surface deposits mainly of volcanoclastic origin, al-
low clinoptilolite low cost production by simple ex-
cavation. Its applications [1] range from wastewater
treatment, aquacultural and agricultural applications
(fertilizer), as a deodorizer and up to Fluid Catalytic
Cracking (FCC) [2]. Nowadays the focus is shifted
onto its ion exchange properties and potential medi-
cal and pharmaceutical applications [3-5]. For a
better understanding of clinoptilolite applications
a pure material is required and for single-crystal
X-ray experiments large crystals are demanded.
Single crystal structural studies have the advantage
over powder XRD, spectroscopic and NMR stud-
ies that multiple inclusion sites (cation, anion, water
etc.) can directly be distinguished. However, natural
clinoptilolite rocks are rather inhomogeneous and
are obtained as mixtures of phases (e.g. other zeo-
lites, SiO,, feldspars, clays, Fe-oxides/hydroxides)
thus the occurrence of individual large clinoptilolite
crystals should be thoroughly exploited. Heulandite

* To whom all correspondence should be sent:
E-mail: anien@abv.bg

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria

and clinoptilolite are isotypic (space group C2/m,
a=17.7,b=17.9,c=7.4 A, = 116°)[6]. Distinction
between heulandite and clinoptilolite is done on the
basis of the Si/Al ratio, silica-rich crystals (Si/Al > 4)
are nammed clinoptilolites while aluminous ones
(Si/Al<4) are heulandites [7].

The crystal structure shows the existence of three
types of structural channels confined by ten- and
eight-membered tetrahedral ring systems (Fig. 1).
From crystal-chemistry point of view alumo-slicate
framework possesses a negative charge that is equil-
ibrated by cations located in the channels (simpli-
fied formula: ([Me", Me*", NxH,0]%* [Al(Si;,0,,]%).
Detailed structural investigations on complete and
partially ion exchanged on Na, K, Rb, Cs, Cd, Ag,
Mn, Cu, Pb, Sr, Er, La clinoptilolite have been car-
ried out [8-11] and summarizing the results some
typical positions for cation placement in the chan-
nels have been assigned [6]. However, no detailed
single crystal structural studies for Zn ion-exchanged
clinoptilolite (ZnCPT) have been undertaken. The
conducted by us studies revealed that CPT tolerates
limited to complete Zn ion-exchange [12].

The aims of the present study are: (1) to obtain
a Zn rich clinoptilolite via cation exchange; (2) to
study the positioning and coordination of extra-
framework Zn atoms by single-crystal X-ray meth-
ods; and (3) to compare the quality of the single-
crystal data conducted under various conditions.
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EXPERIMENTAL

lon-exchange

Clinoptilolite from Beli plast deposit, Kardzhali,
Bulgaria, was used for this study. For three months
a set of single crystals with average size between
0.2 and 0.08 mm was treated in an aqueous NaCl
solution (1 M) in a Teflon reactor with temperature
slowly oscillating inan oven around 383 K. The NaCl
solution was replaced weekly. The NaCl exchange
is an indirect method that avoids the use of an acid
treatment for the preparation of H-CPT form. The
obtained Na-exchanged form was subsequently Zn-
exchanged under similar conditions (1 M aqueous
ZnCl, solution for three months at 383, weekly
exchange of the solution and with additional pH
monitoring).

X-ray single crystal analyses

Crystal of CPT and ZnCPT with approxi-
mate dimension of 0.14x0.12x0.12 mm and
0.18x0.12x0.12 mm respectively was placed on
a glass fiber and mounted on an Enraf-Nonius
CAD-4 diffractometer and Oxford diffraction
Supernova diffractometer equipped with Atlas
CCD detector. X-ray data collection was carried
out at 290 (CAD-4 and Supernova) and 120 K
(Supernova) with monochromatized Mo-Ka ra-
diation (4 = 0.71073 A) and Cu Ka radiation (A
= 1.54184 A). During the low temperature data
collection the sample was kept at 120 K with an
Oxford Instruments Cobra controller device and
a nitrogen atmosphere. The unit cell parameters
were determined using 15 reflections and refined
employing 22 higher-angle reflections, 18 < 0 <
20°; the ®/28 technique was used for data collec-
tion using CAD-4 Nonius Diffractometer Control
Software [13]. For the Supernova the data reduc-
tion and analysis for these structures were carried
out with the CrysAlisPro program [14]. Lorentz
and polarization corrections were applied to inten-
sity data using the WinGX [15]. The structure was
solved by direct methods using SHELXS-97 [16]
and refined by full-matrix least-squares procedure
on F? with SHELXL-97 [16].

Scanning electron microscopy (SEM), energy
dispersive X-ray microanalysis (EDS)

The structure of the clinoptilolite crystals was
examined with the SEM Jeol JSM-840A. Chemical
composition and phase changes in CPT/ZnCPT
were evaluated by EDS analysis in the Link
Analytical AN10000 analyzer.

RESULTS AND DISCUSSION

The clinoptilolite (CPTand ZnCPT) chemical
composition obtained from SEM/EDS data is given
in Table 1.

The obtained chemical composition of the nat-
ural single crystals is close to the ideal balance
between +/— charges in the CPT structure (+/— =
5.76/5.72 = extra framework cations). Following the
ion exchange with NaCl and ZnCl (aggregate time
of 6 months) the Si/Al ratio is only slightly altered
compared to the initial one (5.31 vs. 5.16) thus one
can presume that the CPT framework is intact. The
results also clearly indicate that Zn ion-exchange
has taken place. If we compare the charge of the
extra framework cations for CPT (5.76) and ZnCPT
(5.83) we can see that Na, Ca, K, Mg, Ba charge is
slightly lower than expected in Zn exchanged sam-
ple: (4.90 Na,,Ca, ,, K, Mg, Bag; + 0.66 ;) =
5.56 (though one can argue that the result is com-
parable to the method error). Further, the amounts
of K, Mg and Ba are almost identical in CPT and
ZnCPT and as Na is a monovalent cation there is
great probability that Zn <> Ca exchange has oc-
curred. However, typical Ca and Zn ion coordina-
tion spheres are significantly different.

The CAD4 diffractometer Mo source is a fine
focus sealed tube. The Supernova is equipped with
Agilent micro-focus Mova (Mo radiation) and
Nova (Cu radiation) sources. The Mova produces
typically 2.5x more intense radiation flux than the
Mo fine focus sealed tube while the Nova intensity
is usually 3x that of the Mova.

Structure solution and refinement

As an example we are going to describe the solu-
tion of the natural CPT from Beliplast (CAD4, Mo

Table 1. Chemical composition of natural and Zn exchanged clinoptilolite

Chemical formula Si/Al +/— charges
CPT (Nay 35Ca; 99K 0.00Mg0.18Bag 49) Als 7581302307, 5.31 5.76/5.72
ZnCPT (NaggoCay 40Ko.07Mgo.11Bag 46Zno33)  Alsg3Siz.17072 5.16 5.83/5.56
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wA

P6~P1

P3
@ - « @

Fig. 1. Polyhedral model of a portion of the clinoptilolite structure projected parallel to the c-axis illustrating the
porous structure: the ten-membered A and the eight-membered B channels are clearly visible in the projection while
the eight-membered C channels, indicated by arrows, connect A and B channels in the bc plane. The locations of the

most important extra-framework sites are also indicated.

wavelength). The “hkl” file was generated through
XCAD4 as implemented in WinGX [15] and a
direct methods solution using ShelX86 [16] was
initiated. The resulting electron density clearly al-
lowed the positioning of the framework atoms, Si,
Al and O and in surplus located two extra frame-
work positions (P1 and P2) with respective coordi-
nates 0.242700, 0.0, 0.052000 and 0.461700, 0.0,
0.630300 (Fig. 1). At this stage the main statistical
parameters look very promising: isotropic refine-
ment, R = 0.1496, R =0.1878 wR=0.4133 GOF =
2.221. A subsequent cycles of refinement allowed
the location of four electron density peaks (Q1=P3,
Q2=P4, Q3=P5 and Q4=P6 with respective values
of 9.16, 5.16, 4.81 and 3.15) located in the CPT
channels which were clearly more pronounced than
the other ones (the values of Q5 was 1.18). The P1
and P6 positions are too close to be occupied simul-
taneously ~0.77 A (“forbidden positions”) which is
not uncommon case for CPT structures[7-9]. The
resulting statistical parameters were R = 0.1018,
R =0.1423 wR=0.3286 GOF = 1.105 (isotropic
refinement), thus indicating that the model is very
close to the collected data.

Now let’s look in details for each accounted
location. P1 is located in the A channel and is at
~2.97 and 3.14 A from framework oxygen (Fig. 3).
The position (P1) has been observed by Koyama and
Takeuchi [17] and later on subsequent studies [11]
have found that the position is occupied by “large”
cations like potassium K. P2 is also known from
literature [ 17] and the cation that is associated with
this position is Ca (or Na). P3 is close to P1 and is

normally occupied by Na. P4 is positioned in the
center of channel B (nearby P2) and is associated
to coordination water (usually with occupancy
around 1). P5, like P4 is located in B channel and
is also reported as being coordination water. P6 is

WV

1T

-

Fig. 2. P1 coordination sphere, P4 in orange, P2 in yel-
low, oxygen framework atoms in red and Si/Al in white.
Reported contacts are in A.
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close to P1 and is associated to Na or Ba or may be
an artifact from the isotropical refinement.

Thus if we crosscheck with the calculated from
EDS chemical formula where we have Na, Ca,
K, Mg and Ba: K/Na/Ca = P1, Ca = P2, Na = P3,
Ba = P6 (forbidden with P1), P4 and P5 water.
The missing Mg, according to available structural
data [17] is normally positioned in the center of A
channel — not allocated at this stage of refinement

Table 2. Crystal data

(or alternatively may occupy one of the observed
positions P1 through P6, Figure 2).

After a few cycles of refinement an additional wa-
ter position was detected. Further the occupancies of
water molecules and cations were refined and finally
the structure was refined anisotropically. The final
refinement parameters are presented in Table 2. The
same crystal was mounted on an Oxford Supernova
diffractometer with ATLAS CCD and two datasets

CPT-pure

CPT-pure

CPT-pure

CPT Zn exchanged

CPT Zn exchanged

CADA4

Supernova Cu

Supernova Mo
Low Temperature

CAD4 Mo radiation

Supernova Cu

Monoclinic, C2/m
Hall symbol: —C 2y
a=17229 (4) A
b=17931(5) A
c=17388(2) A
B=113.66 (3)°

¥ =2090.5 (9) A®
Z=1

Dy =2.189 Mg m™
Cell parameters from
22 reflections

0 =18-20°

Prism, colourless
0.14x0.12x0.12 mm

Monoclinic, C2/m
Hall symbol: —C 2y
a=172660 (4) A
b=17.9954 (3) A
¢=17.39542 (17) A
B=113.731 (3)°
V=2103.52 (8) A’
Z=1

Dy =2.169 Mg m™
Cell parameters from
10 frames

Prism, colourless
0.14x0.12x0.12 mm

Monoclinic, C2/m
Hall symbol: —C 2y
a=172032(4) A
b=17.9697 (3) A
c=73827Q)A
B=113.717 (3)°

¥ =2089.51 (8) A’
Z=1

Dy=2.179 Mg m™
Cell parameters from
10 frames

Prism, colourless
0.14x0.12x0.12 mm

Monoclinic, C2/m
Hall symbol: —C 2y
a=17259(2) A
b=17955Q2) A
¢=17.3930(15) A
B=113.70 (2)°

Y =2097.6 (6) A®
zZ=1

Dy =2.184 Mg m™
Cell parameters from
22 reflections
0=163-17.7°
Prism, colorless
0.18%0.12x0.12 mm

Monoclinic, C2/m
Hall symbol: —C 2y
a=17.3081(16) A
b=17.9896 (11) A
c=7.4020 (6) A
B=113.705 (11)°
V=2110.3 (3) A}
Z=1

Dy =2.189 Mg m™
Cell parameters from
10 frames

Prism, colorless
0.18x0.12x0.12 mm

Table 2. Data collection

Enraf Nonius CAD4

Oxford Supernova

Oxford Supernova

Enraf Nonius CAD4

Oxford Supernova

Radiation source:
sealed tube

Mo Ka radiation
A=0.71073 A

T=29312)K
4830 measured
reflections

2569 independent
reflections

1602 reflections with /

>20(])

Ry = 0.061

Omax = 28.0°

Omin = 1.7°
h=0-22
k=-23-523
=958

3 standard reflections
every 120 min
intensity decay: 0%

Radiation source:
micro focus

Cu Ko radiation
A=1.54184 A

T=2932)K
4344 measured
reflections

2251 independent
reflections

2192 reflections with /
>20()

Ry =0.048

Omax = 76.2°

Omin = 3.7°
h=-21-18
k=-14—-22
[=-8-9

Dark frame:

every 50 frames
intensity decay: 0%

Radiation source:
micro focus

Mo Ka radiation
A=0.71073 A
T=123(1)K

11878 measured
reflections

5427 independent
reflections

4021 reflections with /
>20(])

Riy = 0.029
Omax = 37.7°
Omin = 3.0°
h=-29-25
k=-28—-30
[=-12-512
Dark frame:

every 50 frames
intensity decay: 0%

Radiation source:
sealed tube

Mo Ka radiation
A=0.71073 A
T=2932)K

4767 measured
reflections

2579 independent
reflections

1695 reflections with /
>20(])

Rip = 0.086
Omax = 28.0°
Omin =1.7°
h=0->22
k=-23-23
[=-9-538

3 standard reflections
every 120 min
intensity decay: 1%

Radiation source:
micro-focus

Cu Ko radiation
A=1.54184 A

T=293(2)K
4218 measured
reflections

2109 independent
reflections

2000 reflections with /
>20(])

R;,: =0.039

Omax = 76.2°

Omin = 3.7°
h=-17-21
k=-22-513
[1=-956

Dark frame:

every 50 frames
intensity decay: 0%
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with Mo and Cu radiation were collected. The struc- Zinc exchanged CPT structure solution
ture solution and refinement was conducted accord-
ing to the above mentioned procedure and the final Using the results from SEM/EDS the main
refinement parameters are shown in Table 2. peculiarities in the CPT vs. ZnCPT composition
Table 2. Refinement
Refinement on F* Refinement on F* Refinement on F* Refinement on F* Refinement on F*
Least-squares matrix: Least-squares matrix: Least-squares matrix: Least-squares matrix: Least-squares matrix:
full full full full full
RIF*>20(F%)] = R[F*>20(F%)] = R[F*>20(F%)] = R[F*>20(F%)] = RIF*>20(F%)] =
0.074 0.072 0.067 0.077 0.072
WR(F?) =0.238 WR(F%) = 0.241 WR(F%) =0.233 WR(F?) =0.277 WR(F?) =0.218
§=0.94 S§=1.06 §=0.74 §=0.98 S=1.12
2569 reflections 2251 reflections 5427 reflections 2579 reflections 21009 reflections
173 parameters 173 parameters 161 parameters 162 parameters 177 parameters
0 constraints 0 constraints 0 constraints 0 constraints 0 constraints
- 22 _ 22 _ 22
w=1/[c*(F) + w= V[o"(F,) + w=1/[o°(Fy) + W= V[GED) + w= U[O(F,) +
2 (0.1147P)" + (0.1938P)" + 5 (0.1147P)" +
(0.1579P)" +2.2394P] (0.2P)7
where P= (F,) + 37.7576P] , 34.2667P] , where P=(F.2 + 37.7576P] ,
2R3 ° where P = (F,” + where P = (F,” + 223 ° where P=(F," +
¢ 2FH/3 2FH/3 c 2F D3
(A/6)max = 1.716 (A/O)max = 14.1 (A/S)max = 15 (A/6)max = 0.121 (A/6)max =2.511
APmax =0.84 ¢ A~ APmax =0.68 ¢ A~ APmax =0.57 ¢ A7 APmax =0.89 ¢ A~ APmax =0.88 ¢ A~

Apmin =—0.90 ¢ A Apmin =—0.62 ¢ A~ Apmin =—0.83 ¢ A~
Primary atom site location: structure-invariant direct methods,
Secondary atom site location: difference Fourier map
Absorption correction: none
Extinction correction: none

Apmin =-0.90 ¢ A~ Apmin=—0.93 ¢ A

Fig. 3. Top: Polyhedral model of a portion
of the ZnCPT structure (projected along ab
plane) illustrating the porous structure: the
ten-membered A and the eight-membered B
channels are clearly visible in the projection.
The locations of the most important extra-
framework sites are also indicated. The
Zn atom is located in the center of the A
channel. Bottom: Fourier (Fobs) maps for
natural clinoptilolite Mo radiation, CAD4
(left) and ZnCPT, Cu radiation, Supernova
(right). The white arrow shows the absence/
presence of electron density in CPT and
ZnCPT.
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Fig. 4. Fourier maps (ab plane) of pure (top) and Zn exchanged (bottom) from CAD4 experiments

Mo radiation.

are: Potassium and Barium values do not change
only a reduction of Ca and Mg is observed (from
~2.00 to ~1.40 and ~0.18 to ~0.11respectively).
Thus a charge compensation of ~0.7 should be
expected. Actually the results show that Na
increases from ~0.4 to ~0.9 and some Zn (0.33) is

also present. The compensation is approximately
equal (and taking into account the Si/Al variation
— or the framework charge the result is indeed
very good). Thus for the structure refinement
two possibilities exist (this of course is an
oversimplification): the Zn replaces Ca and Mg or

Fig. 5. Fourier maps (ab plane) of Zn exchanged low temperature Mo radiation (top) and Cu radiation
(bottom) from Supernova experiments.
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Zn is located in a different position (not observed
in the structure of the pure CPT).

The crystal solution is performed as described
previously and the statistics are shown in Table. 2.

The difference Fourier map clearly shows that
the Zn cation occupies a new position (0 0.5 0) (Fig.
3), not observed in the natural CPT of Beli plast.

We do have 2 experiments on the CAD-4 and
3 on the Supernova (for pure and ion exchanged
clinoptilolite). As expected the unit cell is mono-
clinic (C2/m) and the unit cell parameters do not
change a lot from experiment to experiment and
remain close to those of pure CPT. The framework
atoms Si/Al and O are easily discernable in all
experiments.

The difference Fourier map of pure and Zn
exchanged CPT obtained from CAD4 experiments
are comparable (Fig. 4). This is actually expected as
the chemical variation for the whole crystal is ~2%
and thus should not influence greatly data collection
and refinement results. However, the difference
Fourier densities maps clearly show that the more
intense Cu radiation allows better positioning of the
cations in the channels (Fig. 5).

CONCLUSIONS

It is visible that the experiments performed on
the CAD4 (pure and ion exchanged) produce almost
identical statistics as those on Oxford Supernova
(CCD, Cu or Mo radiation). One may presume
that pure and ion exchanged structures should be
sufficiently “changed” in order to account for notable
differences. On the other hand the differences are
more pronounced for low temperature experiments
and further more with the increase of radiation
intensity e.g. Cu radiation. Thus, for accounting
subtle structural variations low temperature and
more intensive radiation are recommended.

Acknowledgments: The authors are grateful for the
financial support of the Bulgarian National Science
Fund through contract DRNF 02/1.
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MOHOKPUCTAJIHA CTPYKTYPA HA ITPMPOJEH Y IIMHKOBO MOHOOBMEHEH
KIIMHOIITUJIOJINT: CPABHEHUE HA CTPYKTYPHUTE PE3VJITATHU
TP HUCKA U CTAMHA TEMIIEPATYPA, MEJTHO ¥ MOJIMBIEHOBO JIBYUEHUE

JI. lumosa*, b. JI. IlluBaues, P. I1. Hukonosa

Hnemumym no munepanocus u kpucmanoepagus ,, Akao. Hean Kocmos“, bvreapcka Akademus na Haykume,
vi. Akao. I'. Bonues 6a. 107, 1113 Coghus

[Nocrenuna Ha 27 sHyapu, 2011 r.; npuera Ha 12 anpu, 2011 1.
(Pesrome)

OcpliecTBeH 0¢ MHKOB HOHOOOMEH Ha MOHOKPHUCTAIH Ha TIPUPOJICH KITMHONTHIIONHT. 3a TIOTyYaBaHe HA IINHKO-
Ba (popMa IIPBOHAYAITHO O€ MPUTOTBEHA HaTpueBa Gpopma Ha obpasmure. Cien ToBa HaTpueBUTe 00pasiu (popma)
0sixa TpeTHpaHU B MPoabJDKEeHHE Ha Tpu Mecena ¢ 1 M pasrBop Ha ZnCl, npu 383 K. XumuueckusaT ananus (eHep-
THAHHO JUCIIEPCHOHHA CHEKTPOCKOIHS) Ha MHKOBUTE 00pasIy IMOKa3a YacTHYCH [IMHKOB HOHOOOMEH. Y TOYHEHa
0e CTpyKTypara Ha IPUPOAHHSI U MHKOBO OOMEHEHHS KIMHONTHIIONUT 33 M3ACHSABAHE Ha CTPYKTYPHHUTE IIPOMEHHU.
[loBeueTo HIMHKOBH aTOMHM HE B3aHMOACHCTBAT ChC CKEJICTHUTE KHCIIOPOIHH aTOMH, a Ca Pas3lojI0KeH! B ICHTHPa Ha
JleceTwICHHNS KaHan oOpa3ysaiiku Heronpeaenu [Zn(H,0),] kommiekcn.
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The paper gives general information about the advantages of using synchrotron radiation in investigation of
polymer liquid crystals. Examples are given with thermotropic polymer liquid crystal Poly(heptane-1,7-dyil-4,4’-
biphenyldicarboxylate). The melt formation of smectic liquid crystal phase and consequent crystallization at decreasing
temperature is depicted. Detailed description of different structural parameters, derivable from appropriate analysis of
the experimental results, is given. With the aim of all those parameters an overall hierarchical structuring during phase

transitions could be revealed.

Since some basic terms about liquid crystals and polymer liquid crystals are given, the paper would serve as an

introductory reading in the field.

Key words: Polymer liquid crystals, Time-resolved experiments, X-ray scattering, Structure formation, Phase transitions.

INTRODUCTION

Curiously till the early sixties, synchrotron ra-
diation has been considered only as an unwanted
but inescapable by-product of elementary particle
acceleration. Today, it is irreplaceable tool for in-
vestigation of structure and properties of vast class-
es of materials. Synchrotron facilities enlarge much
further the possibilities of scientific investigation,
helping to reveal much more details on the struc-
ture, and providing deeper inside about the mecha-
nism of many processes (dynamics and kinetics),
information which is inaccessible with the ordinary
laboratory equipment.

The present paper aims to introduce to the reader
the advantages of synchrotron radiation sources by
giving an example with structural transformation of
thermotropic liquid crystals. We also hope that this
manuscript would serve as an introductory reading
in the field of polymer liquid crystals and their
structural investigation at diverse conditions.

BASIC KNOWLEDGE

1. Synchrotron radiation. Synchrotron radiation
has been firstly observed in synchrotrons (storage

* To whom all correspondence should be sent:
E-mail: todorova_ginka@yahoo.com

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria

rings). It is an intensive electromagnetic radiation
generated when high energy particles, accelerated
to nearly the speed of light, are deflected in a strong
magnetic field [1]. The radiation emitted by the
orbital electrons covers broad range of the electro-
magnetic spectrum and the synchrotron radiation
has continuous spectral distribution. The relativis-
tic effects provoke a sharp forward peaking of the
radiation and a large increase in the total radiated
energy takes place.

The synchrotron radiation properties of interest
for structural investigations could be summarized
as follows [1]: continuous spectrum from infrared
to hard X-rays; very high intensity of radiation and
brightness of the source as compared with the con-
ventional sources; high collimation of the beam;
highly polarized radiation with an electric field
vector in the orbital plane; well defined time struc-
ture which is a copy of the electron pulse structure
of the beam. Owing to these synchrotron radiation
features, because of the very short measurements
times, one is able to investigate very fast processes
(in order of nano- or even picoseconds). Because
of the high brightness, together with utilization of
two-dimensional detectors, one can gather very ac-
curate and space and time discriminate experimen-
tal information. Another very important achieve-
ment is the possibility of simultaneous perform-
ance of several different experiments. For instance
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wide-angle x-ray diffraction (WAXD), small angle
x-ray scattering (SAXS) and differential scanning
calorimetry (DSC) can be run in the same time
on only sample. Such approach leads to complete
consistence of the obtained results and eliminates
all doubts about the exact repetition of the experi-
mental conditions, when each of the methods is
employed separately.

2. Liquid crystals. Since many years, subject of great
interest are structures having intermediate, between
those of crystals and ordinary liquids, properties. For
the sake of completeness, there are several states of
matter displaying such intermediate behavior. They
have common name — mesomorphic phases, divided
into three main subclasses — liquid crystals, plastic
crystals and condis crystals [2, 3]. In the present paper
we focus our attention on liquid crystals only.

The nature of the liquid crystallinty (LC) is still
not completely understood. One very important
feature of liquid crystals is that the molecule (or part
of it) shows rigidity. In most of the cases, one can
imagine stiff rods, having lengths much greater than
their diameter. Some authors [4] have proven that
not only stiffness and asymmetry in shape but also
electrical, steric, biphylic and flexibility molecular
asymmetry play important role in LC appearance.
Independently of the reason, the molecular segments
giving LC are called mesogens.

Complete liquid crystals nomenclature could be
found in the papers of International Union for Pure
and Applied Chemistry [5, 6]. One possible division
is according to the molecular weight: when the
molecules are small — one deals with low-molar-
mass or molecular liquid crystals (MLC), and
otherwise — with polymer liquid crystals (PLC).
In addition, since polymers are in fact very long
molecules, there are many ways to incorporate

the mesogens along the chain. According to the
molecular architecture, there are more than 20
different types of PLC [2, 5, 6].

Independently ofthemolarmass, liquidcrystallinity
can appear at different conditions. One distinguishes
three main types of substances — lyotropic (when
LC is cased by a solvent), thermotropic (LC cased
by temperature variation) and barotropic (at varying
pressure).

Now let us turn attention to one very important
fact. Objects having shape other than spherical may
possess three types of order, giving rise to different
LC phases. If the symmetry axes of the objects
are on average parallel to a well-defined spatial
direction (called director,77) then the substance
shows orientational order (OO) (One can imagine
spaghetti in a box). Translational order (TO) exists,
when the system stays invariant under translations
in space by an integer number of specific vectors
(Imagine a crystal lattice and translation with
respect to any of its unit cell vectors). The third
possible order is called bond orientational order
(BOO). It is not connected with the chemical bonds,
but with the line is space which connects two
adjacent molecules. If the direction of these lines
is preserved over a long range, then BOO exists in
the material (One can imagine here the view from
above of densely packed spaghetti. The order looks
like repeated hexagons).

Nematics are structures which possess only OO
(Fig. 1A). Smectics are substances which display OO
and TO in at least one direction (Fig. 1B). Some of
the smectic phases may have also BOO. Cholesterics
are special kind of materials, which posses OO, TO
in one direction and also some persistent angle of
inclination of the average molecular axis of one
layer to its neighboring layer (Fig. 1C).

Fig. 1. A) Nematic Liquid crystal; B) Smectic liquid crystal; C) Cholesteric liquid crystal
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MATERIALS AND METHODS

The investigated material is Poly(heptane-1,7-
dyil-4,4’-biphenyldicarboxylate), P7MB. It belongs
to the class of thermotropic main-chain liquid crys-
talline polyesters. Details of polymers preparation
could be found elsewhere [7]. The intrinsic viscos-
ity of P7MB was measured in chloroform at 25 °C
and it was 1.03 dL/g.

Real-time variable isothermal temperature X-ray
scattering and diffraction experiments were carried
out at the beam line A2, HASYLAB (Hamburg,
Germany). The wave-length of the X-ray beam was
A =0.150 nm. Details about the experimental set-up
could be found in our previous papers [8, 9, 10].

P7MB forms Smectic CA liquid crystalline
phase [11]. This smectic structure is stable only in
a limited temperature interval. At low temperatures
the smectic structure partially crystallizes and at high
temperatures it melts [9, 10]. The transition isotropic
melt — smectic phase takes place in several minutes
and it is very fast followed by partial crystallisation.
Hence, with the ordinary laboratory equipment only
the final semi-crystalline phase is reachable. Using
synchrotron radiation we were able to follow up the
kinetics of the phase transformation and to establish
the mechanisms of the observed transitions.

The data treatment in the WAXD region is based
on Bragg’s law

d A 1

B 2sin0 B s

where A is the x-ray wavelength, 0 is the position of
angle at the scattering peak maximum, and s is the
scattering vector at the maximum) [1, 9]. Usually,
polymeric materials undergo partial phase transfor-

A

I[a.u. ],
800| &

400

mation and WAXD region is used to calculate de-
gree of crystallinity

(X 2l

cr T

tot

b

where Zl o 18 the sum of the integrated intensities
of all crystalline reflections and 7, is the total
integrated intensity) [1, 9]. Fig. 2A demonstrates
the time evolution of WAXS patterns at isothermal
temperature T, = 135 °C, and Fig. 2B — the method
of deconvolution [1]. For deeper inside about the
meaning of the results, the reader is referred to our
already published results [8, 9, 10].

MAXS scattering interval is connected with
mesogenic layer spacing, d,,,. The d,,,,; was cal-
culated again according to Bragg’s formula and its
time dependence was established. Additional infor-
mation about the domain dimensions in direction
perpendicular to the mesogenic planes, D,,,,, could
be derived from Scherrer’s formula:

1

MAXS T o
os

D

(ds is the width of the peak half maximum).
Important information could be extracted also from
integrated intensity, I,,,,, because it corresponds to
the quantity of the material, which undergoes phase
transformation. Fig. 2A presents MAXS peak time
evolution at T, =135 °C and Fig. 3A demonstrated
the time dependencies of all three discussed
parameters. Actually, there are two d-spacings — at
initial times there is a smectic d-spacing, having
higher value and later on the crystallization takes

0l
1,6 24 32
s[nmA]

40

Fig.2. A) WAXS pattern time evolution at T, =135 °C; B) deconvolution

of the WAXD peaks
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s fom™} A

Fig. 3. MAXS (A) and SAXS (B) patterns time evolution at T, =135 °C

place (lower d-spacing). The deconvolution of both
peaks was only possible because the experiments
were taken at synchrotron. In the results for I,y
and D, different symbols show the results for
each d-spacing. The detailed analysis of the curves
could be found elsewhere [9, 10].

SAXS scattering interval shows whether there
is a hierarchical structuring in the material. In such
case so called Long period appear (SAXS peak). Its
values can be determined from the position of the
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peak maximum in Lorentz corrected SAXS patterns,
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dimensional correlation function, y,(x),
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Fig. 4. d\;,xs> Tyaxss Dwaxs time evolution (A); Results from one dimensional correlation function analysis of long
period, crystal and amorphous layer thickness (B), Porod’s invariant (C) and crystallinity with the stacks (D)
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where /(s) is smoothed and corrected for background
SAXS intensity) [1, 10]. The analysis of y,(x) gives
also the degree of crystallinity within the lamellar
stacks X g, ., the lamellar thickness, /, the thickness
of the amorphous layer, as well as the Porod’s
invariant, Q which is measure of the electron density
difference between the present phases. For further
readings see the books of Balta-Calleja and Vonk
[1] and Roe [12]. The results for P7MB are given in
Fig. 4B, Fig. 4C, and Fig. 4D.

One can describe the overall picture of phase
transformation only if all X-ray intervals are inves-
tigated. The exact structure determination and the
mechanisms of phase transformation can be unam-
biguously assessed when the time (or temperature
in case on non-isothermal processes) dependencies
are known. In case of very fast processes, and when
the changes are small (see for instance d,;,ys) the
ordinary laboratory equipment fails to reveal the
processes and only time-resolved synchrotron ex-
periments are in help to the scientists.

CONCLUSIONS

Synchrotron radiation appears to be very useful
tool for investigating thermotropic polymer liquid
crystals. With its help many details about structure
and the nature of the observed phase transition could
be derived. SAXS, MAXS and WAXS experimental
methods were performed simultaneously, which
avoided the ambiguity coming from the problem
with exact repetition of the experimental conditions

when each method is performed at different time
and with different equipment.
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IMTPUJIOXXEHUE HA PEHTTEHOBUTE METO/IU 3A U3CJIE/IBAHE
HA CTPYKTYPHOTO ®OPMUPAHE B ITOJIMMEPHU TEYHU KPUCTAJIN

I'. K. Excuep'*, E. Ilepec?, M. H. KpncTena’®

! Kameopa Obwa ¢puzuxa, @usuuecku gpaxyrmem, I1Y ,,I1. Xunenoapcku *, 4000 Ilnosous, bvieapus
2 Unemumym 3a nayka u mexnonueust Ha nonumepume (CSIC), 28006 Maopuo, Hcnanus
3 Kameopa Obwa ¢usuka, Qusuuecku ¢paxynmem, CY ,, Ce. Kn. Oxpuocku*, Cogusi, Bvreapusi

[ocrenuna Ha 26 sHyapu, 2011 r.; mpueta Ha 6 anpwr, 2011 1.

(Pesrome)

Hacrosimara cratus 1aBa o0ma HHGOPMAIMs OTHOCHO NMPEAUMCTBATA IPH yIoTpeda Ha CHHXPOTPOHHO JIbYCHHE
3a U3CIIeIBAHE Ha CTPYKTYPHOTO (popMUpaHE Ha IIOJMMEPHU TEYHU KpucTand. J{afeHn ca IpUMEpH ¢ TEPMOTPOITHHAT
nonuMeper TedeH kpuctan Poly(heptane-1,7-dyil-4,4’-biphenyldicarboxylate). Omucano e ¢popmupaHeTo OT CTO-
NHJIKa HA CMEKTHYHA TEYHO-KpHCTaiIHa (a3a, MOCIeIBAHO OT KpUCTAIM3AlMs NPH HaMajsBaHe Ha TeMIlepaTypara.
JeTailiTHO ca ONMCaHU Pa3IMYHU CTPYKTYpPHU MapaMeTpH, KOUTO Ca M3BJICYCHH Ype3 MOIXOAI aHaJIH3 Ha eKCIIe-
puMeHTanHUTe pe3ynTaTd. C ImoMoliTa Ha pasriiekaaHe Ha BCHYKH TE3H MapaMeTpH B ISUIOCT, MOXKE JIa Ce Pa3Kpue
IBJIHOTO Hepaxu4YHO CTPYKTYPUpPAHE 110 BpeMe Ha (ha30BOTO MPEBpPBIIAHE.

CrarusaTa MOXe J1a CIIy)KH ¥ KaTO BBBEXKIALIO YETHBO B 00JIACTTA, JIOKOJKOTO B HESl ca BHBEICHU U OIMCAHU
OCHOBHHUTE TEPMHHH 32 HUICKOMOJICKYJTHUTE TCUHUTE KPUCTAIH U TOJMMEPHH TEYHH KPUCTAIIH.
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Synthesis and crystal structure
of 2-[(2,3-dihydro-2-0x0-3-benzoxazolyl)methyl]benzoic acid
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The synthesis, IR, NMR and X-ray structure of 2-[(2,3-dihydro-2-oxo-3-benzoxazolyl)methyl|benzoic acid — a
potential new drug scaffold are reported. The compound crystallizes in the triclinic P-1 space group with unit cell
parameters: a = 6.716(3), b = 7.828(4), ¢ = 13.283(5) A, a = 78.029(12), = 81.360(17), y = 65.7100(10) °, V= 621.0
(4) A’, M, = 269.25 and Z = 2. In the three-dimensional arrangement of the molecules only one classical hydrogen
bond (O-H...O) is observed. Weak and C—H...O and =...w interactions are responsible for the additional stabilization

and packing of the molecules in the crystal structure.

Key words: 2(3H)-benzoxazolone, benzoic acid, X-ray

INTRODUCTION

Benzoxazole represents an important heterocy-
clic scaffold, as several of its derivatives are shown
to display a range of promising pharmaceutical
properties such as anticonvulsant, anti-inflammato-
ry, analgesic, antiulcer, antineoplastic, antibacterial
and antifungal activities [1-3]. A number of substi-
tuted (2,3-dihydro-2-ox0-3-benzoxazolyl)alkanoic
acid derivatives have been recognized as thera-
peutically useful cyclooxygenase inhibitors (Non-
Steroidal Anti-Inflammatory Drugs, NSAIDs).

The analgesic activity of substituted 2(3H)-ben-
zoxazolones was first reported by Close et al. [4].
Subsequently it was found, that the introduction of
alkanoic acid residues at position 3 led to favorable
antinociceptive compounds. Renard ef al. [5] dem-
onstrated that (6-acyl-2-oxo-3H-benzoxazol-3-yl)
alkanoic acids and their esters exhibited a greater
analgesic activity than aspirin. Onkol et al. [6, 7]
indicated that [2(3H)-benzoxazolon-3-yl]propana-
mide and propanoic acid derivatives were more ac-
tive than the corresponding acetic acid derivatives.
In addition, Giilcan et al. [8] showed that 4-[5-chlo-
ro-2(3H)-benzoxazolon-3-yl]butanoic acid exhibits
a greater analgesic potential than analogous amide

* To whom all correspondence should be sent:
E-mail: mgerova@chem.uni-sofia.bg
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derivatives. Therefore, in the course of our research
we planned to synthesize the title compound (I) as
potential anti-inflammatory and analgesic agent and
clarify its structure.

EXPERIMENTAL

Melting point of compound I was determined on a
Boetius hot-stage microscope. The IR spectrum was
recorded on a Specord 71 spectrometer. The 'H-NMR
spectrum was obtained on a Tesla BS 487 C spec-
trometer operating at 80 MHz in DMSO-d,. Chemical
shifts were reported in J units (ppm) relative to te-
tramethylsilane as internal standard. Single crystal
data was collected on a CAD-4 diffractometer.

Synthesis of 2-[(2,3-Dihydro-2-oxo-3-
benzoxazolyl)methyl]benzoic acid (1)

To a stirred solution of 2(3H)-benzoxazolone
(6.76 g, 0.05 mol) in dry N,N-dimethylformamide
(DMF, 20 mL), 2 g of sodium hydride (80% sus-
pension in oil) were added slowly. After addition
was completed, the mixture was stirred for further
10 minutes. Then, phthalide (6.71 g, 0.05 mol) was
added and the reaction mixture was refluxed for 6
hours, cooled, poured into 200 mL ice-water and
acidified with 10% hydrochloric acid. The product

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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was precipitated, filtered and washed with water.
Yield 7.72 g (57%). M.p. 214-216 °C (ethanol). IR
(nujol, cm™): 1680, 1780 (v.o); 2400-2750 (vee)
'H-NMR (DMSO-d,): 5.60 (s, 2H, CH,), 7.0-8.1
(m, 8H, ArH). Anal. Calcd. for C,;H,,NO,: C 66.91;
H 4.12; N 5.20. Found C 66.68; H 4.47; N 5.29.

X-ray analysis

Acrystalofthetitlecompoundhavingapproximate
dimension 0.31x0.28x0.24 mm was placed on a
glass fiber and mounted on an Enraf-Nonius CAD-4
diffractometer. X-ray data collection was carried
out at 290 K with graphite monochromatized
Mo-Ka radiation (A = 0.71073 A). The unit cell

parameters were determined from 15 reflections
and refined employing 22 higher-angle reflections,
18 <0 <20°. The w/26 technique was used for data
collection using Nonius Diffractometer Control
Software [9]. Lorentz and polarization corrections
were applied to intensity data using the WinGX
[10]. The structure was solved by direct methods
using SHELXS-97 [11] and refined by full-matrix
least-squares procedure on F? with SHELXL-97
[11]. The hydrogen atom of the OH group (0O4)
has been located from difference Fourier map. All
remaining hydrogen atoms were placed in idealized
positions (C-H,, ... =0.93 A and CH, yien = 0.97 A)
and were constrained to ride on their parent atoms, with
U, ,(H)=12U_(CorO).

Table 1. Crystal data and structure solution methods and refinement results for I

Crystal data
CisHiN,O4

M, =269.25
Triclinic, P-1
Hall symbol: —P 1
a=6.716 (3) A
b=7.828(4) A
c=13.283(5 A
a=78.029 (12)°
B =81.360 (17)°
vy =65.7100 (10)°
V=621.0 (4) A’
zZ=2

Fooo =280

D,=144Mgm™

Melting point: 487-489 K

Mo Ka radiation A = 0.71073 A
Cell parameters from 22 reflections
0 =18.0-19.9°

p=0.11mm™"

T=290(12)K

Prism, yellow

Crystal size:

0.31 x 0.28 x 0.24 mm

Data collection

Enraf Nonius CAD4 diffractometer
Radiation source: sealed tube
Monochromator: graphite
T7=2902)K

non—profiled /26 scans
Absorption correction: none

4782 measured reflections

2436 independent reflections

1801 reflections with / > 2c(/)

Ry =0.028
Omax = 26.0°
Omin = 1.6°

=8>8
k=-9-59
[=-16—> 16
3 standard reflections
every 120 min
intensity decay: —1%

Refinement

Refinement on F*

Least-squares matrix: full
R[F* > 26(F%)] = 0.039
WR(F%) =0.106

§=1.04

2436 reflections
181 parameters
0 constraints

Primary atom site location: structure-
invariant direct methods

Secondary atom site location: difference
Fourier map

Hydrogen site location: inferred from
neighbouring sites

H-atom parameters constrained
w=1/[6X(F,%) + (0.0507P)* + 0.0515P]
where P=(F,” + 2F.)/3

(A/6)max <0.001

Apmax =0.14 ¢ A7

Apmin =—0.20e¢ A~

Extinction correction: none
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Scheme 1. Synthesis of the compound (I)

RESULTS AND DISCUSSION

As illustrated in Scheme 1, the preparation of
2-[(2,3-dihydro-2-o0x0-3-benzoxazolyl)methyl]
benzoic acid (I) was carried out by the reaction of
2(3H)-benzoxazolone with phthalide, which were
refluxed in DMF in the presence of sodium hydride
as base. The product I was isolated in good yield
and purified by recrystallization from ethanol. The
chemical structure of the title compound I was
elucidated by IR, "H-NMR spectral data and X-ray
analysis.

Crystal structure of 2-[(2,3-dihydro-2-oxo-3-
benzoxazolyl)methyl]benzoic acid

Experimental conditions are summarized in
Table 1. Selected bond distances and bond angles

HOOC
NaH N\ /
DMF, reflux | ~ N o
-0 ()

C16
(©) [e2:]
o1

c7
03

02

Fig. 1. A view of (I), showing the atom-numbering
scheme. Displacement ellipsoids are drawn at the 50%
probability level for all non-H atoms. All H atoms are
rendered as spheres with arbitrary radii.

Table 2. Selected geometrical parameters for I (A, °)

Ccl—C2 1.366 (2)
Cl1—C6 1.377 (2)
C1—O1 1.3797 (19)
C2—C3 1.381 (3)
C3—C4 1.378 (3)
C4—C5 1.386 (3)
C5—C6 1.373 (2)
C6—N1 1.391 (2)
C7—02 1.197 (2)
C7—NI1 1.364 (2)
Cc7—ol 1.377 (2)
C8—NI 1.4557 (19)
C2—C1—C6 123.39 (16)
C2—C1—01 127.39 (15)
C6—C1—O1 109.22 (13)
Cl—C2—C3 116.07 (18)
C4—C3—C2 121.19 (18)
C3—C4—C5 122.11 (18)
C5—C6—Cl 120.74 (15)
C5—C6—N1 133.32 (15)
Cl1—C6—N1 105.93 (13)
02—C7—NI1 129.73 (17)
02—C7—O01 122.56 (16)
N1—C7—01 107.70 (14)
N1—C8—C10 113.40 (12)
C7—N1—C6 109.49 (13)
C7—NI1—C8 123.47 (14)

C10—C15 1.385(2)
C10—Cl1 1.403 (2)
Cl11—CI12 1.393 (2)
C11—C16 1.485 (2)
Cl12—C13 1.377 (2)
C13—Cl4 1372 3)
Cl4—Cl15 1.382 (2)
C16—03 1.2225 (18)
Cl16—04 1.3092 (19)
04—H40 0.9426
C8—C10 1.514 (2)
C15—C10—Cl1 117.77 (14)
C15—C10—C8 120.46 (14)
C11—C10—C8 121.75 (13)
C12—C11—C10 119.65 (14)
C12—C11—Cl6 118.29 (14)
C10—C11—C16 121.93 (14)
C13—C12—Cl1 121.07 (16)
C14—CI13—CI12 119.66 (16)
C14—C15—C10 122.14 (16)
03—C16—04 122.13 (14)
03—C16—Cl1 123.27 (14)
04—C16—Cl1 114.55 (14)
C6—N1—C8 126.57 (14)
C7—01—Cl 107.62 (12)
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Table 3. Hydrogen bonds and weak interactions for I (A, °)

D-H+A D(D-H)
O(4)-H(4)-0(3)' 0.943
C(12)-H(12)~0(4)" 0.93
C(5)-H(5)--0(1)® 0.93

Cgl-Cgl™ -

d(H-A) d(D-A) <(DHA)
1.702 2.644(4) 177.4
2.619 3.346(5) 135.5
2.578 3.352(6) 141.0

- 3.529(8) -

Symmetry codes: (i) I-x, 1-y, -z ; (ii) I-x, 2-y, -z; (iii) -x+1, y, z ; (iv) -x, 1-y, -z
Cgl includes atoms C1, N1, C3, C4, C5, C6, C7, N1, O1

Fig. 2. A representa- T
tion of the unit-cell L ==
contents of (I). Atoms a
involved in hydrogen

. . . \
bonding interactions (
are shown. Hydrogen (\E

bonds are rendered as

/N
dashed lines.

(i): x,1-y,1-z

are listed in Table 2. Hydrogen bonds and weak
interactions geometry are presented in Table 3.
ORTEP [12] drawing diagram of the molecular

mean: 8 atoms

mean: 8 atoms.

structure with 50% probability and the atom num-
bering scheme is shown in Fig. 1. The data for pub-
lication were prepared with WinGX [10], ORTEP
[12], and Mercury [13] program packages.

In the asymmetric unit of I, only one independ-
ent molecule is present (Fig. 1). The structural
parameters of the title compound are comparable
with those reported earlier [14-16]. The phenyl
and benzoxazol fused ring systems are essential-
ly planar with r.m.s. deviations of 0.008(6) and
0.018(9) A respectively. The angle between the
mean planes of the two ring systems is 71.12(3)°.
In the three-dimensional arrangement of the mol-
ecules of I only one classical hydrogen bond was
found (Fig. 2). A head-to-head O-H...O'(2.644(4)
A) interaction produces bicyclical dimmers. A
subsequent careful examination of the intermo-
lecular contacts shows that weak C-H...O and
m...m interactions are responsible for the pack-
ing of the molecules in the crystal structure of I.
Adjacent pairs of dimmers are connected through
n...m [Cgl...Cgl'] interactions with shortest cen-
troid-to-centroid distance of 3.529(8) A (Fig. 3)
[symmetry codes: (i) —x, 1 —y, 1 —z]. Two alternat-
ing C-H...O interactions of 3.346(5) A and 3.352
(6) A produce pseudo layers along ac (Fig. 4).

Fig. 3. A representation of the x...7 interactions between the fused ring( represented by the

mean planes) system in I.
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Fig. 4. A representation of C-H...O interactions interaction in I producing pseudo-
layers along ac.

CONCLUSION

The crystallographic and spectroscopic data are in
good agreement. There are no obvious discrepancies
between solid-state and solution data.

SUPPLEMENTARY MATERIALS

CCDC 805276 contains the supplementary
crystallographic data for this paper. This data can
be obtained free of charge via www.ccdc.cam.
ac.uk/data_request/cif, by e-mailing data_request@
ccdc.cam.ac.uk, or by contacting The Cambridge
Crystallographic Data Centre, 12 Union Road,
Cambridge CB2 1EZ, UK; fax: +44(0)1223-336033.
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CHUHTE3 U KPUCTAJIHA CTPYKTYPA HA 2-[(2,3-DIHYDRO-2-OXO-3-
BENZOXAZOLYL)METHYL] BEH30EHA KUCEJIMHA

M. I'epoa', P. Hukomnoga?, b. Illusaues?, O. [TeTpos!

! Xumuuecxku @axynmem, Coghuticku Ynusepcumem, oya. ,,/[ic. Bayuep* 1, 1164 Coghus
2 Unemumym no munepano2usi u kpucmanozpagust ,, Axao. Hean Kocmos “,
bvneapcrka Axaoemus na Haykume, yn. ,,Axao. I'. Fonueg 1. 107, 1113 Cogus
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OTpa3eHd ca CHHTE3bT, MOHOKPHCTANIEH PEeHTTeHOCTPpYKTYpeH, Y u SIMP ciekTpocKOTCKH U3cieJBaHus Ha
2-[(2,3-dihydro-2-ox0-3-benzoxazolyl)methyl]benzoic acid. BemectBoTo kpuctanusupa B P-1 mpocTpaHCTBeHA
rpyna u mapaMeTpy Ha eJeMeHTapHa KieTka: a = 6.716(3), b = 7.828(4), ¢ = 13.283(5) A, a = 78.029(12), =
81.360(17), y = 65.7100(10) °, V= 621.0 (4) A*, M, =269.25 u Z = 2. TpumepHaTa noapea6a Ha MOJIEKYJIUTE CE
crabmmmsupa ot exna (O-H...O) Bomopogna Bpb3ka. Cnabu C—H...O u m...7n B3anMOACHCTBUA JONPUHACAT 32
JOTTBTHUTEHA CTA0MIIHOCT Ha KPUCTAJIHATA CTPYKTYpa.
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Single-crystals of magnesium sulfite hexahydrate doped with nickel —
structure, density and optical properties
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MgSO0,.6H,0 is a crystalline compound which possesses notable optical properties, which make possible its
application in modern high technologies. Single-crystals of the compound can be obtained by method which combines
chemical reaction and polythermic growth from low-temperature water-based solutions.

The crystallization process can be best started at temperatures 53—46 °C. At higher temperatures MgSO,.6H,0
is prone to turn into MgSO,;.3H,0. Crystal growth lasts 20-25 days, where the temperature is gradually lowered to
ambient by semi-automatic device.

The apparatus allows growth of crystals with maximum length of the basal edge of trigonal pyramid 30-40 mm.

For a first time we have started research on single-crystal growth of MgSO,;.6H,0 with isomorphic inclusion
of Ni** and Co*" ions. It is supposed that these ions would influence the main physical and optical properties of the
crystals, such as refractive index, range of optical transparency, magneto-optical properties etc. We have obtained
single crystals of MgSO,.6H,0 with included 2-5% Ni*" ions, where nickel is added by NiCl.6H,0O. The process
starts with mixing the Mg- and Ni- bearing solution with the one containing SO,* and S,0.* at 50-60 °C, followed by
gradual cooling the joint-solution until it reaches room temperature for a few days.

Key words: MgSO,.6H,0, dopping, Ni*", PACS: birefringence — solids — 78.20.F, density — crystalline solids — 71.20,

diffraction — X-ray analysis — 61.10.H, structure — crystalline solids — 61.66.

1. INTRODUCTION

Co-crystallization depends on chemical correlation
matrix — admixtures. Typical cases are shown in [1].

Co-crystallization of isomorphic
and isodimorphic admixtures

Isomorphic compounds are compounds which
have similar composition and crystallize in the
same or similar form. In isomorphic compounds,
mutual replacement of equivalent particles happens,
in equivalent positions within the crystal structure.
Solid solutions form by replacement in such way.
In isodimorphic compounds, phase transition hap-
pens in which the admixture takes the structure of
the main component. For example the compounds
NiSO,.7H,0 (rhombic), CoSO,.7H,0O (monoclinic)
and CuSO,.5H,0 (triclinic) can form mixed crys-
tals, where the admixture accepts the unstable (for
it) structure of the macro-component.

* To whom all correspondence should be sent:
E-mail: nhll@chem.uni-sofia.bg
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Co-crystallization of non-isomorphic
admixtures

Non-isomorphic are ions which have different
charges or different chemical characteristics. They
are not replacements within the crystal structure but
they are adsorbed on the surfaces of the growing
crystals. That adsorption is selective and inclusion
is on sectors. Such inclusions alter the shape of the
crystal, because the inclusions change the speed of
growth of the crystal in some directions.

Complex compounds can form well-shaped
crystals, which include micro-admixtures (anom-
alous mixed crystals). Ions with higher charge
can displace ions with lower charge near cation
vacancy, thereby preserving general electro-neu-
trality. Such inclusion is called “hetero-valent
isomorphism”. That phenomenon can be used
to dope crystals with admixtures, thereby giv-
ing them desired properties for usage in scinti-
lators, lasers, piezoelectric and segnetoelectric
elements.

Isotherms of co-crystallization of various systems
are shown on Figure 1, where:

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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XA

(ax)

Fig. 1. Isotherms of co-crystallization of various sys-
tems. 1 — isomorphic and isodimorphic; 2 — anomalous
mixed crystals with lower limit of inclusion; 3 — complex
compounds of non-isomorphic admixtures; 4 — adsorp-
tion inclusion

Line 1 — Isotherm of co-crystallization of ideal
mixed crystals. Equilibrium coefficient of co-crys-
tallization can be gauged from the slope of line 1.

Line 2 — Isotherm of co-crystallization of anom-
alous mixed crystals, which shows the lower bound-
ary of inclusion (a-b), rapid growth of the included
amount (b-c), saturation, where the included amount
does not change (c-d) and then sharp rapid growth
of the included admixture amount (d-¢).

Line 3 — Isotherm of co-crystallization of anom-
alous mixed crystals where complex ligands with
high electric charge form new nucleus.

Line 4 — adsorption-based inclusion without
lower boundary, observed in some rarely encoun-
tered systems.

2. EXPERIMENTAL
2.1. Method

Single-crystals of the compound can be obtained
by method which combines chemical reaction and
polythermic growth from low-temperature water-
based solutions.

The chemical reaction is as follows [2]:

MgCl, + Na,SO, — MgSO, + NaCl

where, in order to prevent mass crystallization,
HSO, ions are added. They apparently widen the
metastable zone and hinder the process by increasing

solubility. HSOj; ions can be brought into the system
by adding Na,S,0; as follows:

Na,S,0, — 2 Na" + S,0%
S,0 + H,0 — 2 HSO;

The crystallization process is the best to start
at temperature 4653 °C. At higher temperatures
MgS0,.6H,0 is prone to turn into MgSO,.3H,0.
Crystal growth lasts 20-25 days, where the
temperature is gradually lowered to ambient by a
semi-automatic device.

The apparatus allows growth of crystals with
maximum length of the basal edge of trigonal
pyramid 30-40 mm.

We have obtained single crystals of MgSO,.6H,0
with included 2—-5% Ni?" ions, where nickel is added
by NiCl.6H,O. The process starts with mixing the
Mg- and Ni-bearing solution with the one containing
SO; and S,0Z at 50-55 °C, followed by gradual
cooling the joint-solution until it reaches room
temperature for a few days.

Polythermic single-crystal growth from low-
temperature water-based solutions. In polythermic
methods supersaturation is achieved by relying
on Van-t-Hoff’s equation, which is valid in most
cases:

dinC _ AH
dT RT?

where: C — solubility (in mol parts), T — absolute
temperature [°K], AH — enthalpy of dissolving, R —
gas constant

When AH >0, 410C 50 the solubility (C) rises
dT
with temperature (T) and vice versa, as it is shown

in Figure 2 (with continuous line).

Fig. 2. Trend of solubility in dependence of temperature
— AH > 0 (continuous line) and AH < 0 (broken line)
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Fig. 3. Power supply and timer blocks
. 0
In the opposite case, when AH <0, dchnC <0, In the cases where the true dependence dC 50
T

the solubility (C) lowers with temperature (T) and
vice versa, as it is shown on Figure 1 with broken
line.

Forasmall temperature interval AT=T7,— T (from
the true experimental curve), we can determine the
absolute saturation C°,— C° and the relative one —

c,-C"

C’,
where C° is the corresponding equilibrium concen-
tration for a given temperature T.

At greater temperature intervals of cooling
AT=T,- T, where, 7, — initial temperature, T, -
final temperature of the process, it is possible to
determine (from the true dependency C%T)), the
volume of the solid mass which emanates from one
mol solution by result of cooling within the chosen
temperature interval. The volume of the solid mass
is determined by the difference C{. — C{;. Of
course, depending on our practical needs, besides
mol-parts, we can choose other units to express the
composition. Then, the obtained solid mass will be
expressed in the corresponding dimensions.

o =
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this method is inapplicable .

2.2. Apparatuses

Apparatus consist: water — coated (jacketed) ther-
mostat chamber, hermetic vessels with starting solu-
tion mixture and electronic hardware. The latter de-
creases temperature in the chamber by custom rate.

2.3. Hardware

The power supply block and timer are shown
in Figure 3. The power supply block consists of
transformer 220/30V, diode-bridge B2MS5, Zener
diode (24 V) and emitter follower, consisting of
the transistors 2T6551 and 2N3055. The stabiliza-
tion coefficient is not high, but fair enough for the
schemes supplied. Capacitors 4700 pF/48V and
1000 pF/35V are meant to filter out the oscillations
of the input power after a rectifier bridge and make
connecting smoother.

The timer is basically a delaying digital relay
ERVC-C4-24V and auxiliary relay RES22/RF4500-
125. When the supply is turned on, supply voltage



G. Giorgi et al.: Single-crystals of magnesium sulfite hexahydrate doped with nickel — structure, density and optical properties

24V

[min]

/Timp

ov

Fig. 4. Output time diagram

reaches ERVC, through the normally closed contact
1-3 of the relay RES22, which is not switched on
because the tension on the base of 2T6551 is low.
After the delaying relay engages, it switches the
contacts from 8-11 to 9-11, at which point tension
at the base of 2T6551 becomes high enough (24V)
and it is held for a while by the capacitor 100uF/35V.
Meanwhile RES22 opens the contacts 1-3, the
supply for ERVC is cut off and contacts 9-11
switch to 8-11. Then the base of 2T6551 receives
low tension, RES22 is left without supply and the
contacts 1-3 close the circuit which powers ERVC.
With that the cycle is complete. The pulse made by
the contacts 1-3 of the relay ERVC is short-living.
Its time span is determined by the elements in the
basic circuit of 2T6551 — condenser 100uF/35V,
resistors 10kQ and 1kQ, basal current of 2T6551
and the transition processes in the relay system.
These processes may not be taken into account,
because the R-C elements are chosen in such a way
so T,,>0,5S. The generator outputs a pulsating
tension, whose time-diagram is shown on Figure 4.

As we mentioned above, 7; is firmly determined

by the elements incorporated in the base circuit

of 2T6551. They are chosen in such a way so the
system can restart certainly and provide stable work
for the pulse magnet and the counter (Fig. 5).

Elements C=3600 uF/35V uR =5Q are included
in order to provide reliable work for the pulse
magnet (PM). This (PM) moves a stepper dialer
which rotates the head of the contact thermometer.
They mitigate shock pulsations of the electrical
current, which appear whenever the pulse magnet
is engaged.

In the case about the relative super-saturation o,
defined by the speed of cooling, there is addition
caused by deviation of temperature. It is determined
by the expression:

— dCO * AT * L

dT c’
where: Ac —deviation of the relative supersaturation,
caused by AT, dC°/dT; AT — deviation from the
chosen temperature — 7.

Apparently, as the dependency C°(7T) goes more
sloped and deviation AT=T— T, becomes greater, so
greater will be the fluctuations of super-saturation.
Such conditions are unfavorable for crystal-growth

Ao

electromechanical pulse

24v R=50 '
— o
TKE24 /
3600uF/35V counter with clearing
SY200
PULSE MAGNET
IN

: |
G O

Fig. 5. Scheme of the pulse magnet and counter
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from water-based solutions, so measures should
be taken to mitigate A7. These measures can be as
follows:

— Choice of sensor with minimized time for
reaction and improvement of the ratio between
thermal capacity of thermostatic part and the thermal
capacity of the heater.

— Decreasing of the threshold of insensitivity of
the sensor (in our case — contact thermometer).

In the case of classic wiring scheme of a contact
thermometer when 7> T, the electrical current goes
through the thermometer and not through the coil
of the mercury ampoule. That current /_ = 30 mA,
cannot be lowered in order to keep the circuit safely
closed. That circumstance, paired with the induction
of the coil and constant temperature, unchanged for
long time leads to local soot formation in the capillary
tube of the thermometer. That soot formation widens
the threshold of insensibility in the contact zone.

In order to avoid that issue, we have developed a
simple and reliable scheme (Fig. 6), which worked
without breakdown for more than 2.6.10* hours.

The scheme consists of relay type TKE5S6PODG,
TKE21PD, MKU48 or D-KD226B and transistor
KT801A. The KD226B keeps the transistor safe
from voltage surges during relay shut-down process.
The value of the resistor R is determined by the
following formula:

(24 = U,,)-B/.

where:  — Coefficient of amplification (electrical
current) of KT801A in a scheme “common emitter”
(= 50); I, — current of engagement of the relay (for

24V LOAD
L TKES56
GND
1 Fig. 6.
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MKU48 = 36 mA); U, — potential between the
emitter and base, which for the most transistors is
U, <2V, so:

(24 —2).50/36.10°~ 30 kQ

The current through KT can be calculated by
the Ohm principle 24V/30 = 0.7 mA or 7.10* A.
Voltage over the mercury column is less than 2V.
Under these conditions the mercury thermometer is
virtually eternal, which is proven by 2.6.10* hours
of continuous work without any visible change or
wear.

2.4. X-ray and SEM apparatuses

For the experiments conducted in Italy, the
following apparatuses have been used:

X-ray device and the single-crystal goniometer
Siemens P4 four-circle diffractometer with graphite
monochromated Mo-Ka radiation (I =0.71073A)
and the w/2q scan technique.

The structure was solved by direct methods
implemented in the SHELXS-97 program. [G.
M. Sheldrick, SHELXL-97, Rel. 97-2, Universitit
Gottingen, 1997]. The refinement was carried out
by full-matrix anisotropic least-squares on F? for all
reflections for non-H atoms by using the SHELXL-
97 program. [G. M. Sheldrick, SHELXL-97, Rel.
97-2, Universitit Gottingen, 1997].

SEM and the EDX probe Philips-501 scanning-
electron microscope equipped with an EDAX
9100/60 energy-dispersive analyzer.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

3.1. Structure

It is revealed according to data from X-ray
analysis conducted in Italy. Unit cell is shown on
Figure 7. Analysis has also shown that nickel can
isomorphic displace magnesium.

3.2. Density

Data about the density of various samples
of magnesium sulfite hexahydrate are shown in
Table 1. Density based on calculations about
the size of the unit cell has unusually high value
than literature data. As is well-known; there are
huge objective difficulties of data processing in
such cases [5, 6]. Even small inaccuracies can
considerably compromise the final results. Future
more precise data processing of difractogramme
from X-ray analyses are yet to be done in order to
solve these issues.
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Table 1. Density of MgSO,.6H,0

Sample of MgS0O5.6H,O Density [g/cm’] Notes, sources
Literature references 1.72 Reference [3]
MgS0;.6H,0 (doped with nickel) 2.151 Calculations based on X-ray analysis made in Italy.
MgS0;.6H,0 (pure) 1.7138 Picnometric measurement made in Sofia University

M¢gS0;.6H,0 (doped with nickel) 1.7493 (£0,12%)

Picnometric measurement made in Sofia University Crystals
doped with nickel show slightly higher density than pure ones.

o Olb)

Owlla)

Fig. 7. Unit cell of MgSO,.6H,0: Ni

We have conducted additional measurement of
the density by picnometric method. For the purpose
we have used a picnometric vial with volume of 25
cm? class “B” made by JENA* GLASS — DDR. The
vial is filled with fluid (in our case CCl,) and then
it is weighted on a balance. For the measurement
we have used CCIl, instead of water, because
MgS0,.6H,0 has certain solubility in water, which
would compromise the final data. Then a crystal
sample with known weight is submerged in the fluid
and the vial is weighted again. Then the density is
calculated with the following formula:

Table 2. Refractive indices of MgSO,.6H,0

_ P
(P+P=P)P

p

where: P — weight of the crystal sample; P, — weight
of the vial filled with CCl,; P, — weight of the vial
filled with CCl, and submerged crystal sample;
P+P,—P, is the weight of the fluid with volume equal
to that of the crystal sample

3.3. Refractive index

It has been measured with refractometer
“Pulfrich-PR-2” (made by Carl Zeiss — Jena) and
prism (V F3). Data for the refractive index measure-
ments are shown in Table 2. MgSO,.6H,0O samples
doped with nickel show slightly higher refractive
indices for a given wavelength than pure samples.

Principal scheme of the refractometer with
additional device (polarizer) is shown on Figure 8.
The polarizer allows us to measure birefringence of
the crystal.

Hg

&

S ——
=
 ——
e

Fig. 8. Principal optic scheme of refractometer “Pwlfrich-
PR-2”, where Hg — mercury lamp; K — collimator; F
— filters [A]; P — polarization filter; D — aperture; KR —
MgS0,.6H,0 crystal (blue); PR — prism (Vu F3 ); R —
angle of refraction; G — precise goniometer

Wavelength n, Mgson "6H,0 De Mgson 61,0
3. 2 3. 2
[nm] MgSO0,.6H,0 (pure) (doped with Ni) MgSO0;.6H,0 (pure) (doped with Ni)
4358 1.527 1.529 - -
546.1 1.517 1.519 1.470 1.474
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05-13-1998  16:22:49 KV: 20.0 Tilt: 0.0 _TKOff: 35.0
Fsc: 8022  Cps: 508  LSec: 100 Prst: 100L Kev: 2.83  Cnt: 110
SiKa
1.00 2.00 3.00 4.00 5.00 6.00 7.00 8.00
16:22:32 05-13-98
Elem: Net Wt% At% Error$% BG P/B
O K 150.85 47.99 62.28 0.82 2.91 51.84
MgK 428.51 21.04 17.97 0.49 14.54 29.47
SiK 31.93 1.35 1.00 2:15 15.04 2:12
S K 666.74 28.19 18.25 0.39 14.95 44.60
NiK 10.22 1.42 0.50 3.82 5.02 2.04
Fig. 9

These data are in good accordance with the ones
obtained previously by us [4] while using indirect
method.

Nickel content within the crystals is determined
by SEM and X-ray analyses conducted in Italy.

— Mg:Ni ratio results obtained by SEM — Mg:
0,9777; Ni: 0,0223; X(Mg+Ni) = 1

— Mg:Ni ratio results obtained by X-ray analysis
— Mg: 09765; Ni: 0,0235; Z(Mg+Ni) =1

Mg:Ni ratio obtained by SEM is shown on
Figure 9.

4. CONCLUSION

X-ray analysis has proved that inclusion of Ni
is isomorphic on the places of Mg ions and that
nickel content is within 2.2% with the latter also
being confirmed by SEM analysis. Investigations
on density and refractive index have showed that
they increase with the presence of nickel.

The difference between density determined
by picnometric method — 1.7493 (£0,12%) and
calculated from X —ray data—2.151 is caused by the
accepted molecular weight for NiSO,.6H,0, instead
proportionally taken between molecular weight
of NiSO,.6H,0 (M=246,865) and MgSO,.6H,0
(M=212,47). Comparison between the values
calculated from X-ray data —2.151 and picnometric
data for NiSO,.6H,0 —2.027 and databases: (ICSD
#27807, ICSD #24140, ICSD #26149, ICSD
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#48112, PDF24-0739, PDF 01-0473) suggests such
conclusion [7-11]. After recalculations according
to considerations above we receive value of 1.858
g.cm’® — close to real value.

We suppose that MgSO,.6H,O possesses certain
magneto-optic properties, such as refractive index
changing under the influence of magnetic field. We
hope to confirm that in our future studies. In the
future, we expect to obtain similar data about Co-
doppant [12—14]. This would help us to clarify these
phenomena.

Unfortunately, MgSO,.6H,0 is not stable at
temperatures exceeding 55-60 °C, and has certain
solubility in water. Sources of heat and humidity
from the air may limit its application in optical
devices.
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MOHOKPUCTAJIM OT MAT'HE3UEB CVYJIOUT XEKCAXU/IPAT, JOTHUPAHU
C HUKEJI - CTPYKTVYPA, IDTbTHOCT U OITUYECKN CBOMCTBA

A. Doxopmxu!, T'. JI. JIrotor?, JI. T'. JIroToB**

! Vuusepcumem Cuena, 53100 Cuena, Umanus, e-mail: ciads@unisi.it
2 Cogpuiicku Yuusepcumem ,,Ce. Kn. Oxpuocku®, yu. ,,/icetime bayuwp “ Ne 1, Coghus, Bulgaria,
e-mail: nhll@chem.uni-sofia.bg

[MocTemuna Ha 28 sHyapu, 2011 r.; npuera Ha 22 anpur, 2011 1.
(Pesrome)

MgSO,.6H,0 e KpHCTaJIHO BEIIECTBO CbC 3a0EIEKUTEIHM ONTUYHU CBOMCTBA, KOMTO IpPaBSIT BB3MOXKHO
MPWIOKEHNETO MY B CHbBPEMEHHHTE BHCIIM TEXHOJOTMH. MOHOKPHCTAIN OT BEIIECTBOTO CE MOIydYaBaT 110 METOJ,
KOWTO ITpecTaBsiBa KOMOWHALMS HA XMMHYECKAa PEAKIUS M ITOJUTEPMUYHO M3PACTBAHE OT HUCKOTEMIIEPATYPHHU
BOJIHM Pa3TBOPH. XUMHUYECKATA PEaKIMs € CIeAHATA!

MgCl, + Na,SO; — MgSO, + NaCl

3a Ja He HACTBIIM MacoBa KpucTaau3alus, B cucremara ce mnpubasit HSO,  HoHH, KOUTO SBHO pa3lIUpsBaT
MeTacTabuUIHATa 30HA U MHXMOMpAT Ipolieca 4Ype3 IOBUIIABAHE HA Pa3TBOPUMOCTTA (aHayorus — kaunut). HSO -
HoHHU ce 1oTyyaBaT B cucreMaTa oT gob6aseHus Na,S,0; 110 ypaBHEHUATA.

Na,S,0, — 2 Na" + S,0.>

$,04 + H,0 — 2 HSO;

PacTexxbT Ha KpHCTATIHMTE MpombbkaBa 20—25 MHH, KaTO TOCTCIEHHOTO MOHMKCHHWE Ha TeMIleparyparta ce
OCBIIIECTBSABA OT ABTOMATH3HPAHO YCTPOMCTBO.

AmapaTypara mo3BoJisiBa IOy IaBaHETO Ha KPUCTANH C IBIDKAHA Ha ph0a Ha OCHOBATA HA TPUTOHAHATA TUPAMHAIA
30-40 mm. IToxyuenu ca kpuctainu ot MgSO,.6H,0 ¢ Brirouenu okoio 2 10 5% Ni** ioHu, kaTo HUKela e 100aBeH
nox popmara na NiCL.6 H,O.

IIpoBeieHN ca WM3CIIEMBAHUS BBPXY IMOJYYCHUTE 3a MPHB IIBT B CBETOBHATA MPAaKTHKA HA MOHOKPUCTAIH OT
MgSO,.6H,0 c Brirouenn nzomopduo Ni** u Co* itonu. [Toxazano e, ye BrirodeHnsIT Ni** moBumaBa koeduuneHra
Ha JTBYCTIPEUyIBaHE M [UIBTHOCTTA HA KPHCTAIIUTE, a Taka ChLIO M pasznukara n—n . [Ipeamonara ce, 4e Te3u foHU
Orxa MOBJHUSITH U BPXY MATHUTOOIITHYHHITE CBOMCTBA Ha KPHCTAJINTE.

243



Bulgarian Chemical Communications, Volume 43, Number 2 (pp. 244-253) 2011

Theoretical and experimental studies on the coordination ability
of 1,4-bis(dimethylphosphinylmethyleneoxy)benzene

P. J. Gorolomova', R. P. Nikolova?, B. L. Shivachev?, V. I. Ilieva', D. Ts. Tsekova',
T. D. Tosheva®, E. S. Tashev?, S. G. Varbanov*, G. G. Gencheva'*

! Faculty of Chemistry, University of Sofia, 1164 Sofia, Bulgaria
? Institute of Mineralogy and Crystallography, Bulgarian Academy of Sciences, 1113 Sofia, Bulgaria
? Institute of Polymers, Bulgarian Academy of Sciences, 1113 Sofia, Bulgaria
* Institute of Organic Chemistry with Center of Phytochemistry, Bulgarian Academy of Sciences,
1113 Sofia, Bulgaria

Received January 28, 2011; Revised April 22, 2011

Combined experimental and theoretical study of the crystal, molecular and electronic structure, and coordination
ability of 1,4-bis(dimethylphosphinylmethyleneoxy)benzene was performed using X-ray single-crystal analysis,
FT-IR spectral characterization and quantum chemical calculations. The title compound crystallizes in the triclinic
crystal system, P-1 space group. The asymmetric unit consists of two symmetrically independent molecules. The
optimization of the molecular structure of the compound in gas phase at different levels of theory (ab initio,
RHF/6-311G(d), MP2/6-311G(d) and DFT B3LYP/6-311G(2df,2p)) shows existence of several conformers. In
the description of the conformers, a torsion angle C, -C, -O-C was used. The results from the optimized molecular
structures are compared with the X-ray single crystal data. The electronic structure of the most important for the
coordination ability molecular fragments, was described in terms of Natural Bond Orbitals (NBO) analysis and
Mulliken charges.

Key words: X-ray diffraction, conformation analysis, chemical reactivity, tertiary phosphine oxides.

INTRODUCTION new materials. The presented paper describes the
experimental and theoretical studies of the crystal,
molecular and electronic structure of one of these
isomers, namely 1,4-bis(dimethylphosphinylmethyl
eneoxy)benzene (p-I) and discusses its coordination
ability.

Dimethyl(methyleneoxyaryl)phosphine oxides
[1]arearelatively small group of organophosphorous
compounds that belongs to the family of the tertiary
phosphine oxides. The tertiary phosphine oxides are
used widely in generation of Wittig-Horner reagents
[2], as building blocks in organic synthesis [3] and
intermediates for the design of nano-electronic and
supramolecular materials [4]. In recent years, there
has been considerable interest in the studying their
coordination behavior to transition and lanthanide
ions [5], because those of them having bulky and
branched substituents are very suitable for extraction
ofrare-earth and transuranic elements [6]. Therefore,
the current research on the coordination ability and
reactivity of a series of bis(dimethylphosphinylme
thyleneoxy)benzenes [7], whose representative is
the title compound (Fig. 1) is timely and important,
in order to evaluate their potential application in
separation chemistry as well as for synthesis of

Fig. 1. An ORTEP view (ellipsoids at 50% probability)
of 1,4-bis(dimethylphosphinyl-methyleneoxy)benzene
* To whom all correspondence should be sent: with atom labeling scheme. H atoms are shown as small
E-mail: ahgg@chem.uni-sofia.bg spheres of arbitrary radii
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EXPERIMENTAL

Crystal growth

Colorless prismatic crystals of 1,4-bis(dimethyl-
phosphinylmethyleneoxy)benzene suitable for X-ray
diffraction were obtained during the interaction of
CuCl, with a fourfold excess of the title compound
in C,H,OH (96%). The experimental IR spectrum of
p-1 was recorded on a ALPHA FT-IR spectrometer
— Bruker Optics. IR (cm™): 1501, 1437, 1416
v(Ar(C=C)); 1291; 1221 v(C,,-0); 1163 v(P=0);
1043 v(CH,-0); 932, 896, 866, 835 5(CH,-P-CH,)
+ 8(CH,-P-CH,); 822; 742; 523; 404.

Single crystal X-ray analysis

A prismatic crystal of the title compound having
approximate dimension of 0.28 x 0.24 x 0.24 mm
was placed on a glass fiber and mounted on an
Enraf-Nonius CAD-4 diffractometer. X-ray data
collection was carried out at room temperature
with graphite monochromatized Mo-Ka radiation
(L = 0.71073 A). The unit cell parameters were
determined from 15 reflections and refined
employing 22 higher-angle reflections, 17<6< 20°.
The w/260 technique was used for data collection
using Nonius Diffractometer Control Software [8].
Lorentz and polarization corrections were applied
to intensity data using the WinGX [8]. The structure
was solved by direct methods using SHELXS-97 [8]
and refined by full-matrix least-squares procedure on
F? with SHELXL-97 [8]. The hydrogen atoms were
placed in idealized positions (C, .5 = 0.93, C =
0.97 and C =0.96 A) and were constrained to

methylene

Table 1. Crystal data and structure refinement indicators
for 1,4-bis(dimethylphosphinylmethyleneoxy)benzene

Empirical formula C,H,004P,
Molecular weight 290.22

Crystal size (mm) 0.28 x 0.24 x 0.24
Crystal system Triclinic

Space group P-I

T(K) 290

Radiation wavelength (A) 0.71073 (Mo Ka)
a(A) 6.202(3)

b (A) 9.290(6)

c(A) 13.356(9)

V(A% 728.1(8)

Z 2

a(®) 100.066(12)
B 100.788(12)

y(®) 99.675(11)

d (mg. m) 1.324

p (mnn 0.302
Reflections collected/unique 5628/2873
RI(I>20(D) 0.056

wR2 (all data) 0.164

ride on their parent atoms, with U, (H) = 1.2U_ (C).
The X-ray diffraction data and details concerning

data collection and structure refinement are given in
Table 1, ORTEP diagram of p-I is shown on Fig. 1

Computational Details

The molecular and electronic structures of 1,4-
bis(dimethylphosphinyl-methyleneoxy)benzene
were obtained by DFT (Becke’s 3-Parameter
hybrid functional combined with the Lee-Yang-
Parr correlation functional B3LYP [9]) and 4b
initio (Restricted Hartree-Fock Method (RHF)
[10] and second-order Mgller-Plesset perturbation
theory (MP2) [11]) calculations (full optimization
in gas phase) using Gaussian 09 software package
[12]. Several basis sets such as triple- Pople type
6-311G(d), 6-311G(2df,2p) and double-{ 6-31G(d)
[13] were employed for the calculations. The Natural
Bond Orbitals (NBO) [ 14] calculations ware performed
with the NBO-code included in Gaussian09 [12]. The
calculated vibrational frequencies of the compound
(program package Gaussian09 [12]) were used to
check the structural optimizations and to compare with
experimental data.

RESULTS AND DISCUSSION

The title compound crystallizes in the
centrosymmetric space group P-1. There are two
symmetrically non equivalent p-I molecules (A and
B) in the asymmetric unit Fig. 1. The observed bond
lengths and angles in A and B are typical for such
compounds [3a, 15], Table 2. The phosphorus atoms
possess distorted tetrahedral arrangement with bond
angles range between 104.07(3) — 114.82(5)° and
relatively localized P=O double bonds (1,489 A for
(A) and 1,484 A for (B)). The two p-disposed ether
oxygen atoms O11 and O11” as well as O21 and
021’ also share the least-squares aromatic plane
with an equal deviation of 0.003 A. The A and B
moieties are arranged in such a matter to minimize
the steric hindrance of the bulky methyl groups
Fig. 2. The angle between the mean planes of the
aromatic rings of A and B is 55.11(4)°. In addition,
very weak C-H(methyl).....O intermolecular
interactions are observed. As a consequence of the
crystal packing, the dihedral angles C-O-C,,-C,, in
the A and B type molecules differ about 6.5° and
these of O12-P11-C14-O11 — about 14.5°,

Geometry optimization of the molecular
structure and conformation analysis

Despite of the accuracy of the X-ray data in the
determination of the molecular geometry of the
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Table 2. Selected geometrical parameters (distances in A and angles in degrees) of p-I

Crystal structure

Optimized structure / Methods

Parameter
A B RHF B3LYP MP2

Dihedral angles (°)
012-P11-C14-011 -50.22() —64.76() +180.00 +180.00 +177.89
P11-C14-011-C11 ~178.770) +178.37() +179.99 +180.00 -91.88
C14-011-C11-C12 -157.91() +164.77() +0.02 0.00 -5.61
C14’-011’-C11’-C13 +157.91() -164.77() -179.98 +180.00 175.22
Bond angles (°)
C12-C11-011 125.15() 125.04() 115.84 115.74 114.76
C13’-C11-011 115.64() 115.52() 124.97 124.75 126.20
Cl11-011-C14 117.13() 117.21() 119.82 118.36 118.63
0O11-C14-P11 108.11() 108.53() 109.33 110.18 115.20
C14-P11-012 113.77() 114.82() 110.82 110.49 111.75
C14-P11-C15 114.38() 114.39() 104.99 103.87 102.20
C14-P11-Cl16 105.13() 104.07() 104.99 104.83 106.48
C15-P11-012 114.38() 114.39() 114.72 115.52 11593
C15-P11-Cl16 107.22() 106.54() 105.71 102.72 103.94
C16-P11-012 112.83() 113.58() 114.71 115.51 115.26
Bond Length ?
C11-011 1.377() 1.375() 1.358 1.376 1.376
0O11-C14 1.412() 1.4230) 1.398 1.420 1.420
C14-P11 1.832() 1.846() 1.832 1.846 1.845
P11-012 1.489() 1.484() 1.469 1.489 1.498
P11-C15 1.785() 1.7770 1.810 1.818 1.811
P11-Cl16 1.785() 1.786() 1.800 1.818 1.811

Fig. 2. Packing of the molecules within the unit cell
down the b-axis. Intermolecular interactions are marked
with dashed lines.

studied compound, to estimate fully its electronic
structure and coordination behavior, theoretical
analysis was applied. Generally, the molecule
possesses two types of coordination centers: the
phosphoryl oxygen atoms as well as the ether
oxygen atoms. In addition, the bond lengths of the
P=0 units are indicative for localized double bonds
[15] and hence it could be expected relatively limited
coordination ability of the phosphoryl oxygen atoms.
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The computational modelling of the molecular
and electronic structure of 1,4-bis(dimethylphos
phinylmethyleneoxy)-benzene was performed in
gas phase using different levels of theory: RHF/6-
311G(d) and MP2/6-311G(d) and DFT B3LYP/6-
311G(2df,2p) (Fig. 3). All theoretical found bond
lengths and bond angles are in agreement with
X-ray refinements values (Table 2). However,
significant differences were observed for the torsion
angles. The optimized structures obtained using
RHF/6-311G(d) and B3LYP/6-311G(2df,2p) are
close but differ significantly of that obtained by
MP2/311G(d) (Table 2, Fig. 3). Moreover, each of
them differs from the experimental single-crystal
data. The differences relate to the positions of the
two substituents in respect to the plane of the benzene
ring. In addition, if we compare the experimentally
determined dihedral angles and these obtained after
geometry optimization using the Z-matrix from
the X-ray diffraction, torsion relaxations were also
observed (Fig. 4.). Thus in gas phase, free from the
intermolecular forces, the molecules relax to the
nearest local minima in the potential surface. It is
evident that the observed large degree of structural
mobility is due to the three single bonds C(Ar)-O-
C-P in each substituent. In order to characterize the
stable conformational states, the potential energy
profile for the internal rotation around C,-O was
calculated. In the description of the conformers, the
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Fig. 3. Optimized structure of 1,4-bis(dimethylphosphinylm
ethyleneoxy)benzene with depicted values of the Mulliken
(1)and NPA (2) charges, obtained using: a) RHF/6-311G(d);
b) B3LYP/6-311G(2df,2d); ¢) MP2/6-311G(d); d) Z-matrix
of X-ray data for an isolated A molecule at B3LYP/6-
31G(d); e) Z-matrix of X-ray data of the two molecules in
the unit cell at B3LYP/6-31G(d)

P

Fig. 4. Molecular structure of isolated A molecule using
X-ray data: a) single point structure, b) after optimization
(the optimization was carried out without any restrictions
on the symmetry)

torsion angle between the benzene ring and the O11-
C14 bond, namely C, -C, -O-C (¢, C12-C11-O11-
C14) was used (Fig. 5). The opposite dihedral angle
(C12’-C11°-011’-C14’) in the second substituent
has values around -179.5° or +179.5°.
B3LYP/6-31G(d) calculations predict the
existence of more then five conformations
(Fig. 5). The estimated conformational energy
differences are very small (<3 kJ/mol) and only
between the most stable conformer (¢~150°) and
the least stable one (¢~30°), the energy difference
is ~11.5 kJ/mol (Fig. 5). Hence, on the basis of
the theoretical results, the existence of several
relative stable conformers could be expected.
The minima obtained by the theoretical scan
were optimized. The five relevant lowest energy
conformers found are depicted on Fig. 6. Their
calculated parameters together with these obtained
for the optimized molecule structures on the basis
of the Z-matrix of the X-ray data for an isolated A
molecule as well as for A and B molecules in the
unit cell are presented in Tables 3. The calculated
data for the minimized energies listed in Table 3
show that the highest symmetric conformer d) with
dihedral angles ¢,= C,,-O,,-C,,-C,, and ¢, = C, -

-3814690

-3814700

-3814710

E, kd/mol

-3814720

-3814730 4

-3814740 4

-3814750 T T T T T T
0 50 100 150 200 250 300

¢1, Degree

Fig. 5. Calculated potential energy curve for the rotation
around the C11-O11 single bond

247



P. J. Gorolomova et al.: Theoretical and experimental studies on the coordination ability of ...

0,,-C,;-C,; +180° and — 180° is the most stable
one among the various conformers. This conformer
is with 1.6 kJ/mol more stable, than the optimized
molecules, obtained af ter geometric optimization
of the Z-matrix of X-ray data (the calculated total

(1) 0.985
(2) 1.067

(1)-0.556

(2)-1.078 (1)-0.556

o 98} (2)-1.078
(2) 1.067 (10534
(2) -0.540

(1) 0.895
(2) 1.968

(1)-0.556
(2)-1.078 (1)-0.556
(2)-1.078
(1)-0.534
wow
(1)-0.534
(2)-0.541
c)
(1)-0.53 (1) 0.904
‘ (2) 1.967
(1)-0.534 (1)-0.556
(2)-0.540 (2)-1.078
(1)0.895
(2) 1.988 Olss
(2)-1.078
(1) 0.904

(2) 1.988
(1)-0.556

83 :82431; (2)-1.078
' (1)-0.537
(2)-0.547
(1) 0.904
(2) 1.988 (1)-0.556
(2)-1.078
(1) 0.904
6) (2)1.988
(1)-0.556
(2)-1.078

(1)-0.556
(2)-1.078

(1)-0.537
(2)-0.547

(1)-0.537

(1) 0.904 it

(2)1.988

Fig. 6. The lowest energy conformers with depicted
values of the Mulliken (1) and NPA (2) charges
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energy is presented per one molecule) and 20.8
kJ/mol more stable than the optimized molecular
structure of the isolated A-molecule.

In order to appraise the coordination ability of the
compound, its molecular structure was interpreted
from the electronic point of view. Selected results
from the natural population analysis of the five
conformers together with the molecule structures
obtained from optimization of the X-ray determined
Z-matrix are presented in Tables 3 and 4.

The discussion is focused on the lone pair orbitals
(LP)ofether oxygen and phosphoryl oxygen atoms as
well as on their principal localization quantitatively
estimated through second order perturbation
energy stabilization (see Table 3). The one-centre
valence lone pairs (LP) orbitals are appropriate
for co-ordination to metal ions. One LP orbital on
ether oxygens and two LP orbitals of phosphoryl
oxygens have mainly p-character and they are
practically occupied by two electrons. Natural bond
orbital (NBO) analysis provides a description of
the molecular structure by a set of localized two-
center bond and antibond orbitals as well as one-
center core pair, valence lone pair and Rydberg
extravalence orbitals. The analysis of the stabilizing
interactions between filled and unoccupied as well
as destabilizing interactions between filled orbitals
based on the data of the Fock matrix in the NBO
basis is useful to estimate the hyperconjugation and
delocalization in the molecule structure. In this study,
DFT level computation was used to investigate the
second-order interaction between the oxygen LP
orbitals and proper vacant antibonding orbitals as a
measure for the lone pair localization (Table 4) and
potential coordination ability. The natural orbital
interactions were analyzed with the NBO Version
3.1 [14]. Since these interactions lead to donation of
occupancy from the localized NBOs of the idealized
Lewis structure into the empty non-Lewis orbitals,
they refer to the “delocalization” corrections to the
zeroth-order natural Lewis structure. For each donor
NBO (i) and acceptor NBO (), the stabilization
energy E2 as defined in [14e] is associated with the
degree of i — j intramolecular hyperconjugative
interactions and can be used as a measure of the
engagement of the lone pairs in the intramolecular
delocalization. The larger the £(2) values shows the
more intensive interaction between electron donors
and electron acceptors orbitals. The data about the
interactions of n(O,,)—>n(C,,-C,,))* and n(O,;.)—>
n(C,,-C,,)* are related to resonance in the molecules
due to electron donation from LP(O) of the ether
oxygen atoms to anti-bonding acceptor n(C-C) of
the phenyl ring. The large stabilization energy for
these interactions (more then 103.8 kJ/mol, Table 4)
shows high hyperconjugation between the electron
donating ether oxygen and the phenyl ring. These
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Table 3. Theoretical parameters of the selected stabile conformers and the optimized molecules using Z-matrix of
X-ray data for the isolated A molecule, and A and B molecules in the crystallographic cell obtained by B3LYP/6-
31G(d) level of theory (Dihedral angles ¢1=C14-O11-C11-C12 and ¢2 = C14’-0O11’-C11°-C13; *~ HOMO)

Parameter Dehedral Angles Lone pair
LP(O11) LP(O117) LP1(012) LP2(012) LP1(012%) LP2(012%)
Molecular Ocupancy Ocupancy Ocupancy Ocupancy Ocupancy Ocupancy

Conformation

Energy o] [0 % p character % p character % p character % p character ~ % p character % p character
number
[kJ/mol] Orbital Energy, Orbital Energy, Orbital Energy, Orbital Energy, Orbital Energy, Orbital Energy,
[kJ/mol] [kJ/mol] [kJ/mol] [kJ/mol] [kJ/mol [kJ/mol]

1.85514 1.85419 1.80991 1.79848 1.81002 *1.79836

a) -3814739.1 1233 -170.61 99.69 % p 99.78 % p 99.74 % p 99.74 % p 99.74 % p 99.74 % p
-849.9 —848.6 —619.8 —620.0 —620.1 -620.0

1.85463 1.85974 1.80985 1.79813 1.81097 *1.79827

b) -3814739.4 1123 178.69 99.73 % p 99.92 % p 99.74 % p 99.74 % p 99.74 % p 99.73 % p
-846.9 -845.2 —618.1 —618.3 —618.7 —619.1

1.85903 1.85298 1.81094 1.79826 1.81020 *1.79832

c) —3814740.0 179.74 -172.31 99.92 % p 99.84 % p 99.74 % p 99.73 % p 99.74 % p 99.74 % p
-845.6 -845.9 —618.7 —619.1 -617.4 -617.5

1.85904 1.85904 1.81092 1.79819 1.81092 *1.79818

d) —3814750.9 180.00 —180.00  99.92 % p 99.92% p 99.74 % p 99.73 % p 99.74 % p 99.73 % p
—843.5 —843.6 -617.3 -617.7 -617.3 -617.7

1.85974 1.85974 1.91108 1.79845 1.81107 *1.79844

e) -3814750.2 0.03 179.98 99.92 % p 99.92% p 99.74 % p 99.75 % p 99.74 % p 99.74 % p
-842.9 -842.9 -617.3 -617.8 -617.4 -617.8

1.85689 *1.85689 1.80764 1.79568 1.80764 1.79568

X-ray 1mol -3814730.1 177.38  3.02 99.91 % p 99.91 % p 99.73 % p 99.71 % p 99.73 % p 99.71 % p
-821.9 -821.9 -609.0 —608.5 -609.0 -608.5

1.86100 *1.85541 1.82171 1.80944 1.80730 1.79523

X-ray2 mol  —7629498.5 —173.56 10.51 99.91 % p 99.91 % p 99.88 % p 99.89 % p 99.73 % p 99.71 % p
-841.4 -828.6 —675.1 —674.3 -612.5 -612.1

(-3814749.3 4.11 17793 1.84878 1.86183 1.81071 1.79856 1.80908 *1.79731

per one 99.87 % p 99.79 % p 99.74 % p 99.72 % p 99.73 % p 99.71 % p
molecule) ~781.0 -821.0 -553.5 -553.0 -615.8 -615.3

intramolecular interactions, which are the biggest
for calculated molecules of the conformers ¢ and d,
block significantly the possibility of ether oxygens to
participate in additional intermolecular interactions
as co-ordination to metal ions. The stabilization
energy values calculated about the orbital overlap
of LP(O) of phosphoryl oxygen atoms and the two
antibonding o(C-P)* orbitals are lower (see Table
4) and the differences between orbital energies are
bigger . The mainly p-character of these oxygen lone
pair orbitals (Table 3) together with low participation
in intramolecular hyperconjugation (Table 4) show
behavior close to pure lone pair orbitals. Hence on
the basis of the NBO analysis it could be concluded
that phosphoryl oxygen atoms are more reactive and
capable to coordinate than ether oxygens. Generally,
the data presented in Table 4 shows that the two
phosphoryl oxygen atoms belonging to one molecule
of p-I1 have different reactivity. The close values
for the stabilization energies and the differences
of the orbital energies were only observed for the

molecules obtained from the optimization of the
Z-matrix of X-ray data. On the basis of the data
from the second-order perturbation theory analysis
of the orbital donor-acceptor interactions it could
be concluded that the more reactive to coordination
is one of the two phosphoryl oxygen atoms per
molecule and the most reactive molecule is that of
the d-conformer, obtained after optimization in gas
phase. The coordination through the ether oxygen
atoms is less likely because of conjugation with the
aromatic m-electrons.

In order to obtain additional chemical interpreta-
tion to the charge distribution in the optimized mo-
lecular structures and hence complete characteriza-
tion of the electronic structure, the natural atomic
charges and Mulliken charges were analyzed in the
ground state. The data for the atomic charges ob-
tained from the Mulliken population analysis [16]
and molecular charge distribution in terms of NPA
(Natural population analysis) charges (namely —
nuclear charge minus summed natural populations
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Table 4. Second-order perturbation theory analysis of the of the donor-acceptor interactions based

on the NBO basis

Conformation Donor NBO Acceptor NBO E(2)* E(j) — EGQ)° F(ij)°
number (1) (j) [KJ/mol] [a. u.] [a. w]
a) LP(O11) BD*(C11-C12) 100.4 0.35 0.087
LP(O11°) BD*(C11’-C13) 112.6 0.34 0.092
LP1(012) BD*(P11-C15) 69.2 0.45 0.078
LP2(012) BD*(P11-C14) 94.0 0.43 0.089
LP1(012") BD*(P11-C15°) 68.2 0.45 0.078
LP2(012) BD*(P11’-C14’) 94.1 0.43 0.089

b)
LP(O11) BD*(C11-C12) 101.0 0.35 0.087
LP(O11°) BD*(C11’-C13) 112.7 0.34 0.092
LP1(012) BD*(P11-C15) 67.6 0.45 0.078
LP2(012) BD*(P11-C14) 94.1 0.43 0.089
LP1(012") BD*(P11-C15°) 67.5 0.45 0.078
LP2(012%) BD*(P11°-C14”) 92.8 0.44 0.089

<)
LP(O11) BD*(C11-C12) 114.5 0.34 0.093
LP(O11’) BD*(C11°-C13) 1154 0.34 0.093
LP1(012) BD*(P11-C15) 66.8 0.45 0.077
LP2(012) BD*(P11-C14) 92.8 0.44 0.089
LP1(012%) BD*(P11°-C15”) 68.5 0.45 0.078
LP2(012%) BD*(P11°-C14”) 94.1 0.43 0.089

d)
LP(O11) BD*(C11-C12) 114.5 0.34 0.093
LP(O11’) BD*(C11°-C13) 114.5 0.34 0.093
LP1(012) BD*(P11-C15) 66.8 0.45 0.077
LP2(012) BD*(P11-C14) 92.9 0.44 0.089
LP1(012%) BD*(P11°-C15”) 66.8 0.45 0.077
LP2(012%) BD*(P11°-C14”) 92.9 0.44 0.089

e)
LP(O11) BD*(C11-C12) 103.0 0.35 0.088
LP(O11°) BD*(C11’-C13) 112.6 0.34 0.092
LP1(012) BD*(P11-C15) 66.7 0.45 0.077
LP2(012) BD*(P11-C14) 92.7 0.44 0.089
LP1(012") BD*(P11-C15°) 66.7 0.45 0.077
LP2(012°) BD*(P11°-C14°) 92.8 0.44 0.089
X-ray 1mol LP(O11) BD*(C11-C12) 114.1 0.34 0.092
LP(O11°) BD*(C11°-C13) 103.8 0.34 0.088
LP1(012) BD*(P11-C15) 80.7 0.45 0.085
LP2(012) BD*(P11-C14) 91.3 0.43 0.088
LP1(012") BD*(P11-C15°) 80.6 0.45 0.085
LP2(012) BD*(P11’-C14’) 91.25 0.43 0.088
X-ray 2 mol LP(O11) BD*(C11-C12) 100.8 0.35 0.087
LP(O11’) BD*(C11°-C13) 115.5 0.34 0.093
LP1(012) BD*(P11-C15) 72.0 0.46 0.081
LP2(012) BD*(P11-C14) 83.0 0.45 0.085
LP1(012%) BD*(P11°-C15”) 80.1 0.45 0.085
LP2(012%) BD*(P11°-C14”) 92.2 0.43 0.088
LP(021) BD*(C21-C22) 1133 0.33 0.091
LP(O21) BD*(C21°-C23) 107.9 0.34 0.091
LP1(022) BD*(P21-C25) 78.9 0.45 0.084
LP2(022) BD*(P21-C24) 91.7 0.43 0.088
LP1(022%) BD*(P21°-C25”) 81.4 0.45 0.085
LP2(022%) BD*(P21°-C24") 89.0 0.43 0.087

a) E(2) means energy of hyperconjugative interactions;
b) E(j) — E(i) — Energy difference between donor and acceptor i and j NBO orbitals.
c) F(i, j) is the Fock matrix element between i and j NBO orbitals.
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of NAOs on the atom) [14d] are presented on
Figures 3 and 6. The Mulliken’s procedure, the
most widely used method for representation of
the electron density distribution was performed at
each level of theory using variety of basis sets. The
analysis of molecular charge distribution supported
the description of electron-pair “bonding” unit was
done at DFT level of theory using 6-31G(d) basis
set. The calculations obtained for the molecule of
p-1 in gas phase and using Z-matrix of the solid
state at different level of theory proved the gain of
more negative charges from the phosphoryl oxigens
and hence higher reactivity. The comparison of the
charge distribution in the conformers (Fig. 6) shows
that they differ only in respect to the charges on the
oxygen and phosphorus atoms.

These differences could be explained with dif-
ferent degree of conjugation in the chain P-CH,-O-
Ar-O-CH,-P as a consequence of different spatial
location of the substituents in the five conformers.
On the basis of the charge distribution, it is worth
comparing the reactivity of the phosphoryl O-atoms
obtained for the optimized structures in gas phase
and solid state using DFT calculations. The most re-
active is one of the phosphoryl O-atoms belonging
to one of the two molecules obtained after optimiza-
tion of the X-ray data for the two molecules in the
unit cell. It should be emphasized that the electron
density distribution on the two molecules obtained
after X-ray data optimization differs significantly
and the distribution on the molecule A is close to
the data obtained from optimization in gas phase.

a) b)

« & 2 QJ""’;‘.%&‘,:

Fig. 7. Frontier molecular orbitals, studied by RHF/6-
311G(d) level of theory as the optimization was done in:
a) gas phase; b) using the Z-matrix of X-ray data for an
isolated A molecule at B3LYP/6-31G(d); e) using the
Z-matrix of X-ray data of the two molecules in the unit
cell at B3LYP/6-31G(d)

This trend was proved again using RHF/6-311G(d)
level of theory, as can be seen from the computed
electronic density map presented on Fig. 7.

To clarify the differences in the spatial loca-
tion of the substituents in the molecule of p-I ob-
tained after optimization in gas phase and that from
X-ray single crystal refinement, and their influence
on the reactivity, the IR spectrum of the polycrys-
talline sample of the studied compound was re-

Table 5. Selected experimental and calculated frequencies (B3LYP/6-311G(d) of 1,4-bis(dimethyl

phosphinylmethyleneoxy)benzene

Calculated
Experimental X-ray of 1 X-ray of 2 Assignment
gas phase
molecules molecules
- 1597 - - v(Ar(C=C))
1566 - 1501
1501 1485 1499 1499
1437 - - 1412
1416 1403 1411 1411
1221 1212 1216 1219 V(Car-0)
1196 1204 1217
1205
1203
1163 1165 - 1177 v(P=0)
1163 1175 1175
1173
1043 1027 1047 1047 v(CH,-0)
932 1015 932 1044
896 924
866 933 875 935 8(CH;-P-CH;)
835 929 846 876 + §(CH,-P-CH3)
905 868
849 847
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corded. The observed experimental IR frequencies
were compared with theoretically predicted vibra-
tional spectra (Table 5). The calculated vibrational
frequencies proved the correctness of the structural
optimizations. The assignments of the bands of the
experimental IR spectrum are made in accordance
with IR data and NCA published for tertiary phos-
phine oxides (Table 5) [5b,16]. The comparison of
the experimental with the calculated data shows co-
incidence in different regions. The observed P=0O
stretching band coincides with calculated frequen-
cies for optimized molecule in gas phase as well as
the calculated spectrum using X-ray data is close
to experimental spectrum in the range v H,C-O and
O((CH;-P-CH,) bands. Therefore, it could be as-
sumed that more than one conformer present in real
polycrystalline sample.

CONCLUSION

The crystal structure of 1,4-bis(dimethylphosp
hinylmethyleneoxy)benzene reveals the existence
of two symmetrically non equivalent molecules (A
and B) in the asymmetric unit. To estimate fully
its electronic structure and coordination behavior,
theoretical analysis wasapplied. All theoretical found
bond lengths and bond angles are in good agreement
with X-ray refinements values and large differences
were observed for the dihedral angles related to the
location of the two substituents in respect to the
plane of the benzene ring. To explain the structural
mobility due to the three single bonds C(Ar)-O-C-P
in each substituent, the conformational analysis was
applied. Five relevant lowest energy conformers
were found as the estimated conformational energy
differences are very small. The coordination ability
of the compound was evaluated in terms of Natural
Bond Orbitals, Mulliken charges and analysis of the
frontiermolecularorbitals. The highestreactivity was
proved for the phosphoryl O-atoms. The calculated
vibrational frequencies of the compound were used
to check the structural optimizations and to compare
with experimental data. The most stable conformer
was obtained by computation in gas phase, because
free from the intermolecular forces, the molecule
relaxes to the nearest local minima in the potential
surface. The steric hindrance of the bulky methyl
groups is an acting force for the arrangement in
the crystal structure. In the polycrystalline sample,
conformers with different location of the substitutes
are possible.

Supplementary Materials

CCDC 805281 contains the supplementary crystal-
lographic data for this paper. This data can be obtained
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free of charge via www.ccdc.cam.ac.uk/data_request/
cif, by e-mailing data request@ccdc.cam.ac.uk, or
by contacting The Cambridge Crystallographic Data
Centre, 12 Union Road, Cambridge CB2 1EZ, UK;
fax: +44(0)1223-336033.

Acknowledgements: The financial support by the
Bulgarian National Science Fund (Ministry of
Education, Youth and Science, Bulgaria) under con-
tract No DRNF 02/1 is gratefully acknowledged.

REFERENCES

1. S. Varbanov, T. Tosheva, G. Borisov, Phosphourus,
Sulfur & Silicon, 63,397 (1991).

2. a) R. Nassar, B. C. Noll, K. W. Henderson,
Polyhedron, 23,2499 (2004); b) N. M. A. El-Rahman,
L. S. Boulos, Molecules, 7, 81 (2002).

3. a) B. A. Trofimov, S. F. Malysheva, N. K. Gusarova,
V. A. Kuimov, N. A. Belogorlova, B. G. Sukhov,
Tetrahedron Letters, 49, 3480 (2008); b) A. R.
Daniewski, L. M. Garofalo, S. D. Hutchings, M.
M. Kabat, W. Liu, M. Okabe, R. Radinov, G. P.
Yiannikouros, J. Org. Chem., 67, 1580 (2002).

4. R. Lerebours, Ch. Wolf, Org. Lett,. 9, 2737 (2007);
b) A. C. Durrell, H. B. Gray, N. Hazari, Ch. D.
Incarvito, J. Liu, E. C. Y. Yan, Cryst. Growth & Des.
Communication, 10, 1482 (2010).

5. a) G. Borisov, G. Varbanov, L. M. Venanzi, A.
Albinati, F. Demartin, Inorganic Chemistry 33, 5430
(1994); b) N. Trendafilova, 1. Georgieva, Vibrational
Spectroscopy, 20, 133 (1999); ¢) V. Vassileva, G.
Gencheva, E. Russeva, S. Varbanov, R. Scopelliti, E.
Tashev, Inorg. Chim. Acta, 358, 2671 (2005); d) L.
Le Saulnier, S. Varbanov, R. Scopelliti, M. Elhabiri,
J.-Cl. G. Binzli, J. Chem. Soc., Dalton Trans., 3919
(1999); e) L. N. Puntus, An.-S. Chauvin, S. Varbanov,
J.-Cl. G. Biinzli, Eur. J. Inorg. Chem,. 2315 (2007).

6. a) F. de M. Ramirez, S. Varbanov, C. Cécile, G.
Muller, N. Fatin-Rouge, R. J.-Cl. G. Biinzli, J. Phys.
Chem. B, 112, 10976 (2008); c) J. D. Law, K. N.
Brewer, R. S. Herbst, T. A. Todd, D. J. Wood, Waste
Managment, 19,27 (1999); d) Z. Chan, Y. Yan-Zhao,
Z. Tao, H. Jian, L. Chang-Hong, J. Radioanal. Nucl.
Chem., 265, 419 (2005).

7. a) R. Petrova, B. Shivachev, D. Tsekova, P.
Gorolomova, V. Ilieva, S. Varbanov, G. Gencheva, [
National Crystallographic Symposium, Sofia, p. 129
(2009); b) G. Gencheva, D. Tsekova, P. Gorolomova,
V. Ilieva, R. Petrova, B. Shivachev, T. Tosheva, E.
Tashev and S. Varbanov, Second Workshop on Size-
Dependent Effects in Materials for Enviromental
Protection and Energy Application, p. 51 (2010); ¢)
V. Ilieva, R. Petrova, B. Shivachev, P. Gorolomova,
D. Tsekova, T. Tosheva, E. Tashev, S. Varbanov, G.
Gencheva, I National Crystallographic Symposium,
Sofia, p. 49 (2010).

8. a) Enraf-Nonius, CAD-4 EXPRESS Software. Enraf-
Nonius, Delft, The Netherlands (1994); b) K. Harms
and S. Wocadlo, XCAD4. Program for Processing



P. J. Gorolomova et al.: Theoretical and experimental studies on the coordination ability of ...

CAD-4 Diffractometer Data. University of Marburg,
Germany (1995); ¢) G. M. Sheldrick, Acta Cryst.,
A64, 112 (2008).

.a) A. D. Becke, J. Chem. Phys., 97, 2155 (1992); b)

A. D. Becke, J. Chem. Phys., 98, 9173 (1992); ¢) C.
T.Lee, W. T. Yang, R. G. Parr, Phys. Rev., B, 37, 785
(1988).

Clifford; J. Cioslowski; B. B. Stefanov; G. Liu; A.
Liashenko; P. Piskorz; I. Komaromi; R. L. Martin;
D. J. Fox; T. Keith; M. A. Al-Laham; C. Y. Peng;
A. Nanayakkara; M. Challacombe; P. M. W. Gill; B.
Johnson; W. Chen; M. W. Wong; C. Gonzalez; and J.
A. Pople; Gaussian, Inc., Wallingford CT, Gaussian
09 (Revision-A.01); Gaussian, Inc.: Pittsburgh, PA,

10.a) C. C. Roothan, Rav. Mod. Phys., 23, 69 (1951); b) 20009.

G. G. Hall, Proc. Roy. Soc,. 205, 541 (1951). 13.S. F. Boys, F. Bernardi, Molecular Physics, 19, 553
11.C. Moller, M. S. Plesset, Phys. Rev,. 46, 618 (1934). (1970).
12.M. J. Frisch; G. W. Trucks; H. B. Schlegel; G. E.  14.a) J. P. Foster, F. Weinhold, J. A4m. Chem. Soc.,

Scuseria; M. A. Robb; J. R. Cheeseman; Jr. J. A.
Montgomery; T. Vreven; K. N. Kudin; J. C. Burant;
J. M. Millam; S. S. Iyengar; J. Tomasi; V. Barone;
B. Mennucci; M. Cossi; G. Scalmani; N. Rega; G. A.
Petersson; H. Nakatsuji; M. Hada; M. Ehara; K. Toyota;
R. Fukuda; J. Hasegawa; M. Ishida; T. Nakajima; Y.
Honda; O. Kitao; H. Nakai; M. Klene; X. Li; J. E.
Knox; H. P. Hratchian; J. B. Cross; V. Bakken; C.
Adamo; J. Jaramillo; R. Gomperts; R. E. Stratmann;
0. Yazyev; A. J. Austin; R. Cammi; C. Pomelli; J. W.
Ochterski; P. Y. Ayala; K. Morokuma; G. A. Voth;

102, 7211 (1980); b) A. E. Reed, F. Weinhold, J.
Chem. Phys., 78, 4066, (1983); c) A. E. Reed, R. B.
Weinstock, F. Weinhold, J. Chem. Phys., 83, 735,
(1985); d) A. E. Reed, F. Weinhold, J. Chem. Phys.,
83, 1736, (1985); e) A. E. Reed, L. A. Curtiss, F.
Weinhold, Chem. Rev., 88, 899, (1988).

15.a) A. C. Durrell, H. B. Gray, N. Hazari, Ch. D.

Incarvito, J. Liu, E. C. Y. Yan, Cryst. Growth &
Design, 10, 1482 (2010); b) H. K. Wang, Acta Chem.
Scand,. 19, 879 (1965); c) V. Chandrasekhar, R.
Azhakar, Cryst. Eng. Comm,. 7, 346 (2005).

P. Salvador; J. J. Dannenberg; V. G. Zakrzewski; S.
Dapprich; A. D. Daniels,; M. C. Strain; O. Farkas;
D. K. Malick; A. D. Rabuck; K. Raghavachari; J.
B. Foresman; J. V. Ortiz; Q. Cui; A. G. Baboul; S.

16.R. S. Mulliken, J. Chem. Phys. 23 (1955) 1833.

17.K. Nakamoto, [Infrared and Raman Spectra of
Inorganic and Coordination Compounds-Part B, 5"
ed., John Wiley&Sons, New York, NY, USA (1997).

TEOPETUYHO N EKCITEPUMEHTAJIHO U3CJIEABAHE
BBHPXY KOOPIAMHALIMOHHATA CITOCOBHOCT
HA 1,4-BUC(METUJI®OCOPNHNIIMETUJIIEHOKCHN)BEH3EH

I1. 1. Topomnomosa', P. I1. Hukonosa?, b. JI. Illuaues?, B. 1. Unuesa', /1. 11. LlexoBa',
T. 1. Tomesa®, E. C. Tames®, C. I'. Bap6anos?, I'. I'. ['enueBa’

! Xumuuecku paxynmem, Coghuticku ynueepcumem
2 Unemumym no munepanoeus u kpucmanoepaghus, bvreapcka akademus Ha HayKume
3 Unemumym no nonumepu, Bvieapcka akademus Ha HayKume
* Unemumym no opeanuuna xumusi ¢ Llenmvp no pumoxumus, bvicapcka akademus Ha HayKume

[Moctrenuna Ha 28 sinyapu, 2011 r.; npuera Ha 22 anpui, 2011 .
(Pesrome)

MounekynHaTta, KpUCTaTHATa CTPYKTYKTYpa M KOOPAHHAIIMOHHATA CTOCOOHOCT Ha 1,4-0uc(MeTrindochuHIIMETH
JICHOKCH)OCH3EH Ca W3YYCHH CKCIIEPUMEHTAITHO, ¢ METOJIUTE Ha pEHTreHoBarta audpakuus u MY- cnekrpockomnus,
u TeopeTndHo - ¢ ab initio RHF/6-311G(d), MP2/6-311G(d) meroaute, kakto u ¢ DFT B3LYP/6-311G(2df,2p).
CheIMHEHUETO KPUCTANU3MPa B TPUKIMHHA KPHCTAJHA CHCTEMa, C TMPOCTPAHCTBEHA Tpyma Ha cumerpust P-1.
KBaHTOBO-XMMHYHHTE MPECMATAHUS 3a Ta30Ba (a3a Mmokaszaxa, ue CheIUHCHHETO MOXKE Jla ChIIECTBYBA B HIKOJKO
cmabo pasznuuaBalid ce MO EHeprus cTabMinHM KoHdopmepu, omucanum upes aueapuynus wvren C,-C,-O-C.
KopauHallmoHHUTE CBOWCTBa Osixa xapakTepu3upaHd ¢ nomomra Ha NBO-aHanu3, oneHka Ha MBIMKCHOBHUTE
3aps/Id U pa3mnpeieICHUETO Ha eIEKTPOHHATA IThTHOCT BhPXY €CTECTBECHUTE HeCBhp3Baliy LP MosekymHn opOuTau.
IMosyueHuTte pes3yiraTé Mokasaxa, 4e ¢ Hai-BHCOKAa KOOPAMHAIMOHHA CHOCOOHOCT ce OoTIH4aBaT (ocHOpUIHHUTE
O-aromu. Haii-ctabunausat xoHdopmep Ociie moiaydeH 3a ra3oBa (asza. [laHHHUTE OT peHTreHoBarta JAU(PaKITHs
HoKa3axa, 4e MOJPEekKTaHETO HAa MOJICKYJIHTE B KPHCTAIHATA ONAKOBKA CE ONpPENEIs OT CTEPHYHOTO OTOIBCKBAHE
MEXy 00EMUCTUTE METUIIOBH IPYIIH OT 3aMECTUTEIUTE.
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The aim of the present work is to verify the synthesis of bismuth borates by crystallization from glasses. Several
bismuth boromolybdate glasses were selected and heat treated at 500-530 °C for different exposure times. Obtaining
of BiBO, polymorphs, Bi,B,0,, Bi,B.0,, and Bi,MoO, has been detected by X-ray diffraction (XRD). Additional
information for the formation of BiBO; crystal phase was obtained by infrared spectroscopy (IR). There is significant
difference in the IR spectra of the glass 50Bi,0,.50B,0; and crystal BiBO, product. The reason is that in the glass
sample the content of BO, units is higher than in the crystallized one.

Keywords: crystallization, glasses, X-ray diffraction.

INTRODUCTION

There is significant interest in the preparation
and characterization of bismuth borate glasses, glass
ceramics and single crystals for their application in
non-linear optics [1-5]. An early comprehensive
study of several oxide glasses containing Bi,0, as
a network former was reported by Dumbaugh [6].
A recent article discussed the effects of melting
conditions and crucible materials on the optical
properties of oxide glasses containing bismuth [7].
Crystalline bismuth borates, also have received
increased attention in recent years due to their
outstanding properties like high density, refractive
index and very high coefficients of second and third
harmonic generation. The phase diagram of Bi,0,—
B,0, system was first determined by Levin and
Daniel [8] and a variety of stable phases are known
to exist: Bi,,B,0,, (boron sillenite), Bi,B,0,,
Bi,B,0,,, BiB,O, (bismuth triborate), Bi,BO,,
(bismuth octaborate). The metastable BiBO,
phase (bismuth orthoborate) that is missing in the
original phase diagram possesses two polymorph
modifications (BiBO,-I and BiBO,-II) [9-11]. It can
be prepared by cooling of a melt with composition
of 50B,0,.50B1,0, [9, 10], and it was found that it
decomposes into a mixture of the stable Bi,B,0, and

* To whom all correspondence should be sent:
E-mail: albenadb@svr.igic.bas.bg
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Bi,B,O,, phases at 600 °C [9]. Recently, Egorysheva
et al. [12] published a review on the vibrational
spectra of bismuth borate crystals. Among several
inorganic borate crystals for applications in non-
linear optical devices, bismuth triborate (BiB,O)
phase is known to have the highest coefficient for
second harmonic generation (2.5-7) and numerous
studies on its single crystal growth and optical
properties have been carried out [10, 13]. Ihara et
al. [11] demonstrated for first time that the BiBO,
phase is also a nonlinear optical crystal with second
harmonic intensity about 110 times as large as
a-quartz.

Although various studies have been published for
obtaining of bismuth borate phases from supercooled
melts and glasses some questions still remain open
concerning the use of different crucible materials
and the influence of preparation conditions [4].
In our previous studies [14-17] it was established
that MoO, is a suitable component to decrease the
melting temperatures in the MoO,-La,0,-B,0,,
Mo0O;-Nd,0,-B,0; and MoO;—ZnO-B,0, systems
[15] and the possibility to modify the crystallization
processes. That is the reason the ternary system
MoO;-B1,0,-B,0, has been chosen as a subject of
this study. The present paper is a continuation of
our previous investigations on the ternary Bi,O,—
MoO;-B,0O; system. The location of the glass
formation region was determined, the structure of
glasses and optical properties of the glasses and

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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glass-crystalline materials were investigated as well
[18]. The aim of the present work is to verify the
synthesis of BiBO, by crystallization from glasses
in the presence of MoO, as an additional flux agent
in the ternary Bi,0,-MoO,-B,0, system.

EXPERIMENTAL

All compositions (10 g) were prepared using
reagent grade oxides MoO, (Merck, p.a.), Bi,O,
(Merck, p.a.) and H,BO, (Reachim, chem. pure) as
starting materials. The homogenized batches were
melted for 15 min in air in alumina crucibles. The
melting temperature was limited to 1000 °C in or-
der to decrease the volatility and reduction of the
components. The glasses were obtained by press
quenching between two copper plates (cooling rate
~10? K/s). Several glass compositions, situated in
different part of the glass formation region were se-
lected: 50Bi,0,.50B,0,, 50Bi,0,.10M00,.40B,0,,
60Bi,0,.5M00,.35B,0,, 49Bi,0,.2M00,.49B,0, and
63Bi1,0,.2M00,.35B,0, and additional heat-treat-
ment at 500-530 °C for different exposure times
(2-9 h) was performed. The phase transformations
of the samples were detected by X-ray diffraction
(Bruker D8 Advance diffractometer, Cu Ka radia-
tion). The microstructure and the size of the crystals
were determined by Scanning Electron Microscopy
(SEM 525M). Microprobe analysis (analyze EDAX
9900) were performed on polished samples. The
thermal stability of the selected glasses was verified
by differential thermal analysis (LABSYS™ EVO
apparatus) with Pt-Pt/Rh thermocouple at a heating
rate of 10 K/min in argon flow, using AL,O, as a
reference material. The accuracy of the tempera-
ture maintenance was determined + 5 °C. The opti-
cal absorption spectra of the glass and crystalline
samples were recorded at room temperature using
UV-Vis spectrophotometer (Evolution 300) in the
wavelength range 300-1000 nm. The IR spectra
were measured using the KBr pellet technique on a
Nicolet-320 FTIR spectrometer with a resolution of
+1 cm™', by collecting 16 scans in the range 1600—
400 cm™.

RESULTS AND DISCUSSION

Transparent and homogeneous glass composi-
tions  50Bi,0,.50B,0,, 50Bi,0,.10M00,.40B,0,,
60B1,0,.5M00,.35B,0,, 49B1,0,.2M00,.49B,0, and
63B1,0,.2M00,.35B,0, having a pale yellow to
dark yellow color were obtained. The DTA patterns
of selected glasses are shown in Fig. 1. It is visible
that the increase of MoO, content (above 40 mol%)
results in the decrease of glass transition tempera-
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Fig. 1. DTA curves of selected glasses

ture (7,) and crystallization temperature (7,) from
370 to 330 °C and from 440 to 380 °C, respectively.
The heat treatment regime of the glasses was made
having in mind the obtained DTA results and pre-
vious reports by Pottier [9], Becker [10] and Ihara
[11] as well. In the XRD pattern (Fig. 2) of the bi-
nary 50Bi,0,.50B,0, composition only the diffrac-
tion lines of BiBO,-II phase, are visible. The addi-
tion of 2 mol% MoO,; leds to the appearance of both
BiBO, polymorphs: BiBO,-I1 (JCPDS 28-0169) and
BiBO,-II (JCPDS 27-0320). Unfortunately, the
crystal structures of these two phases have not been
determined until now. The increase in MoO, content
(5 mol%) also leds to the appearance of two phases
Bi,B,0, (JCPDS 70-1458) and Bi,MoO, (koech-
linite) (JCPDS 82-2067). Further increase in MoO,
content (10 mol%) shows only the presence of
Bi,MoO, (koechlinite). Another experiment at con-
stant MoO, content (2 mol%) was made with vary-
ing the ratio of the other two components (Bi,0, and
B,0,). After heat treatment at 500 °C for 5h in the
sample with composition 49Bi,0,.2M00,.49B,0,
both BiBO, polymorphs were detected (Fig. 3),
while in the other sample with composition
63Bi,0,.2M00,.35B,0,, diffraction lines of sev-
eral crystal phases were found: BiBO,-I, BiBO,-II,
Bi,B,0,and Bi,B,O,, (JCPDS 15-0372). According
to Pottier [9] the BiBO, phase decomposes into a
mixture of the stable Bi,B,0, and Bi,B.0,, phases
at 600 °C. More experiments are needed in order to
elucidate this interesting problem.

255



R. Iordanova et al.: synthesis of BiBO, by crystallization of glasses in the Bi,O~MoO~B,0;, system

A\-BiBO, (Il) A

: - Bi,MoO, ;
50Bi,0,.508,0, E| - BIiZB:O: o 60Bi,0,.5M00,.35B,0,
crystallization at 500 °C (9h) crystallization at 530 °C (2h)
A
°
g O
O ]
- JANVAN A : k [}
S 8 WA
© >
~ T T T T T T - T T T T T T 1
= 10 20 30 40 50 60 70 80 10 20 30 40 50 60 70 80
bt
= c
c |A-siBo,m 49Bi,0,.2M00_49B,0, o |e-Bimo, o 50Bi,0,10Mo0,.40B,0,
o |V-BBOM A crystallization at 500 °C (9h) c crystallization at 530 °C (2h)
- =
c
A
A
v JAYNVAN
%
T T T T T T T T T T T 1 T T T T T T 1
10 20 30 40 50 60 70 80 10 20 30 40 50 60 70 80
20, deg 20, deg

Fig. 2. X-ray diffraction patterns of selected glass compositions after heat treatment

The microstructure of the crystallized sample
50Bi,0,.50B,0, was examined by SEM analy-
sis (Fig. 4). Partial surface crystallization was ob-
served, while the sample volume is still amorphous.
The preliminary microprobe chemical composition
analysis showed the presence of BiBO, phase that is
in agreement with the XRD results (Fig. 2). The UV-
Vis spectra of the glass 50Bi,0,.50B,0, and crystal-
line BiBO, are shown in Fig. 5. The absorption of
both samples decreases after 400 nm, but the crys-
tallized sample possesses better transparency than
the glass. Besides, a band at 480 nm was observed
in the spectrum of the glass sample that could be re-
lated to the formation of nanoparticles of elementary
bismuth (Bi’) and their influence on the coloration of
the glass. This problem was discussed in details by
Sanz et al. for bismuth-silicate glasses [7].

There is significant difference in the IR spectra
(Fig. 6) of both samples. The amorphous network
contains BO, (930-880 and 1040 cm™), BO, (1270,
1200 cm™) and BiO, (band centered at 470 cm™)

Fig. 3. X-ray diffraction patterns of samples
49Bi,0,.2M00,.49B,0, and 63Bi,0,.2M00,.35B,0,

256

A-BiBO, (Il)
V-BiBO, (I)
*- Bisssoiz

¢-BiB,0

4279

Do

\

* .
63Bi,0,.2M00_.35B,0,
crystallization at 500 °C (9h)

v
3
*A ATA A
‘ Yy
T T T T T T T T T T
30 40 50 60 70 8

S
s
> T
o 10 20 0
»
c |A-BBO,(I) A 49Bi,0,.2M00_.49B,0,
ﬁ v - BiBO, (1) crystallization at 500 °C (9h)
c
A
A
A
v JAVIVAN
s Yy
T T T T T T T T 1
10 20 30 40 50 60 70 80
20, deg



R. Iordanova et al.: synthesis of BiBO, by crystallization of glasses in the Bi,O,~MoO,-B,0; system

Fig. 4. SEM micrographs of the crystalline BiBO,: a) unpolished surface and b) sample volume

~_|

50Bi,0,.50B,0, (glass)

BIBO,
300 400 500 600 700 800 900 1000
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Fig. 5. UV-Vis spectra of the glass and crystalline BiBO,

50Bi,0,.50B,0,

glass

BiBO,

Transmittance,a.u.

T T T T
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—
1200
wavenumber,cm’

T
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Fig. 6. IR spectra of the glass 50B1,0,.50B,0, and crys-
talline BiBO,

units. In the IR spectrum of crystalline sample
the bands which are related to the BO, vibrations
are missing and overall it is similar to the results
obtained by Egorysheva et al. [12] for the IR
spectra of BiBO, phase. The obtained results
are an additional confirmation that Bi,0, favors
the transformation of BO; to BO, units in the
amorphous network [4, 18-21].

CONCLUSIONS

Bismuth borate (BiBO,) phase was synthesized
by crystallization of binary and ternary glass
compositions in the Bi,0,-M00,-B,0, system. It
was established that the addition of 2 mol % MoO,
leads to the obtaining of BiBO,-I and BiBO,-II
bismuth borate polymorphs. The increase in MoO,
content (2-5 mol%) stimulates the simultaneous
crystallization of several phases — BiBO,, Bi,B,0,
and Bi,B.O,,. Further increase in MoO, content
(10 mol%) leads to the obtaining of Bi,MoO,
(koechlinite) phase, only. IR results established that
in the glasses the content of BO, units is higher than
in the crystallized sample.
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CHUHTE3 HA BiBO, YPE3 KPUCTAJIM3ALIUS HA CTBKJIA
B CUCTEMATA MoO,-Bi,0,-B,0,

P. C. Mopmanosa', A. JI. Bruaposa-Henemuesa'*, JI. 1. Anexcanapos',
S. b. umutpues?

I Hnemumym no Obwa u Heopeanuuna Xumus, Bereapcka Axademusn na Hayxume,
yi. ,,Akao. I'. Bonues*, on. 11, 1113 Cogusi, Bvaeapust
2 Xumurxomexnonoauuen u Memanypeuuen Ynueepcumem, 6yn. ,, Kn. Oxpudcku“ 8,
1756 Cogus, Bvreapust

INocTenuna Ha 18 suyapu, 2011 r.; npuera Ha 20 anpui, 2011 r.

(Pesrome)

Llenra Ha HacTosAImaTa paboTa € 1a ce IPOBEPH Bb3MOXKHOCTTA 3a cCHHTe3 Ha BiBO, upe3 kpucTann3anus Ha CThKIIA.
HsikoJ1K0 TPUKOMIIOHEHTHH aMOp(HU ChCTaBa OT U3CIeABaHATa cUcTeMa 0sixa M30paHu U TEPMUYHO TPETUPAHH NPU
500-530 °C ¢ pa3nu4HO Bpeme Ha 3aapbxka. Upes peHTreno-(aszos ananus (POA) Oe ycTaHOBEHO MOJTy4aBaHETO Ha
nonuMopduuTe Moaudukaiuu Ha BiBO,, kakrto u Ha Bi,B,0,, Bi,B,O,, n Bi,MoO, kpuctamau dazu. JombiHuTEIHA
uHpopmManus 3a cuaresupanus BiBO, 6e nmoxyuena u ot nundpauepsenara cnexrpockonus (MY). ma cpijecTBeHa
pasnuka B MY cnektpure Ha CTBKIOTO ¢be cbeTaB 50Bi,0,.50B,0, u kpuctannus BiBO, npoxykr. [Ipuunnara 3a
TOBA €, U B CTHKJIOTO ChAbp:kaHHeTo Ha BO, rpynuTe € mo-BUCOKO OTKOJIKOTO B KPUCTAIHUS 00pasel.
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Preparation of nanocrystalline thin films of ZnO by sol-gel dip coating
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Nanocrystalline ZnO thin films are deposited from sol-gel of zinc acetateand using dip coating onto two different
substrates: glass and aluminium foil. (i) Films on glass substrates. Nanostructured ZnO thin films with different
concentrations of Ni** doping (0, 1, 5, 10 and 15 wt%) are prepared for the first time by the sol gel method. The film
surface is with a ganglia-like structure as observed by Scanning Electron Microscopy (SEM). The films comprise of
ZnO nanocrystallites with hexagonal crystal structure, as revealed by means of X-ray diffraction (XRD). (ii) Films
on aluminium foil substrates. The ZnO films are annealed at different temperatures (100 °C, 300 °C and 500 °C)
and characterized by means of SEM and XRD. The film surface is with the characteristic ganglia-like patterns. The
crystalline structure is hexagonal with the crystallite sizes increasing with the annealing temperature.

Key words: zinc oxide, thin films, crystallites, aluminium substrate, dip coating.

1. INTRODUCTION

In recent years, zinc oxide has become a par-
ticularly interesting metal oxide material because
of its unique properties. ZnO is a semiconductor
with a wide band gap (3.3 eV), large exciton bind-
ing energy, abundant in nature and environmentally
friendly. These characteristics make this material
attractive for many applications such as solar cells,
optical coatings, photocatalysts, antibacterial activi-
ties, electrical devices, active medium in UV semi-
conductor lasers and in gas sensors [1].

Nanocrystalline ZnO is of special interest,
because of the possibilities for modification and
control of various ZnO-based nanostructures [2—4].
ZnO thin films are prepared by different techniques
such as metal organic chemical vapor deposition
[5], sol-gel [6-8], thermal evaporation, oxidation
and anodizing [9-11]. The sol-gel process with
utilization of dip coating is one of the versatile and
low-cost techniques strategies to prepare thin films
of particles. The recent research demonstrates the
possibilities for utilization of homogeneous ZnO
thin films, prepared by the sol-gel method [12, 13],
which are attractive with desired thickness and
nanostructure. The classical sol-gel method using
complexing agent monoethanolamine (MEA) [14]

* To whom all correspondence should be sent:
E-mail: nhtd@wmail.chem.uni-sofia.bg

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria

is also applied for the deposition of ZnO films in
order to compare them with the films obtained by
polymeric formulations.

The aim of this paper is to compare the structural
and crystallite features of ZnO thin films obtained
onto two different substrates (glass and aluminium
foil) in dependence on the doping with Ni*" and on
the annealing temperature.

2. EXPERIMENTAL

The compounds used to manufacture ZnO thin
filmswereasfollows: zincacetatedihydrate(>99.5%),
2-methoxyethanol (>99.5%), monoethanolamine
(>99.0%) and nickel acetate tetrahydrate (>99.0%);
all of them from Fluka. Malachite green (MG)
oxalate was from Croma-Gesellschaft mbH &
Co. The microscope glass slides (ca. 76X26 mm)
were from ISO-LAB (Germany). Aluminium foil
(ca. 7626 mm) was also used for the respective
substrates of ZnO films. The aluminium plates were
cleaned successively in hot ethanol and acetone.

Nanocrystalline ZnO thin films were deposited
from sol-gel of zinc acetate, 2-methoxyethanol
and monoethanolamine (Fig. 1) using dip coating
apparatus onto two different substrates: glass and
aluminium foil. The following samples systems
were prepared:

(i) Zinc oxide thin films on glass substrates.
Different concentrations of Ni** doping (0, 1, 5, 10 and
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Zinc(II) acetate dihydrate
2-methoxyethanol

Precursor sol

Dip-coating

500 °C for 1 h

0.9 cm/min

Annealing

Annealed films

Fig. 1. Scheme of the experimental procedure for deposi-
tion of thin ZnO films by sol-gel dip coating

15 wt%) were achieved by nickel acetate tetrahydrate
(Ni(CH,CO0),.4H,0) dissolved in a mixture of zinc
acetate (Zn(CH,C0OO),.2H,0), 2-methoxyethanol
and then monoethanolamine (MEA) added finally as
a stabilizer. The substances are mixed together in a
round-bottomed flask and stirred at room temperature
for 15 min. The obtained clear solution was heated up
at 60 °C upon magnetic stirring for 60 min and let
overnight.

(i1)) ZnO films on aluminium substrates. The
sol was obtained using zinc acetate dihydrate
(Zn(CH,C0O0),.2H,0), 2-methoxyethanol and
monoethanolamine, mixed together in a round-
bottomed flask and stirred at room temperature
for 15 min. The obtained clear solution was
heated up at 60 °C upon magnetic stirring for 60
min and let overnight.

The final sol was clear and homogenous, to
serve as the coating substance for film preparation.
No visible changes were observed upon standing
of the precursor sol at room temperature for at
least 2 months.

Dipping the glass or aluminium foil substrate in
the sol and withdrawing it at a rate of 0.9 cm/min
at room temperature prepared the gel films. It was
found that a higher withdrawal rate results in films
of lower quality. The films were deposited with 5
coatings and dried at 80 °C for 15 min after each
successive coating. The final gel films onto glass
substrate were annealed at 500 °C for 60 min in order
to obtain the ZnO films. The films on aluminium foil
were annealed for 60 min at different temperatures:
100, 300 and 500 °C

The as-obtained ZnO thin films on glass
(undoped and doped with different per cent Ni*")
and aluminium foil substrate were first imaged by a
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Scanning Electron Microscope (SEM) model JSM-
5510 (JEOL), operated at 10 kV of acceleration
voltage. The investigated samples were coated
with gold by JFC-1200 fine coater (JEOL) before
observation.

The X-Ray diffraction (XRD) spectra were re-
corded at room temperature on a powder diffractom-
eter (Siemens D500 with CuKa radiation within 20
range 3070 deg at a step of 0.05 deg 26 and counting
time 2 s/step). The average crystallite size was esti-
mated according to the Scherrer’s equation [15]:

d,, =ki/p cos(20)

where d,,, is the average crystallite size (nm), 1
is the wavelength of CuKo radiation applied (4 =
0.154056 nm), @ is the Bragg’s angle of diffraction,
f is the full-width at half maximum intensity of the
peak observed at 20 = 25.20 (converted to radian)
and £ is a constant usually chosen ~0.9.

3. RESULTS AND DISCUSSION

3.1. Structure characterization of Ni-doped
Zn0 films on glass substrate

The dip coating is a simple and cheap technique
for deposition of thin oxide films, but it requires
soluble reagents. It is possible to control precisely
the immersion and withdrawal speed, number of
dipping cycles and solution viscosity for the pur-
pose of deposition of a layer of oxide material. The
plane view of SEM micrograph of annealed ZnO
film shows smooth ganglia-like hills (Fig. 2a). The
morphology is homogenous with the wrinkles of a
width 0.5-1 um, length ~5 um and height about 1 pm.
The Ni-doped ZnO films display also that peculiar
pattern, as seen from the surface micrographs of
samples with 1 to 15 wt.% Ni** (Fig. 2b-e). In the
case of Ni-containing films, the ganglia are looking
more distorted and branched at their ends. The gan-
glia-like hills are of typical width 0.1-0.5 pm, length
from 1 um to 5 pm and height about 2.5-3 um. The
increase of Ni*" content decreases the volume and
size of ganglia-like hills. The wrinkles are smaller
and the morphology is not homogenous.

X-ray diffraction patterns of ZnO and Ni-doped
ZnO films are presented in Fig. 3. These patterns
correspond to the three main diffraction peaks of
crystallized ZnO. This result shows that the as-pre-
pared films, annealed at 500 °C for 1 h, have a poly-
crystalline hexagonal wurtzite structure. It seems
that the doping with Ni*" ions has no appreciable
effect on the crystal structure of ZnO. These diffrac-
tograms show, however, that the intensities of dif-
fraction peaks decline as the Ni*" ion concentration
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Fig. 2. SEM images of
ZnO thin films prepared on
| glass substrate at different
concentrations of Ni**

| doping: (a) 0%; (b) 1%;

(¢) 5%; (d) 10% and

(e) 15%

increases, i.e. the nickel doping within ZnO films
causes the crystallinity to degenerate. Since the in-
tensity of diffraction peaks becomes weaker and the
half-peak width becomes wider with the increase of
Ni*" doping concentration, the Ni** ions inhibit the
aggregating growth of ZnO nanocrystals and affect
the crystallization of ZnO. The average crystallite
size of samples is estimated using the Scherrer’s
equation. When the Ni concentration increases, the
average crystallite size decreases (Fig. 4), which im-
plies on the role of Ni to destabilize the respective
sol thus making smaller the zinc hydroxide making
species.

3.2. Structure characterization of ZnQO films
on aluminium foil substrate

The of ZnO films, shown on the SEM images
in Fig. 5, exhibit a different surface morphlogy
depending on the annealing temperature. The ZnO
films annealed at 100 °C (Fig. 5a) have different
ganglia-like hills of width of 0.2-0.5 pm, length
~5 um and height about 1-2 um. Ganglia-like hills
of typical width 0.5-1 pm, length from 5 pm to
10 um and height about 2.5-3 um are seen on the
surface of films annealed at 300 °C (Fig. 5b). The
thin films, obtained after heating at 500 °C (Fig. 5¢),
have different ganglia-like hills of width 1-2 um,
length ~15 um and height about 3 pm. The ganglia-
like structure seems reproducible irrespective on the
conditions of film deposition and annealing.

1400 ¢
1200 £ a
1000 F
800 F
600 F
400 F
200 f

Intensity, cps

1000 £ b
800
600 F
400
200 |

Intensity, cps

800
600

400

Intensity, cps

200

400

300

200

Intensity, cps

100

400

300

200

Intensity, cps

100

O|w||I||||Iw||wI1|||
30 40 50 60 70

2 0 (degrees)

Fig. 3. XRD spectra of ZnO films prepared by sol-gel
and doped with Ni** at (a) 0%; (b) 1%; (c) 5%; (d) 10%
and (e) 15%. The respective shown in Fig. 4.
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Fig. 4. Relationship between the crystallite size of ZnO
and the percent of Ni** doping
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Fig. 5. SEM images of ZnO films prepared on aluminium foil at different annealing temperatures: (a) 100 °C; (b) 300 °C;
() 500 °C. Increasing the temperature increases the scale of surface pattern of the film surface

Figure 6a shows the XRD data of ZnO films an-
nealed at 100 °C. The lack of three characteristic
peaks of ZnO (see below) shows that at this tem-
perature the material is still in its hydroxide form

800

Intensity, cps
N o
o o
o o

N
o
o

400

200

Intensity, cps

600 [

400 |

Intensity, cps

200 |

0 [ 1 1 1 1 1 1 1 1 1 1 1 1 1 1
25 30 35 40
2 0 (degrees)

Fig. 6. XRD spectra of ZnO films prepared on aluminium
foil by sol-gel and annealed at (a) 100 °C; (b) 300 °C;
(c) 500 °C. The crystallite sizes are about 30.0 nm, 70.5 nm
and 88.1 nm, respectively (see Fig. 7)
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Fig. 7. Relationship between the crystallite size of ZnO
and the annealing temperature for the thin films on
aluminium foil

of rather amorphous state. Nevertheless, the mean
crystallite sizes estimated by the Sherrers formula
are about 30.0 nm. The XRD data from Fig. 6a
are compared with literature data, which prove the
presence of one characteristic peak of Zn(OH),,
which can be indexed as the orthogonal structure.
Increasing the annealing temperature causes a tran-
sition from orthogonal in to hexagonal structure,
respectively from Zn(OH), toward ZnO. The (100),
(002), (101) diffraction peaks of ZnO films appear
clearly at a higher annealing temperature, which can
be indexed as the hexagonal wurtzite structure of
ZnO. The thin films consist in this case of polycrys-
talline grains with no preferential growth observed.
The average sizes of crystallites are about 70.5 nm
(for the films annealed at 300 °C) and 88.2 nm (at
500 °C) (Fig. 6b, c). Increasing the annealing tem-
perature makes the diffraction peaks better pro-
nounced and increases the size of crystallites. The
relationship between annealing temperatures and
the corresponding ZnO crystallite sizes are summa-
rized and as illustrated in Fig. 7, respectively. The
ZnO thin films prepared by us will find applications
in the photocatalytic treatment of waters polluted by
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organics due to their activity in UV and visible light
(especially those doped with Ni ions).

4. CONCLUSIONS

Thin films of nanostructured ZnO are successfully
prepared on glass and aluminium foil substrates using
dip coating. The films are characterized by means of
scanning electron microscopy and X-ray diffraction:
The films (pure and nickel doped) comprise ZnO
crystallites with a hexagonal wurtzite structure,
which demonstrates that doping wit h Ni** ions has
no appreciable effect on the crystal structure. When
the Ni concentration increases, the average crystallite
size decreases. The addition of 1 to 15 wt% of Ni*
to the start solution modifies the morphology of
films the ganglia-like hills and the wrinkles become
smaller. Nanostructured ZnO films are prepared also,
on aluminium foil at three different thermal treatment
temperatures: 100, 300 or 500 °C. The deposited films
have different ganglia-like hills with dimensions,
which become much larger after treatment at elevated
temperature. The crystallite size of as-prepared ZnO
films increases with increasing of the film annealing
temperature as well.
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[HOAI'OTOBKA HA HAHOKPUCTAJIHU THbHKU CJIIOEBE OT ZnO
CbC 30JI-I'EJIHO ITOKPUBAHE

H. Kanesa, 1. lymkun

Jlabopamopus no nanonayxu u mexuonoeuu, Xumuuecku gaxyamem, Couiicku ynusepcumenmn,
oya. ,,Jorc. Bayuep“ Ne 1, 1164 Cogus

[ocrermna wa 20 ssHyapu, 2011 r.; mpueta Ha 6 anpwr, 2011 1.

(Pestome)

Hanoxkpucranuure ThHKH croeBe oT ZnO ca AENo3upaHy 10 30JI-TelHa METOUKa ¢ yrnoTpeda Ha IIMHKOB alleTar.
MeToabT € U3MON3BaH 32 MOKPUBAHE Ha JIBa Pa3iIMYHU BHJOBE MaTEpUAIN: CTHKIO U amymMuHHEeBO (ommo. (I) Crnoese
BBPXY CTBKJIEHH NOBBPXHOCTH. HaHO-CTpyKTypHpaHu ThHKHU ca0eBe Ha ZnO ¢ pa3NU4yHU KOHLIEHTPALUY Ha JIETUPAHE C
Ni?* (0, 1, 5, 10 u 15 TernoBru %) ca mony4eHu 3a bPBU BT IO 30JI-T'e)l METOABT. [IOBBPXHOCTTA Ha CIIOSI € MHUIAIO0-
BHUJTHO-OMpPEKEHa (IarHIJIMBEBO MO00HA) KaKTO € BUIHO OT CKaHMpaiara enekrpona Mukpockonust (CEM). Crnosr ce
CBCTOM OT HaHOKpHUCTaIH Ha ZnO ¢ XeKcaroHanHa KpUcTallHa CTPYKTYpa, 110 JaHHHU OT peHTreHoBa audpaxuus (XRD).
(II) ®mvmu ¢ ocHoBa anrymunueBo (onmo. Cioesere ZnO ca otrperr npu pasnunyan Temreparypu (100 °C, 300 °C u
500 °C) n ca mzcnenBann cb¢ CEM u XRD. [ToBBbpXHOCTTa Ha CII0S CBIIO € TarHIIIMBEBO 1ojo0Ha. Kpucrannara cTpyk-
Typa Ha ZnO OTHOBO € XEKCAaroHaJIHa KaTo pa3MepUTe Ha KPUCTAIUTHTE HApacTBaT ¢ TEMIIEpPATypaTa Ha OTrpsIBaHe.
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Neutron diffraction is nowadays a well established non destructive technique with proven high efficiency in
solving complex structural problems in condensed matter. The technique exploits the unique properties of the neutron
that make it an especially versatile probe in crystallographic research. Neutrons penetrate through many engineering
materials and can be used in complex sample environments, feel hydrogen and light atoms in presence of heavy
atoms in general, can detect isotope substitutions and distinguish adjacent elements in the periodic table, and are
highly sensitive to magnetism. We give examples of recent applications of neutron diffraction with an emphasis on

experiments in nanoscience and magnetism.
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INTRODUCTION

Among the ways the science has learned to
produce new materials the chemical substitution
is one of the most popular ones. Lately, multi-
functional materials fell in the focus of intensive
investigations because of possibility to combine
multiple functions including mechanical, electronic,
photonic, optical, biological, and magnetic functions,
and to be capable of exhibiting diverse controllable,
and predictable physical responses when subjected
to various external conditions.

This paper is motivated by the recent resurgence
of interest in complex oxides owing to their coupling
of electrical, magnetic, thermal, mechanical, and
optical properties, which make them suitable for a
wide variety of applications. With many advantages
over other forms of radiation, neutrons have
made significant contributions towards a detailed
understanding of structure-property relationships.
In contrast to other probes utilized in structural
investigations such as electrons and X-rays, the
neutrons have the ability to reveal nuclear positions
and mean displacements without bias from the
effects of electron distribution.

After a brief presentation of the basic concepts
of neutron scattering we will give examples of
neutron diffraction and emphasis on the use of

* To whom all correspondence should be sent:
E-mail: krezhov@inrne.bas.bg
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thermodiffractometry to follow magnetic phase
transitions will be also commented.

THE NEUTRON

More than half of all “visible” matter in the
universe is made of neutrons. Except for the neutron
component of cosmic rays reaching the Earth,
they are bound deep inside the atomic nucleus
and it is not easy to free them out. Free neutron is
a subatomic particle of mass m = 1.175x10% kg,
which according to the quark theory, is constituted
by two down (d) and one up (u) quarks giving it a
neutral charge.

Within the limits of the very small uncertainty
of advanced experiments the neutron has a “zero”
electric charge (¢,/e < (—0.4£1.1)10%', e — charge of
electron)and “zero” electrical dipolemoment (d,<6.3
1072% ecm), but the internal quark structure tolerates
an electric charge distribution measured as mean
quadratic radius of charge. The charge distribution
entails a magnetic moment p_=—1.913042 p (py is
the nuclear magneton) and an electric polarisability
a, (@, =(0.9855 )10 fm*), 1 fm = 10" cm.

Expressed via the Pauli matrices & (spin operator
(; 6] ), the neutron magnetic moment is f, = — yu, 6,

where the minus sign reflects the experimental fact that
the directions of neutron magnetic moment and neutron
spin are opposite, the coefficient y = 1.91304273(45)
is determined experimentally with high accuracy [1].

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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Because the neutron bears a magnetic moment this
gives the possibility with far reaching consequences:
why not to make the neutron to become polarized;
i.e. to probe the details of matter with well oriented in
space “magnetic needles”.

The free neutron is unstable in time and decays in
proton, electron and antineutrino. The short neutron
life time (mean time T = 886.9+0.9 s, half-time 7' ,=
614.1+£0.6 s [2]) is not essential for experiments in
condensed matter; neutrons of velocities of the order
of 250+5000 m/s are used so that the decrease in
neutron number due to neutron S-decay at distances
of the order of several meters up to some hundred
meters is negligible.

The production of neutrons on a large scale is
based on nuclear reactions (Figure 1).

The nuclear reactor is using a controlled nuclear
fission reaction. The most common source of
neutrons is the fission process of nuclei such as *U
in most reactors designed for research experiments
or #*°Pu being the case of the pulsed reactor IBR-2
of the Joint Institute for Nuclear Research (JINR) in
Dubna, Russia.

In another case of using nuclear reactions,
different accelerator based neutron sources were
developed; neutrons are generated from the

Fission

=O»
Slow
neutron

Chain reaction via

Fission of
moderated neutrons

the compou
nucleus

u-235

Cascade
particle

Spaliation

Fast

Evaporation

@ Proton

Highly excited O Neutron

nucleus

Fig. 1. Schematic drawing of neutron production by
fission of 235U nucleus (upper part) and spallation on
the example of a heavy target (lower part)

bombardment of a target with high energetic
particles such as electrons, protons or deuterium.
The so-called “spallation neutron sources” proved
to combine high safety and high neutron generation
efficiency.

When a fast particle with A shorter than the
linear dimensions of the nucleus, for instance a
high-energy proton (E,~ 0.60 — 1 GeV), strikes a
heavy atomic nucleus (Pb, Hg, W, Ta, %U) some
of its neutrons are “spalled” or knocked out from
the nucleus in a nuclear reaction called spallation.
Other neutrons are “evaporated” as the bombarded
nucleus heats up. In principle, the spallation is
a stochastic process where particles as protons,
muons, neutrinos as well as neutrons are spalled
from the nucleus. Presently, the most intense neutron
sources use proton accelerators. For every proton
bombarding the target nucleus 15 up to 30 neutrons
could be emitted depending on the target.

Because of the neutron mass the neutrons
generated by fission or spallation can be slowed
down (moderated) by collisions with light atoms
such as hydrogen (H) or deuterium (D) to energies
that are favourable for particular studies. The energy
ranges roughly correspond to the temperature of the
moderator material (Table 1). From the energy range
(E<I keV) of “slow neutrons” in nuclear physics
one uses “hot” (E ~ 100-500 meV; A = 0.5-1 A)
produced by heated (T > 2000 K) bloc of graphite,
“thermal” (E = 10-100 meV; A ~ 1-3 A) moderated
by a vessel containing water at room temperature
and “cold” (E = 0.1-10 meV; A = 3-30 A) — by
liquid hydrogen or deuterium (T< 30K).

These energy ranges are corresponding to those
of lattice vibrations (phonons) or spin excitations
(magnons) and thus creation or annihilation of a
lattice wave produces a measurable shift in neutron
energy (inelastic scattering). Also, the energies are
comparable to vibrational and diffusional energies of
molecular systems and are appropriate for detection
of molecular motion in the frequency range of
10-10'* Hz. This dynamic range covers the slow
dynamics of polymer reptation up to high frequency
diatomic oscillations. The wavelengths are in the
range of typical atomic distances so interference

Table 1. Classification of neutrons by energy in condensed matter research

Neutrons o e S S
epithermal or hot 0.07 5700 2000 0.170
thermal 0.18 2200 300 0.025
cold 0.4 1000 58 0.005

cold very cold 6.6 60 0.2 2x107°
ultra cold 58.2 6.8 3x1073 2x1077
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occurs between waves scattered by neighboring
atoms (diffraction) [3].

Independently of the way of production, neutron
guides are used to channel beams of the moderated
to lower energies “spalled” or “fission” neutrons
that probe material structure and properties to the
neutron spectrometers. The moderated neutron
beams are “white”” with a Maxwellian distribution of
neutron velocity and neutrons with a broad range of
energies can be used for “time-of-flight” and “time-
resolved” (in case of a sufficiently intense neutron
flux) measurements [4] but a given wavelength can
be appropriately selected for measurements with
monochromatic beams.

A low energy (non-relativistic) neutron has
energy £, wavelength A and wave vector k directed
along the neutron velocity v . These quantities are
related:

|k | =202, a=h(m |V ), E=m /2, (1)

where / is Planck’s constant and m, is the mass
of the neutron. Approximate conversions are as
follows:

E [meV] = 81.8042/ (A[A])® ~ 2.072 k2=
52271 =0.08617 T,

where T is temperature in units K (Kelvin) and
v[mm/ps] = 4/A[A]

The most commonly used units of neutron
wavelength and energy are the Angstrém (A) and
the millielectron volt (meV) respectively: 1 A =0.1
nm and

1 meV = 0,242 x10"? Hz= 8.07 cm™ =
11.6 K~ 17.3 Tesla = 1.6x10°" erg.

Hence, 1 kJ/mol = 10.4 meV/molecule.

Owing to lack of charge to cause ionization in a
medium, the neutrons cannot be directly detected.
Thermal neutrons are usually detected by sensing
the nuclear reaction products following neutron
capture. BF, gas counters employ the reaction ''B,
+ 'n,—’Li, + *He, + 2.7 MeV, the helium-3 gas
counters use *He, + 'n;—°He,+ 'H, +0.77 MeV and
film/scintillators: °Li, + 'nj—°H, +*He, +4.79 MeV.
Fission chambers with U are most often used to
monitor the neutron beam stability in time.

SCATTERING, REFRACTION
AND ABSORPTION: CROSS-SECTION
FORMALISM

Figure 2 schematically outlines the outcomes
when a beam of neutrons hits a material. The fraction
of neutrons propagating along a new direction is
named “scattered” neutrons, and the investigation
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absorption

AR

refraction

Fig. 2. The three cases of interaction of a monochromatic
neutron beam with matter when propagating through a
given medium [k| =[k|= 27/ 2= || = |k, | =27/ 2".
Absorption: the transmitted beam preserves the initial
direction of propagation but its intensity is lower than
incident beam intensity.

Refraction: the intensity is preserved but the direction of
propagation slightly changes. The refraction coefficient
n =~ 1 (the deviation is of the order of £10°) and the
angle of deflection a is of the order of one degree)
Scattering: the beam changes both intensity and
propagation direction (scattering angle 20@).

of materials by measuring how they scatter neutrons
is known as neutron scattering.

The registered quantity in scattering experiments
is the intensity 7, of the particles (neutrons), which
after interacting with the scatterers are propagating
along a certain direction in space and eventually one
measures the change in their energy.

The geometry of the scattering event is illustrated
schematically in Figure 3. -

The incident neutron with wave vector k, (mo-
mentum %k, ) and energy E, = (fk,)*/2m, is reg-
istered by a detector, positioned under an angle 26
with respect to k,, as a neutron with wave vector
k and energy E =(hk)’/2m,. The “wave vec-
tor transfer,” or “scattering vector,” is. The cosine
rule Q =k, —k, applied to the (Q, k,, k) scattering
triangle in Figure 3, gives Q* = k,*+ k? — 2k, kcos
(20), where 260 is the “scattering angle” (the angle
between the incident and scattered neutron beam di-
rections). For the special case of elastic scattering
holds E,=E, ho= 0, k, =k, and Q = 2k,sin 0 = 4nsin
0/),, where A, is the incident wavelength.
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Detector

ga

ko
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Y

Fig. 3. Geometry of a scattering experiment. The detector
collects the neutrons scattered in a solid angle dQ = sin
260 d(20)dg. In elastic scattering studies the vectors k u
k are of equal length 27/1. The scattermg vector O is
measured in reciprocal angstroms [A].

The physics in the scattering problem is to
disclose what has happened with the momentum
nQ and energy AE transferred to the scatterers:

—k). (2)

Expressed through the Waveleng"th the expres-
sions (2) have the form:

h2
AE=ho =E,—E=

2
/12 )h Mcosza " hw=2h—m ;Lg % 3)
The “double differential cross-section”, (d*a/
dQdE)dQdE, measures the probability that the
neutron is scattered within an elementary solid
angle dQ = sin 260d(26)dp with a transferred en-
ergy AE in the interval £, E,+dE. The full neu-
tron cross section is:

o= jdg( ]dejdE[d‘ggEj. (4)

The basic assumption in using the cross-section
formalism is that the probability for neutron
scattering in a uniformly irradiated homogeneous
sample is proportional to the sample volume. For
a given substance the cross-sections are presented
per effective chemical unit (formula unit), an atom
of a monoatomic substance or a molecule, if the
notion is applicable. Thus, the cross section ¢ or
the differential cross-section do/dQ is expressed
through the full intensity of the scattered beam / or
with the infinitesimal intensity d/ under different
scattering angles within the solid angle dQ: 7 [n/s]
=@ N o and dl [n/s] = ¢ N do/dQ. Here, N is the
number of formula units in the sample, and the
neutron flux (number of incident neutrons per unit
time on unit area perpendicular to the direction of
neutron propagation) is:

0=x=20

@ = ®(E) 1 dQ dE/4n, (5)

where ®(E) is the energy distribution of the neutron
source flux in the energy interval E, E+dE and
n < 1 reflects the intensity loss owing to the finite
effectiveness of the scattering setup.

The theory of neutron scattering in first Born
approximation gives “the master formula’:

d’c (Znh ] Zp“poZ\ {ksv |V [kosov) ‘S(AE+E\Y—EVO), (6)

dQdE k,

Er.
where p, and p, =e Y i are the population
factor of initial states (for unpolarlzed beam the
polarization states p,,=- for S0=+, It describes
that a neutron wave w1th wave Vector k, and
spin s,, after interacting with matter is registered
at a distance r with wave vector ¢ and spin s. The
quantum state of the target (scatterers) changes from
|vo) to |v), accompanied with change in energy state
from £, to E,. In (6) v stands for the set of quantum
number describing spin and orbital electronic states,
phonons, isotope distribution, orientation of nuclear

spins etc in the target.

The interaction potential ¥ is a sum of two com-
ponents. The first one is arising from the strong neu-
tron-nucleus interaction. It causes “nuclear scatter-
ing” and can be described by the so-called Fermi’s
pseudo potential depicted schematically in Figure 4:

P@)-3 205 (- ) ™)

Where 6 is the Dirac delta function and the quan-
tity b is the asymptotic scattering amplitude:
lim _, ¢ |/()|=—b. In principle, it is a complex quan-

tity: b="0b"—1ib". The real part b’ is positive for most
plane wave
elkr

Fig. 4. Nuclear scattering described by the pseudopotential
of Fermi: The neutron represented by a plane wave is scat-
tered on the nucleus, which is a point-like object, as spher-
ical waves. The amplitude of the spherical wave is gov-
erned by a parameter b known as the scattering length.
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Fig. 5. Left) The real part of the neutron scattering length b; Right) the absorption cross-section for

velocity of neutrons 2200 m/s

elements and is in the range 0.3 102+ 1.1 102 cm.
For 'H (proton), "Li, ¥*Ti, >'V, %Mn, ®*Ni, '2Sm and
some others it is negative (Fig. 5, Left panel). For most
nuclides the imaginary part 5" = (k/4r)a,(k), which
gives rise to the absorption of neutrons, is very small.
Here o (k) is the absorption cross-section, which is
a quantity that covers roughly six orders of mag-
nitude. The values o, = o,(k) also vary, occasion-
ally significantly, from one isotope to another. For
example o, = 940 b/atom for °Li but only 0.045 b/
atom for "Li.

For a given nucleus b is a fundamental
constant; it has dimension of length (10> cm)
and is known as the Fermi scattering length.
The values of b are accurately measured and
tabulated for all elements and nearly all their
isotopes [5]. The isotopic differences allow
the use of isotope substitution and contrast
variation, which permits highlighting of parts
or whole molecules to distinguish them in
complex or multicomponent systems. Widely
used is the deuterium labelling because b, =
+6.67 102 cm, b,=-3.74 10> cm.

In early days of neutron scattering the
microscopic cross section ¢ was evaluated from the
macroscopic cross section X measured from neutron
transmission experiments with pure chemical
substances (Fig. 6).

The mean potential (7)) has the periodicity of
the crystal lattice and can be expanded in Fourier
series in the reciprocal space.

Scattered neutron Z, 1.00

d
—

} S 0850
Transmitted beam /

Transmission |/ |
°

Absorbed neutron Z_

BEE

Incident beam 7,

000

T T T T T T
0051 15 2 25 3 35 4 45 5 55
d[em]
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5 1 -
(@)= N—Sozflexp (TP V; (8)
where 9, = d(hxé) and N are correspondingly
the volume of the unit cell and the number of unit
cells in the volume of the crystal, and the Fourier
components are determined by:

2

Vi = [dFexp@i7)7(7)) = N% ¢y O
where T=ha" +kb" +1¢" =7, is the reciprocal lat-
tice vector. In (9) it is introduced the quantity F(z)

— structure factor of the unit cell:

. m - RGN N S

F(r):ﬁé[dr exp(zrr)<V(r)>. (10)
By substituting (10) in (6), for the general form
of the differential cross section of coherent elastic

scattering of thermal neutrons by a potential with
the period of the crystal lattice we get:

d 2 (r)? o
(48] - i oy VZOEANEN (1)

The expression (11) is general; it does not depend
on the interaction potential and is valid for both nu-
clear and magnetic interaction. One should have in
mind that generally the crystalline and the magnetic
lattices do not have the same periodicity. The delta-
function tells us that the scattering occurs only for
O =k, —k,=17. Going back to the real space one
easily derives the familiar form of Bragg’s law: nA =
2dsind.

Fig. 6. The attenuation of anarrow neutron monochromatic
beam passing a material layer of thickness d [cm] obeys
exponential law: X — total macroscopic cross section
[cm™], 6 — total microscopic cross section, p — density
[gem™], A —atomic weight [gmol™], £ = No [cm™], the
number of nuclei per unit volume N = (p/A)N, [cm™],
N, — Avogadro number
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MAGNETIC SCATTERING

In (6) the second component in ¥ causes “magnet-
ic scattering” and arises from the interaction of neu-
tron with the magnetic induction B =M + H within
the sample. Generally, B is connected with presence
in the sample of atoms that have electron shells with
unpaired electrons. The potential of magnetic interac-
tion between the neutron magnetic moment operator
ﬂn — 74y6 and the magnetic field A , created in point
R by an electron with a magnetic moment z, = — 20,8
moving with velocity ¥V, = p, /m, is [6]:

6 {rot Lexf +@L¢ Xf (12)
R| ¢ |g|

The first term in (12) arises from the spin of the
electron and the second term comes from its orbital
motion.

The evaluation of the transition matrix elements
in (6) has been carried out for the scattering of both
unpolarized and of polarized neutron beams for
many classes of magnetic media: paramagnets, fer-
romagnets, antiferromagnets. The Fourier transform
of the atomic magnetization density at the site of
every magnetic ion is called magnetic form factor.
The calculations are rather complicated.

In amagnetically ordered state of the compounds,
the computations of magnetic scattering have re-
vealed presence of different kinds of long-range
magnetic order, collinear and noncollinear arrange-
ments of spins (atomic magnetic moments) as well
as a number of hellical spin structures (magnetic
spiral structures). Figure 7 illustrates the geometry
of magnetic scattering. For unpolarized neutrons the
magnetic cross section has the form [7]:

58] :&;%N;’@—f)lh(f@)@)lz- (13)

The constant p = r /2 = 0.2695 allows convert-
ing the Fourier components of atomic magnetic mo-
ments in magnetic scattering amplitudes given in
units 1072 cm. The magnetic scattering amplitudes
and nuclear scattering lengths are of the same order
of magnitude. In favourable cases one can introduce
the quantity “magnetic unit-cell structure factor”,
which is a vector

Fy(£)=3 f; ®pexp (T R),

7 R)=-"e g = T

(14)

where the sum runs over all magnetic atoms,
(%) is the magnetic form-factor of the atom with
localized moment u, and the elastic magnetic
scattering cross-section from an ordered magnetic
structure is proportional to Z S(K =7, )‘ F, i(T)i with
FML(T) TXFyxT.

Fig. 7. Schematic drawing of the magnetic scattering of
neurons [7] from a medium with magnetization M and
relation between vector ¢ = M , unit vector & and unit
vector m (in direction of an atomic magnetic moment).
Vector ¢ =M lies always in the scattering plane. For a
beam of polarized neutrons the direction of the vector of
neutron polarization ] is also important for the scattering
cross-section

If the magnetic and nuclear unit cells do
not coincide, then magnetic Bragg scattering is
observed at different reciprocal lattice vectors 7,,.
In paramagnetic state these magnetic peaks are not
present and this could be a further advantage for the
structure determination.

DISORDER

The interaction potential I}(F) between neutron
and crystal, strictly speaking, does not possess the
crystal lattice periodicity. The reasons are of two
kinds: statistical deviations due to isotope disorder,
magnetic impurities, orientation of nuclear spins
and dynamic deviations due to atomic and electronic
motion [8]. Even so, the crystal as a whole has a
periodic structure. It can be defined that the neutron

“sees” a mean potential <V(r)> Z Py 0| V(P |%). the

local deviation from which 1s 5V(r) such that

22 AGIE

V(r)= <VX?)>+6 V(). (15)
Substitution of (15) in (6) gives:
2 2
d“o _ d“o N do (16)
dQdE dQdFE incoh dQdFE o

The first term in (16) reflects the mechanisms that
lead to incoherent scattering and depends weakly
on the scattering angle via the Debye-Waller factor

exp(—W,; (?)) describing thermal vibration of atoms
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about their mean positions. The second term in (16)
contributes to the interference Bragg scattering.
Beyond the so-called Bragg “cutoff wavelength” A,
which is such that the Bragg equation A, = 2d,, sin
0 cannot be satisfied for A, > A, there is no coherent
scattering whatsoever (neglecting atomic disorder).

THE PAIR CORRELATION
CONCEPT

This concept was worked out by van Hove in
1950-ies with the aim to describe the distribution
of momentum and energy transfers in a scattering
process in terms of the correlation between scattering
centres in space and time. It is valid for the case
of slow neutron scattering by liquids, gases, and
crystals when the Born approximation holds. As it
was shown by Van Hove (6) could be expressed in
the form [9]:

dc k

f o A
_—N_S s ]
d0dE "k, Y ar SO

(17)

where 0, = 47 <b2> =4z N7 b is the mean full neu-
tron cross-section and the function S(O,), known
as “scattering function” or else “scattering law”, is
given by:

0.0y

die™™ bb e*’Qu(!) i07 (1)
. < > I Z ( > (18)

The S(0,w) scattering function has dimension of
reciprocal energy [E!]and does not contain variables
related with the wave functions of the incident and
scattered neutrons, expressed in other words, it does
not depend on the velocities v and v,. The only valid
quantities are the momentum transfer O =k, k
and the energy transfer AE=hw=E,-E,, 1. the
combination of only 4 parameters. From the point
of view of theory the way of realizing the acts of
transfer is not of importance. Therefore, equation
(6) and correspondingly (9) specify that the probe
and the target system are decoupled. This is a very
important characteristic of neutron scattering; the
neutrons being a very weakly interacting probe just
monitor an unperturbed state of the target. Often
S(0,w) is called dynamic structure factor.

Hence, in the scattering experiment one measures
the summary intensity, where beside interference
maxima there is always present incoherent back-
ground. The difference between the coherent and
incoherent scattering is important because it gives
different information for the system. Incoherent
scattering gives information for the single particle
correlation function, which determines the probabil-
ity to find a particle at the point with radius vector
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7 at time t, if the same particle was located at point
7 =0 at time /=0. The coherent scattering gives in-
formation for the pair correlation function, i.e. the
probability to find an atom at origin at 7 =0 at time
=0 and another atom at 7 at time ¢. The coherent
scattering probes the general properties of a large
assembly of atoms: the spatial order or the lattice
dynamics. Incoherent scattering allows studying
the behaviour of a single scatterer (atom), such as
the diffusion of given atomic species in the crys-
tal lattice.

The main uses of beams of neutrons in condensed
matter research are summarised in Figure 8 and Table
2. Eight cross sections are matter of importance.

The standard method of analyzing the neutron
powder diffraction patterns, known as Rietveld
method or else full profile refinement, is to fit the
parameters of a model of the crystal and magnet-
ic structure to the measured profile, which is the
scattered neutron intensity measured as a function
of scattering angle 20. The Rietveld method is a
structure refinement method, not a structure solu-
tion method. It must always be remembered that
although neutron diffraction is an extremely power-
ful technique, it should be used in conjunction with
other techniques to fully exploit its potential.

Figure 9 illustrates structure refinement for
nanocrystalline goethite [10] with average particle
size D = 10x80 nm as determined from scanning
electron microscopy images.

The figure illustrates the extensive incoherent
scattering of hydrogen from the hydroxyl group of
goethite most probably enhanced additionally by
crystalline water, i.e. actually FeO(OH).nH(OH).
This is reflected by the steadily rising contribution
to instrumental background with decreasing to zero
scattering angles. We found our nanomaterial to
preserve orthorhombic Pnma symmetry of microc-

- )
. Absorption |~
Scattering | —
(4%
| Neutron imaging
’ 1&¢ N
Inelastic Elastic
\_% _— -
Atomic and magnetic Coherent Incoherent
\_dvnamics. diffusion —~ =
Nuclear Maonenc

Atonnc and
\_nanostructure

@ @ Maonetlc structure at 1

\_atomic and nano-levels |

Fig. 8. Interaction of low energy neutrons and condensed
matter fields of investigations
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Table 2.The neutron as a probe in condensed matter research

1. No electric charge. Weak interaction characterized by a
small cross section and hence high penetration capability

The scattering can be treated on the basis of the first Born
approximation

Voluminous samples can be investigated

Specialized environment is easily used: thick-walled sample
cans, high pressure chambers, high and low temperature
furnaces

2. Scattering on nucleus known as “nuclear scattering”

One can distinguish: elements, isotopes, e.g. “hydrogen from
deuterium” = the contrast variation method

3. Magnetic moment. Scattering on the magnetic field
generated by the unpaired electrons of atomic shells

The magnetic properties can be investigated on microscopic
level and to analyze the magnetic structure =
antiferromagnetism, spiral spin order and other arrangements

4. The wavelength of thermal neutrons is comparable with
inter-atomic distances

One can determine both the crystalline structure (symmetry,
atomic positions) and the magnetic structure (magnetic
symmetry, location, mutual orientation and magnitude of
magnetic moments)

5. The thermal neutron kinetic energy falls in the range of
elementary excitations

The dynamic properties and excitation energies can be
investigated

6. Coherent and incoherent scattering processes can be
distinguished

Both collective phenomena and single atom effects (for
instance diffusion) can be studied

rystalline material and to order in antiferromagnetic
spin arrangement with coinciding crystalline and
magnetic unit cells with parameters a=4.6049(9) A,
b=9.958(3), ¢ = 3.022(1) A. The magnetic structure
we determined as canted antiferromagnetic with a
slightly reduced effective magnetic moment of cat-
ion Fe**: 2.78(12) p, instead 2.98(4) p, known for
the bulk material.

Nanomaterials are receiving increasing attention
in the technical and scientific communities. The
reason that size matters is that the properties of
materials can have some unexpected differences
from their behaviour in larger bulk forms that opens
up new application opportunities. Two reasons

for this change in behaviour are the increased
relative surface area (producing increased chemical
reactivity) and the increasing dominance of quantum
effects with impact on the material’s optical,
magnetic, or electrical properties.

Figure 10 represents the thermal evolution of
the NPD pattern of La ,Pb,,FeO, material with
average particle size D = 80 £ 15 nm obtained by
combustion route [11].

The appearance of additional diffraction lines
of magnetic origin below T, = 558 + 5 K is in
good correspondence with the phase transition at
T =554.2 £ 0.2 K analyzed by DTA/TG measure-
ments. Symmetry analysis gave the magnetic mode

FeOOH, z=4, Pnma, antiferro, RT
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Fig. 9. Rietveld refinement (continuous line) of neutron diffraction data (circles) measured at room temperature on
powder material of nanocrystalline FeO(OH). The neutron wavelength is 1.0571 A. The difference curve between
experiment and calculation is shown at the bottom. The background curve is smoothly approximated by a polynomial

of 5-th order.
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Fig. 10. a) Thermal evolution of neutron scattering upon heating; b) DTA/TGA: no mass loss — evidence for magnetic

transition, ¢) G-type magnetic structure.

[, (G, A, F; f) with f, = 0 (La is non-magnetic),
A,=0,F,=0,and S, = (3.6 £ 0. 2) .

Today to attain better understanding of the
magnetism and the magnetic behaviour of systems
with reduced dimensions is of utmost importance.
Figurell illustrates on the example of substituted
barium hexaferrites [12] that neutron diffraction
allows seeing details in both the magnetic and the
atomic ordering that were affected due to grain
size reduction and cation substitution. Concerning
microwave applications as absorbing media, the
substitution by non-magnetic Sc ions is known to
reduce substantially the ferrimagnetic resonance
frequency of BaFe,,0,,. On the other hand, substitu-
tion of Fe** by the Co?"/Ti*" pair is among the most
often used ways to enhance magneto-optic effects in
the range of wavelengths appropriate for recording
technologies.

There is a reasonable understanding of the phys-
ics of simple systems without competing magnetic
interactions. Many systems, however, exhibit com-

peting interactions, that is, interactions that do not all
favour the same magnetic ordered state. In this case
not all interactions can be minimised simultaneous-
ly, best example is the antiferromagnetic exchange
interactions on a triangular lattice, and the system is
said to be magnetically frustrated [13]. Also, cases
when ordered magnetic moments systematically in-
volve 3d or 4f unpaired electrons lead to unexpect-
ed results. Sufficiently strong competition (a high
degree of frustration) leads to new physics that is
manifested by the appearance of noncolinear order-
ing, novel critical exponents, rich phase diagrams,
or an absence of long-range magnetic order at low
temperatures, leading to magnetic analogues of lig-
uids and ice.

Magnetism and ferroelectricity form the back-
bone of many fields of science and technology.
Multiferroics have become an object of growing in-
terest due to the coexistence of magnetic order (FM
or AFM) and ferroelectric polarization in a single-
phase material. Beside important implications for
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Fig. 11. a) Neutron diffraction pattern (1=1.2251 A) of BaFe,,,Sc, O,, at 10K and its Rietveld-refinement in the
conical block-type magnetic structure in space group P63/mmc (a=5.9240 A ¢=23.5395 A). The inset shows the
low angle part both at 10K (dots) and 300K (solid line), the arrows indicate the extra magnetic reflections at 10K;

b) Block-conical magnetic structure. The phase of spin rotation is dependent on substitution; for BaFe, , , Co F
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— phase 120° (x=0.8) and 104° (x=1.1). Incommensurate magnetic structure with cone angle = 400 and propagation

vector k = 0.24 was found for BaFe,,,Sc, O,,.
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Fig. 12. NPD Rietveld plots of YFe, ¢,;Cr, ,,;0; and YFeO; (inset) b) Simultaneous multipattern XRD and NPD (inset)
refinement of YCrO, in paramagnetic weak ferroelectric state, T =295 K

novel electronic devices such as electric-field con-
trolled spintronic devices, electric and magnetic
field sensors, electric power generators and new
four-state logic memory, the physics behind the
expected complex magnetoelectric phenomena is
among the hot topics in condensed matter [13-16].

We investigated the solid solubility between
YFeO, and CrFeO, known as weak antiferromagnets
and the spin arrangements in the system YCr, _—Fe O,
synthesized by combustion route [14]. The magnetic
order occurs below a concentration dependent Néel
temperature T, between 648 K (x=1) and 141 K
(x=0). In view of the weak biferroicity of YCrO, with
transition at T, =400 K to weak ferroelectric state
much above the magnetic phase transition to weak
AFM state, the evidence helps in improving our un-
derstanding of perovskite-like systems with noncol-
linear spin ordering. Figure 12 shows the Rietveld-
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refined diffraction patterns of some members of this
solid solution system, demonstrating single phases
with centrosymmetric average crystal structure of
orthorhombic Pnma symmetry. The XRD structural
data alone did not allow accurate determination of
TO, (T=Fe,Cr) distortions and we carried out a mul-
tipattern (X ray + neutron) profile analyses. The com-
pounds with x>0.60 displayed AFM ordering of type
G F, at 295 K and with growing Fe content the weak
ferromagnetic component F was found increased.

In the restricted class of multiferroic materi-
als the mixed valence oxides with general formula
RMn,O; (R = rare earth metal, Y or Bi) crystalliz-
ing in perovskite-like structure are well known for
the relatively strong correlations between magnetic
order and ferroelectricity. Perovskites represent one
of the most important classes of functional materials
and also play a leading role in multiferroic research.
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Fig. 13. a) Comparison of the observed (circles), calculated (solid line) and difference (at the bottom) NPD patterns
for TbFeMnO; at T =295 K. The second series of tick marks correspond to TbFeO, and the third series to vanadium;

b) Rietveld plot for YbFeMnO;, at T=1.8 K
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Fig. 14. Magnetic structures in TbFeMnO,. The magnetic
cell coincides with the chemical cell (k = 0)

The substitution effects we illustrate with the deriv-
ative compounds YbFeMnO, and TbFeMnO, where
half of manganese is replaced by iron [15,16]. The
samples were prepared in polycrystalline form by a
soft chemistry route followed by thermal treatments
under high-oxygen pressure. The Rietveld analysis
of diffraction data showed that the crystal structure
is orthorhombic, Pbam (SG), formed by chains of
edge-linked Mn**O, octahedra linked together by
dimer groups of square pyramids Fe**O; and units
R*0O, (R=YDb*, Tb*, respectively) (Figure 13).

The thermal evolution of the NPD patterns
evidenced that below a transition temperature
of T=160 K for YbFeMnO; and T =175 K it is
developed a long-range magnetic order resolved
as a ferrimagnetic arrangement of Fe** ions (44
site) and Mn*" ions (4fsite) spins with propagation
vector k=0. At lower temperatures, the magnetic
moment of the Yb*" (Tb*") cation also participates
in the magnetic structure (see Figure 14), adopting
a parallel arrangement with the Mn*" spins; at T
= 1.8 K the magnitudes of the magnetic moments
of the effective scatterers are 2.00(8), —3.04(17)
and 0.35(14) pg, over the sites 4f, 4h and 4g sites
respectively for YbFeMnO, whereas in the case
of TbFeMnO, we evaluated 1.5(3)u, for the Mn*
cations, —2.0(1)u; for the Fe** cations and 3.9(2)p,
for the Tb*" cations.

The relatively weak magnetic moments with
respect to the expected values may be related
to the antisite disordering in both sublattices,
promoting AFM interactions that partially hinder
the FM coupling in the chains of MnO, octahedra
and in the Fe,O,, dimmers. The lack of evidence
for a crystallographic phase transition to a polar
space group ruled out the expectations of a
spontaneous electric polarization. In addition,
the observed collinear ferrimagnetic structure
with k = 0 does not allow spin polarization and
the magnetic symmetry group excludes a linear
magnetoelectric effect.
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CONCLUSIONS

As has been discussed above, neutron scattering
is a powerful and versatile tool in many research
fields and with the advances in neutron sources and
equipment many previously dreamed experiments
such as in situ and time-resolved experiments, even
in adverse environment, have been done nowadays.
It is believed that the few examples presented will
motivate the readers to speculate on the many
capabilities of the neutron scattering techniques and
to realize how the neutron diffraction in particular
could be useful for their own investigations.
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BBH3MOXHOCTHU HA HEYTPOHHATA JU®PAKIINA 3A YTOUHSABAHE
HA CTPYKTYPHU JETAWJIA [TIPU XUMUYHO 3AMECTBAHE

K. Kpexos*

Hnemumym 3a si0penu usciedsanus u a0pena enepeemuxa, bvicapeka akademus na Haykume,
oyn. ,, Lapuepaocko woce“ Ne 72, 1784 Cogus, bvreapus

[ocrenuna va 7 sHyapu, 2011 r.; npuera va 19 anpw, 2011 r.
(Pe3rome)

Mesxy HaUMHHTE, 110 KOUTO HayKaTa ce € Hayduia /1a IPON3BeX/a HOBU MaTepUalii, XUMUYHOTO 3aMECTBaHE €
cpen Hal-momy sipHUTE. B mMocneHo Bpeme, MHOTO(YHKIMOHATHITE MaTepHalIl CTaHaXa B ICHThpPa HA MHTCH3UBHU
W3CIEABAHMS TIOPaaAN BE3MOXKHOCTTA J1a C€ ChUETAaBAT HAKOJIKO (DYHKIMH, BKJIIOYUTEITHO MEXaHWYIHHU, CJIICKTPOHHH,
(hOTOHHM, ONTHYHH, OMOJIOTHIHN U MArHUTHN (DYHKIIMH, KaKTO U J]a ca CIIOCOOHH J1a POSBSABAT Pa3IndHU KOHTPO-
JTUPYEMH U TpeicKa3yeMu (GH3HMIHHA OTTOBOPH, KOTAaTO ca MOJIOKEHH Ha PA3IMYHN BBHIIHY yCIOBHA. Ta3u CTaTHs €
MOTHBHpPAHA OT BB3PaKAAHETO HAMIOCJIEABK Ha HHTEpECa KbM CIIOKHH OKCHIW MOPaIy B3aNMOJCHCTBHETO HA EJIeK-
TPUYECKUTE, MArHUTHATE, TOIUNIMHHUTE, MEXaHUYHUTE ¥ ONTHYHU CBOMCTBA, KOETO I'M MMPABU MOAXOASAIIN 32 MINPOK
CHEKTHp OT mpuioxenus. OT BpeMeTo Ha MoHepckuTe ekcriepuMerTH Ha lllan u Y onan npeau mosede ot 50 ronuHmy,
HEYTpOHHATa AU(PaKIys ce MpHUiara 3a CIpaBsiHE ChC CIOKHHU CTPYKTYpHH NPOOJIeMH BBB (H3HKATa W XUMUSITA
Ha TBBPAOTO TAI0. MeTonuKara ce BB3IOJI3Ba OT YHUKAJTHUTE CBOWCTBA Ha HEYTPOHA, KOMUTO IO MPAaBSIT 0COOCHO
MOJIXO/ISIIA COHIAa B KpUCTAIOrpa)CcKUTe M3cinenBaHus. HeyTpoHnuTe ca 1yBCTBUTEIHN KbM BOAOPOJ U JIEKH aTOMHU
B 0OIIHS ciIydail M ca CHITHO YyBCTBHTEIIHH KbM MarHeTn3Ma. 3a pasinkKa OT JPyTH COHJM, U3MI0JI3BAaHH B CTPYKTYp-
HUTE U3CIIEIBAaHNS KaTo €JIEKTPOHN M PEHTTEHOBO JIbUEHHE, HEYTPOHUTE Ca B ChCTOSHHE /14 PA3KPUAT MOJIOKEHHUSTA
Ha sapaTa ¥ CPEAHNTE OTMECTBAHNUS 0€3 Jla ce MOBIHSIBAT OT e()EKTUTE Ha EIEKTPOHHOTO pasnpexaeneHue. Hue nmo-
CTpHpaMe Ta3zu 00JIacT ¢ M3CIEABAaHMS Ha €PEKTUTE OT XMMHUYHO 3aMECTBaHE B pa3yimdHu Marepuanu. [Ipumepure
BKJTIOUBAT CEMEHCTBOTO HA TIEPOBCKUTUTE U €KCIIEPIMEHTH, HACOUYEHH KBbM I10JI00psiBaHE Ha Pa3OMpPaHeTO Ha HAKOU
OT OCHOBHHTE aCTIEeKTH HA MEXaHU3MHTE JONPHHACSAIIN KbM BBTPEIIHO MPUCHIIN €EKTH, KaTO HAIPUMEp MOIPExK-
JTAHETO Ha OpONTANM U 3apsan U MyJnTH(Epor3Ma, KOUTO ca N3pa3 Ha CHIIHO B3aWMOICHCTBHE MEX/y CTCIICHUTE Ha
cBoOOza 1Mo opbuTana, 3apsi U CIMH B Te3u cucTeMu. CTPYKTYpHHTE 3aKJIIOUEHHS C€ ChUETaBaT C PE3yNTaTuTe OT
MarHUTHH U €JIEKTPUIECKU H3MepBaHus 1 MpocOayepoBa CrieKTpOCKOMHSI.
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Spectroscopy of optical waveguiding layers
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The authors have shared a 20-years experience on spectroscopy of proton-exchanged waveguide layers in LINbO,
and LiTaO,. The methods include infrared absorption and reflection spectrometry, X-ray photoelectron spectroscopy
(XPS), mode spectroscopy and micro & waveguide Raman spectroscopy. Mode spectra were used for the determination
of phasesin Li, H NbO, and Li, H TaO,. Vibration spectra allow some comparative and semi-quantitative estimations
of the thickness of phase sub-layers to be made, as well as conclusions about the positions of diffused H-ions in the
crystal lattice. XPS provides information about the composition at the waveguide surface.

The structural and compositional information delivered by each of these methods helps to create a more complete
description of the structure and the properties of such layers. The interpretation of the results emphasizes on the
phase content of waveguides obtained at different technological conditions. Such combined analysis can contribute to
adjustment of fabrication conditions for obtaining of defined phase compositions needed for waveguide devices with

improved stability and characteristics.

Key words: optical waveguides, spectroscopy, phase composition, proton exchange.

INTRODUCTION

Being ferroelectric crystals with very attrac-
tive properties for integrated optics, LiNbO, (LN)
and LiTaO, (LT) are widely used in this field. The
electro-optical coefficients of both crystals are high:
r;; = 30.5 pm/V; their Curie temperature (T,) is
1090+1210 °C for LN and 540+700 °C for LT (de-
pending on stoichiometry). LN has much stronger
birefringence An_, and about three orders of mag-
nitude lower treshold power (10 J/cm?) for optical
damage in the visible region.

LN and LT belong to the trigonal crystal system.
The unit cell of LN consists of planar sheets of
oxygen ions, situated perpendicularly to the optical
axis c. Oxygen ions from neighbouring sheets form
octahedral interstices which are one-third filled by
niobium ions and one-third vacant (V), ordered in
the +c direction in the sequence: Li-Nb/Ta-V. The
crystal structure of LT is similar. The large number
of vacancies favors the penetration of other ions and
their high mobility together with the high mobility
of the crystal’s own metal ions.

An optical waveguide is a light-guiding trans-
parent layer of high refractive index surrounded by

* To whom all correspondence should be sent:
E-mail: kuneva@issp.bas.bg
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regions of lower index. The confinement of the light
and the spatial distribution of optical energy inside
the guiding layer depend on the refractive index
profile.

Proton exchange (PE) [1, 2] is a technology
for waveguide fabrication in LiNbO, and LiTaO,.
Going by the scheme:

LiMO, + xH* = Li, HMO, + xLi* (M=Nb, Ta)

it modifies the crystal surface by Li-H ion exchange
forming a layer of several um in depth with a large
extraordinary index increase An, (An, ~ 0.12 at
633 nm) and then with strong waveguiding and
polarizing effect.

Development of devices in optoelectronics
requires reproducible methods for obtaining of
effective low-loss waveguides on or in the substrate
material. The easy and fast obtaining of optical
waveguides in the electro-optical crystal LINbO, by
proton exchange (PE) has motivated the attempts
to adjust the technology for producing high-quality
waveguides. The Li; H MO, layer formed by Li-H
ion exchange shows complex phase behavior (up to
seven different crystallographic phases in LiNbO,
—al, K,,K,, By, By, B; and B,and up to 6 ones in LiTaO,
—a, K, B,, B,, B; and d) depending on the hydrogen
concentration (value of x) [3, 4, 5]. The number and
the type of different phase modifications in crystal

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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solid solutions Li; H NbO,, what actually is the
proton-exchanged lithium niobate, are determined
by the crystallographic orientation and the rate of
substitution of Li* by H* (x). Each phase originates
as an individual sub-layer undergoing phase jumps
with gradual change of x. In every single one of
them An, is a linear function of proton concentration.
Within a phase transition, the value of An, and/or
of the deformations perpendicular to the surface
change by leap. As in all cases of generation of new
materials and devices, there is a requirement for
materials characterization and analysis in all stages
of development.

MODE (M-LINE) SPECTROSCOPY

The obtaining of the mode spectrum is the main
point of waveguide characterization. It implies
measurement of the angles of different modes at the
waveguide output and calculation of the effective
refractive index n,,, for each propagating mode with
resolution of ~10,

Mode spectroscopy study was performed by
using the two-prism coupling [6] of He-Ne laser
(A= 632.8 nm) and the distribution of the refractive
index An in the depth d of the waveguide layer
(optical profile) was reconstructed from the set of
effective mode indices by using the inverse Wentzel-
Kramers-Brillouin method (IWKB) [7]. In the
case of single-mode waveguides the mode spectra
measurements were performed in two media (air
and water) and the optical profile was reconstructed
solving the two mode propagation equations for
a step-like optical profile. The recognition of that
function means to define the waveguide parameters
— thickness, maximal value of refractive index and
profile shape. The profile shape and the maximal
value of the index change allow a preliminary
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Fig. 1. Optical profiles of different PE waveguides in
LiNbO, [10, 11].

evaluation of the phase composition according to
the phase model to be made for a definite substrate
orientation (X, Y or Z).

Exemplary optical profiles are presented in Fig. 1.
The preliminary evaluation of the phase composition
could be made as follows:

The values of the extraordinary refractive index
change An, = 0.15 for Z-1 and ZN-1 and its gradual
changeto0.12 ontheoptical profiles of the waveguide
lead to the suggestion that these waveguides should
contain the PB,-phase which is characterized by a
higher level of proton doping compared to mono-
crystalline H Li;, NbO, (0.65 < x < 0.7) [8]. The
B,-phase can exist only in Z-cut proton-exchanged
lithium niobate and only together with the ;- and
B,-phases of lower value of x: 0.53 <x <0.65 for the
B;-phase and 0.44 < x < 052 for the ,-phase. Thus,
the waveguides Z-1 and ZN-1 consist of at least
three B-phases: B, B,and B, The other Z-cut single-
mode waveguide ZN-5 should be in B,, (B,+B,) or
(B,+B;*+B,) — phase since the value of An, exceeds
0.12, indicating that B.-phase or phases have been
formed during the PE process [4].

The same considerations applied to the X- and
Y-cut samples lead to the conclusion that X-3
contains a f3;-phase [4], which can be found only
together with a 3,-phase. The B,-phase could not be
formed in X-cut LiNbO, [9]. As in the case of ZN-5,
the shape of the optical profile could not be followed
since the waveguides are single-mode. The optical
parameters of Y-2 correspond to the coexistence of
B, and k,/x, phases. Y-2 has a step-like optical profile
with a maximal index change of An, = 0.11. Thus,
that waveguide should contain the 3,-phase - the only
one which could be obtained by low-temperature
direct proton exchange in Y-cut LiNbO, [9].

VIBRATION SPECTROSCOPY

It is widely accepted that the waveguide effect
and the increased photorefractive resistance of PE-
layers are due to OH group formation when protons
interact with oxygen atoms of the crystal lattice [12].
OH groups exist not only in protonated, but also in
as-grown crystals due to residual water, and their
O-H bonds lie in the oxygen planes, perpendicular to
the optical (Z) axis [13]. PE leads to the formation of
OH groups which are oriented mainly in the oxygen
(X-Y) planes of the LiNbO, crystal (“in-plane”
OH), as it is confirmed by IR spectroscopy [14]. In
principle, OH-stretching vibrations investigations
allow statements on the proton concentration in the
crystal and on the positions of OH defects in the
crystal lattice to be made.

A powerful method for studying structural phase
transitions in solids is Raman spectroscopy. Raman
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scattering is among the few experimental techniques
that can answer questions concerning the phase
state and phase transformations, deformations of the
crystal lattice, and changes in the atomic configura-
tions. With the development of integrated optics, it
has become clear that the waveguide Raman tech-
nique is unique in studying the properties of thin
waveguide layers [15].

Since the physical processes which determine
the phonons active in Raman and infrared spectra
also determine the electrooptical and the non-
linear dielectric properties of materials, Raman and
infrared (IR) spectra provide information for the
characterization of the proton-exchanged layers.

Infrared (absorption and reflection)
spectroscopy

IR absorption or transmission is very sensitive
to H concentration in the crystal and hence offers
a measure of the proton content before and after a
partial or total doping. IR spectra of protonated and
as-grown samples were recorded in the frequency
range of 270-700 cm™' of OH-stretching modes
with a Brucker LFS-113 V FTIR spectrometer and
a Gaussian-Lorentzian decomposition procedure was
performed. It was found that Gaussian deconvolution
is better for highly protonated samples, but Lorentzian
is better for virgin substrates. We have found also that
the OH bands of protonated samples are better fitted
by Gaussian profiles. Theoretically this different be-
havior is not surprising since the vibration spectrum
of a disordered state — as the protonated crystal — is
closely related to a Gaussian form.

After the decomposition, the frequencies and inte-
grated intensities of the bands could be compared.

IR spectra were used for:

— Determining the crystal stoichiometry.

— Establishment of the OH bond orientation in
the proton-exchanged layer (in or out of the oxygen
planes) and therefore of the positions of the diffused
hydrogen (in or out).

— Determining the thickness of the sub-layer
which contains interstitial hydrogen (by stepwise
polishing of the surface and recording the spectrum
after each step).

— Following the changes in the phase composi-
tion and H' presence during annealing procedures.

— Establishment of the phase composition of
waveguides obtained by using different sources of
protons (melts or vapors of different acidic com-
pounds) or by modifying the PE technological
conditions.

The structural studies of LiNbO, single crystals
[16] show that the oxygen anions are situated in the
oxygen planes at three different distances from each
other: 2.72, 2.88 and 3.36 A, causing three compo-
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nents in the IR absorption spectrum of the vibra-
tions of OH groups in both LiNbO, and H:LiNbO,.
The central peak is attributed to the O—O distance of
2.88 A. It should be noted that the ratio of the band
component intensities depends strongly on the crys-
tal stoichiometry as far as the differences in crystal
stoichiometry determine different surrounding.

While the modes of IR spectra of virgin and
protonated LiNbO, were well known from the
literature, in the case of LiTaO,; such data were
incomplete and this fact directed our efforts to the
detailed investigation of the spectra before and after
PE and to the determination of their dependence on
stoichiometry.

The formula expressing the difference between
the real crystal composition and the stoichiometric
one can be written as:

Lll—yTaH-y/SO}

The samples were selected to range through the
whole interval of y = 0.012+0.038 (y = 0.033 for
congruent composition) which corresponds to Li
mole fraction from 0.481 to 0.494.

Absorption IR spectra of three Z-cut samples
LiTaO, with different values of y are shown in
Fig. 2, together with a schematic representation of
the values of peak frequencies and intensities of the
spectral components resulting from the Lorentzian
decomposition procedure. The analysis of the re-
sults shows that three distinct closely spaced com-
ponents at 3460, 3474 and 3484 cm! exist and they
can be assigned to O...O bonds of a length about
2.84+2.87 A. When vy increases (Li depletion), the
components shift towards higher frequencies, the
halfwidths of the components increase, the intensity
of the higher frequency component (dominating
in the case of stoichiometry composition) strongly
decreases and the spectral structure becomes less
pronounced. Optical measurements showed that
Li depletion leads to lower values of An,. This fact
underlines the importance of crystal composition
homogeneity for obtaining reproducible results and
high performance of the waveguiding devices. For
example, only a few percent changes in n_; in the
channels of a directional coupler can break down
its action.

The dependence of IR spectra on stoichiometry
could be used for approximated estimation of Li/Nb
or Li/Taratio in virgin LINbO, and LiTaO, or at least
for quick identification of crystals of the same stoi-
chiometry which is very important for reproducible
technological results.

Infrared spectroscopy has proved its ability to
characterize PE layers in LiNbO, since the Li-H
substitution dramatically increases the presence of
OH groups in the exchanged layer. IR absorption
in the range of OH stretching vibrations (2700—
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3700 cm™') has been widely used for estimation of
the phase composition [10, 17, 18, 19]. The spec-
tra show several bands (at 3488 cm™!, 3500 cm!,
3512 em!, 32503280 cm™') which could be attrib-
uted to different phases forming the PE layers [3]. It
should also be noted that all the peaks except of a
large shoulder at 3280 cm™! are polarized, show-
ing that OH bonds lay in the oxygen planes of the
crystal. The unpolarized band indicates the pres-
ence of hydrogen in interstitial positions out of
the oxygen planes, which usually means a higher
level of doping.

As it is known, a band centered at 3488 ¢cm™ in
the IR spectrum of proton-exchanged LiNbO, is at-
tributed to the a-phase [4, 20]. All other bands could
be assigned to the phases formed by PE: the broad

band centered at 3250-3280 cm™' — to the B,, B, and
B, phases, the band at 3500 cm™ — to the B, (1= 1-3),
K, and «, produce peaks between 3488 and 3500 cm™
(intermediate values between a-phase and 3,-phase)
and are spectroscopically indistinguishable. For the
strongly protonated samples, a fourth additional
component emerges at about 3512 cm ™! which could
be attributed to the , only. Since the component
due to the substrate a-phase was extracted from the
spectra after the deconvolution, only the compo-
nents of the layers’ spectra are present in the histo-
grams (Fig. 3). Thereby the evolution of the bands
assigned to different phases versus the variations in
the technological parameters could be followed.
Thus, the histograms show not only the presence
of definite phases, but also how the technological
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Fig. 3. Relative intensities of the IR-spectra components (after Gaussian decomposition) for PE layers in LiNbO, (a) and
LiTaO; (b) obtained at different technological conditions [19]. Since the component due to the substrate a-phase was ex-
tracted from the spectra after the deconvolution, only the components of the layers’ spectra are present in the histograms
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condition chosen reflects on the thickness of sublay-
ers formed by these phases. It was established this
way that the contribution of the 3,-phase is stronger
in samples with higher An,, i.e. higher level of pro-
ton doping. The contribution of o/x,/k, is stronger
in samples obtained at a condition including anneal-
ing or an annealing-like step. The contribution of f3,
is stronger for samples obtained by direct proton ex-
change. We have found that the integrated intensity
of OH spectra of PE waveguides does not change
during annealing procedures, i.e. no loss but only
redistribution of hydrogen ions takes place.

The polarization study (Fig. 2) showed that in
PE layers the narrow bands lie in the plane perpen-
dicular to the optical axis (Z) while the OH-bonds
corresponding to the wide band are distributed both
in and out of this plane. As in the case of H:LiNbO,,
the main peak is connected with OH-bonds arranged
in the oxygen planes (“in-plane” OH) and the shoul-
der — with OH bonds situated in the oxygen planes
as well as out of them (hydrogen-bonded OH).

In order to shed some light on the proton
distribution in our samples we have polished off the
sample surface slightly and then, after each polishing
step, we have measured the OH absorption. When
a layer of 0.1+0.2 um thickness was removed, the
shoulder in the spectra also disappeared, the central
peak remaining almost unchanged.

On the basis of investigations on the polarized
spectra, the following conclusions could be made:

1. The absorption band centered at 3240 cm™! is
due to a very thin surface layer while the 3496 cm™!
band is connected with the proton-exchanged layer
extended much deeper in the crystal. The broad
absorption band at 3280 cm ! results from a very
thin surface layer (about 0.1-0.2 pum); the strong
band (peak at 3496 cm™) is due to the protonated
layer extending deeper.

Absorbance

3000
Wavenumber

2. The presence of the top film depends on the
orientation of the sample, the X- and Y-cut plates
being preferable.

3. The H concentration in the upper layer grows
much more quickly in time, i.e. the Li* — H" substi-
tution there is more complete.

4. The layers have different crystal symmetries.
The OH groups at the surface are randomly oriented
and are connected with a variety of short hydrogen
bonds. The OH groups in the depth of the basic
layer are localized in the plane perpendicular to the
Z-axis and are connected with moderate H bonds.

5. Afterannealing, the intensity of the unpolarized
shoulder decreases since protons penetrating deeply
in the crystal from out-plane bonds form new in-
plane ones.

6. The evolution of IR spectra at different
annealing stages indicates phase transitions from
highly protonated phases to the original crystal
structure (a-phase).

7. Optical measurements and the study of IR
absorption show that the H content in the waveguides
is not influenced by the annealing procedures and
the stoichiometry of the crystal, but only by the
parameters of the exchange process.

8. It is difficult to observe any dependence on
stoichiometry in the spectra of protonated LiNbO; or
LiTaO, even ifitreally exists: the intensity of the band
of PE crystals is about ten times higher than that of
the virgin samples and slight variations in the spectra
of untreated samples due to different stoichiometry
cannot affect notably the final form of the spectra.

9. The intensities of the two bands depend on the
PE process duration, demonstrating behavior usual
for diffusion processes (Fig. 4). Proton concentration
in the very surface layer increases much faster in
time, i.e. there is a more complete replacement of Li
ions by protons.
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0.5
1,/1;
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Fig. 4. A) OH absorption of X-cut LiTaO, (240 °C, pure benzoic acid) at PE duration of 1h (a), 3h (b) and 8h (¢);
B) Dependence of [ /1, and 1/1, on V't for X-cut LiTaO, (240 °C, pure benzoic acid); I, and I, are the integrated
intensities of the bands at 3496 cm™" and at 3240 cm™' respectively, I, = I, + I, t — exchange time.
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10. The structures of the surface layer and that of
the underlying protonated region are different. OH
groups near the surface are chaotically oriented,
indicating a great degree of disorder (amorphous
state). The OH groups of the basic protonated layer
are situated in the planes perpendicular to the optical
axis. Lower frequency of the first kind of bonds
implies higher mobility of their protons which
could deteriorate the waveguide properties. So, the
presence or the absence of a shoulder in IR spectra
can serve as a criterion for the optical properties of
waveguides fabricated by PE.

The PE waveguide stability in time can be
followed by IR spectra and optical measurements.
It was established that the behavior of integrated
intensity in time is the same as this of An, and IR
spectra and can be used for studying the stability of
waveguide parameters [21].

IR reflection spectra (Fig. 5) were recorded with
the same spectrometer as for the absorption ones at
angle of incidence 70° (measured from the normal
to the surface). Since the penetration depth depends
on the angle of incidence, at smaller angles (closer
to the normal incidence) deeper penetration takes
place and the spectra measurement is affected by
the presence of the various phases forming the
waveguiding layer. [t was established [22] that at 70°
the spectrum of the surface layer is separated from
those of deeper situated layers in multiphase guides.
This way, only the surface phase could contribute
to the reflection spectra of multiphase waveguides.
The IR reflection spectra contain new bands within
the range 890—-1010 cm ! and each phase has its own
reflection spectrum [22, 23].

The IR reflection spectroscopy allows the surface
phase of multiphase waveguides to be recognized.
So, the information given by the analysis of the IR
reflection spectra helps us to be much more specific
when determining which phases build the waveguide
layers investigated. According to [22], the presence
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of B.-phases significantly affects the spectra in the
range of 800 — 1000 cm™' where new bands appear
which are absent in the cases of virgin or a-phase PE
LiNbO,. The characteristic changes are at 975 cm™
for 3,-phase, at 980 cm™ for 3, and B, and at 970 cm™
for B, [22]. Thus, looking at the spectra of Fig. 5a,
we could conclude that B -phase is present on the
top of the sample ZN-5 while B,-phase forms the
top of the waveguide layers of samples ZN-1 and
Z-1, which are really strongly protonated. Also, it
is seen that the spectrum of ZN-5 is closest to the
shape of the spectrum of virgin sample (Z-rep),
which suggests that the contribution of the a-phase
is larger than in the case of the other two samples.
This confirms the result of IR absorption spectra
deconvolution, showing the same result (Fig. 3a).
It could be seen that Z-1 and ZN-1 have almost the
same spectra, confirming their equal phase content,
as it could be seen also in Fig. 3a.

The main changes in the reflection spectra
introduced by proton exchange in Z-cut LiTaO,
occur in the range of 850—1050 cm™ (Fig. 5b). They
were compared to the spectra of X-cut PE LiTaO,
given in [23] and some correlations with lattice
deformations and reflection minimums were made
in order to assign the spectral changes to a definite
phase. According to [23], the changes observed
at 899, 952 and 985 cm™ in IR reflection spectra
of all samples could be assigned to the B-phase,
and the change at about 1000 cm™ to the d-phase,
correspondingly. Since the second perturbation is
much stronger, we should conclude that the surface
phase of the waveguides investigated is 9.

Micro-Raman and waveguide
Raman spectroscopy

Proton exchange influences both vibration modes
in Ra spectra A1(TO) and E(LO) causing intensity
reduction of some of the bulk lines, appearance
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Fig. 5. Infrared reflection spectra for PE waveguides in H:LiNbO, (a) and H:LiTaO, (b) obtained under different

technological conditions [19].
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of new ones and appearance of lattice disorder-
induced broad bands. A1(TO) type Ra spectra are
more expressive.

In the Raman scattering geometries used, the
phonon spectrum of pure LiNbO, consists of four
A1(TO)-phonons (at 254, 275, 332 and 632 cm),
polarized along the Z-axis, and seven E(TO)-
phonons (at 152, 236, 263, 332, 370, 431 and
578 cm™'), polarized along the X- or Y-axis [24].
It could be seen in Fig. 6 that the main changes
introduced by PE concern the intensity of the main
spectral lines, the appearance of new ones and the
spectra intensity attenuation compared to those
of the surface. The strong attenuation occurs in
samples with the maximal disorder degree [25]. The
disorder in crystals causes violation of the selection
rules which determine Raman scattering and can
also activate new modes forbidden for the regular
lattice. Moreover, as vibrations with k#0 of the
material can take part into the light scattering, the
Raman bands are broadened. On the other hand, the
characteristic phonons of the pure crystal still exist
in the spectrum, although they are considerably
reduced in intensity.

According to [26], the most notable changes after
PE are in band intensities in the 200500 cm ! region
and, most importantly, the appearance of a broad
band in the 520-750 cm' is observed, originating
from a paraelectric-like phase, as well as the A1(TO)-
peak at 690 cm! and the bulk spectra intensity
attenuation. [27]. The new band present in all spectra
of our PE layers could be due to second-order Raman
scattering [28] which is a combined Ra scattering
from coexisting ferroelectric (o) and paraelectric (3,)
LiNbO,. That way the Ra spectra give some evidence
for the presence of a-phase in the PE layer as the IR
absorption spectra do (Fig. 3). The peak appearing

Intensity

0 200 400

Wavenumber (cm'1)

I
600 800

Fig. 6. Raman spectra of bulk LiNbO; in ferroelectric state
at room temperature (a); H:LiNbO, waveguide (b) and
bulk LiNbO, in paraelectric phase at 1130 °C (c); laser
line at 647.1 nm, A1(TO) geometry
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at 878 cm!' comes from E(LO) mode, excited
due to the strained lattice, and confirms the high
level of H*-doping. The set of narrow peaks in the
Ra spectra also indicates high value of x and the
presence of B.-phases (i = 1-3) [29].

The new peak which appears at 690 cm! is
attributed to highly protonated phases having almost
paraelectric properties since it is characteristic for the
paraelectric phase of LiNbO,. Its relative intensity
allows some estimation of the phase contribution
to the PE layers to be made. For our samples we
can see this peak even in E(TO) spectra. As it is
known, in strained crystal some coupling between
E(TO) and A1(TO) modes is possible. Thus we
could consider the presence of such large band as an
evidence for the existence of phases having highest
value of x as B, for Z-cut samples, B, for X-cut or
B, for Y-cut samples. For quantitative estimates it
is important to obtain Raman scattering by guided
modes in order to be sure that the optical power is
confined completely into the waveguiding layer. If
higher order modes are excited, part of the optical
field penetrates more or less into the unprotonated
substrate and this should be taken into account.

Raman scattering has also been used to determine
the kinetics of phase transitions in proton-exchanged
LN waveguide layers subjected to thermal treatment
[30]. Results of fundamental importance have been
obtained for intermediate phase states including the
B.- and (a+p,)-phases, as well as room-temperature
equilibrium and quenched states in the high H*
concentration phase. The presence and absence of
some Raman lines at 127, 194 and 214 cm™! and the
intensity dependence of a proton-induced phonon
band at 69 cm! have enabled the degree of Li-H
substitution in PE layers to be determined, the results
indicating that at least for z-cut H:LN waveguides,
the phase diagram presented for proton-exchanged
powders may also be applicable.

Besides waveguide Raman spectroscopy, micro-
Raman spectra were also registered allowing some
comparative and semi-quantitative estimations
of the thickness of phase sub-layers to be made.
The micro-Raman spectra were collected by triple
Jobin Yvon T64000 spectrometer. Depth profiling
of the proton-exchanged layer by Ra spectra was
performed by moving the focused laser beam
from the substrate to the surface of the layer at
approximately 0.5 micrometer steps. An example is
shown in Fig. 7.

An exemplary analysis of the spectra shown in
Fig. 7 demonstrates that:

Since the spectrum of C1 contains the peaks
characteristic for bulk LiNbO, in positions as well
as in relative intensities, the a-phase has a strong
contribution to the layer composition. The intensity
increase of the band centered at 632 cm™ could be
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Fig. 7. Raman spectra of proton-exchanged Y-cut LiNbO, layers and micro-Raman depth profiling [21]

due to the presence of o and k.-phases. The peak
at 70 cm! is present only in PE LN and usually is
used as an indicator for Li-H exchange [27]. The
new peak which appears at 690 cm™! is assigned to
highly protonated phases having almost paraelectric
properties (B, phases, i = 1-3). It suggests strong
distortion of the niobium octahedra towards
non-polar states. The broad band at 690 cm™ is
characteristic for the paraelectric phase of LiNbO,
[29]. Since the relative intensity of this band is not
high, it could be concluded that the paraelectric layer
is thin and is present at the top of the waveguiding
layer, which is also confirmed by the optical profile
shape. The peak appearing at 878 cm™ comes from
E(LO) mode, excited due to the strained lattice,
and also confirms the high level of H" doping. It
could be assigned to the B,-phase, since it is well
defined only for samples C1 and S1 whose index
change indicates the presence of that phase, leading
to strong strains in the lattice.

The band centered at 690 cm™ is the highest and
largest band in the spectra of C2. This fact, together
with the disappearance of the bands at 245 cm™! and
275 cm!, show that mainly phases having a high
level of proton doping are present in the layer, i.e.
B, phases. In that case i = 1, since only the 3, phase
could be obtained by direct PE [9].

The set of narrow peaks in the Ra spectrum of C3
and the new one which appears at 70 cm ™ also indicate
high value of x and the presence of {3, phases (i=1-3)
[29]. A broad band in the range of 520-780 cm' is
observed, originating from a paraelectric-like phase,
as well as the A1(TO) peak at 690 cm™ and the bulk
spectra intensity attenuation. Since C2 and C3 are
obtained by direct proton exchange, the layer should
consist of B, phase but close to its higher concentration
value of x = 0.6. That way the peak which appears at
690 cm™ is attributed to the 8, phase.

The spectrum of S1 confirms the presence of f,
on the top (peaks at 878 cm™! and 578 cm™! come
from E(LO) modes, excited because of strong lattice
perturbation introduced by PE). The spectra of C1
and S1 are quite similar, so we could conclude that
S1 contains also some of the B, phases, i = 1-3, x;
phases (i = 1-2) and a phase.

The most convenient way to determine the
exchange ratio x/1-x in protonated layers is to
decompose suitable parts of the Raman spectrum
into ferroelectric and paraelctric components. In
the case of the spectrum in Fig. 7 we have used the
ferroelectric components 151 and 234 cm™! and their
paraelectric counterparts — the broad bands at about
136 and 214 cm' respectively. The ratio of their
integrated intensities 1(136)/I1(151)=1(214)/1(234)
should be equal to x/1—x.

The depth profiling of Y-2 (Fig.7) shows
some intensity transfer between A1(TO) mode at
690 cm™! and E(TO) mode at 630 cm™!, which are
excited in the same geometry because of the crystal
lattice perturbation introduced by PE. The changes
of E(TO) Ra spectra originate from the internal
strains in the sample as a result of order-disorder
distribution of protons, whereas the changes of
AI(TO) Ra spectra are due to the displacement
of the positive and negative ions [29]. Thus, in
strongly protonated samples, the E(TO) intensities
should be stronger and at the same time the A1(TO)
intensities should be weaker. Since the intensity
of the 690 cm™! band (Al) increases toward the
substrate and that at 630 cm™! (E) decreases, we
could conclude that the layer contains sub-layers,
having different value of x (decreasing towards
the substrate), i.e. presenting different phases in
addition to a- and B,-phase, which was commented
above. They should be k,/k, phases which are also
indistinguishable spectroscopically.
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X-RAY PHOTOELECTRON
SPECTROSCOPY (XPS)

X-ray photoelectron spectroscopy (XPS) is ide-
ally suited to the determination of the surface chem-
istry and the way in which that chemistry changes
in the surface and near-surface region. The tech-
nique provides quantitative elemental and chemical
information with extremely high surface sensitiv-
ity and is ideal for comprehensively characterizing
the elemental composition and chemical bonding
states at surfaces and interfaces. It was shown how
X-ray photoelectron spectroscopy (XPS) can be
used for compositional analysis of the several up-
permost atomic layers of the wafer apart from the
waveguide/air interface in the case of proton-ex-
changed waveguides in lithium niobate [31, 32].

The XPS analysis of the samples was carried out
with an ESCALAB Mk II (VG Scientific) electron
spectrometer. The Cls, Ols, Nb3d and Lils
photoelectron peaks were recorded. A comparative
analysis has been performed between virgin
sample and layers obtained by PE in melts of pure
benzoic acid and of benzoic acid buffered by 1%
and 2% lithium benzoate. The goal was to clarify
the dependence of crystal composition, Lils, Ols
and Nb3d spectra shape, binding energies (BE) and
full width at half maximum (FWHM) in the near
surface region (between 0 and 10 nm) on depth and
on buffering of the benzoic acid melt with lithium
benzoate. Using Cls as a reference at the surface,
we determine the Ols position at 530.3 eV. In our
investigation of the depth profile we use this binding
energy as the reference since it is stable due to the fact
that oxygen is a basic part of the LINbO, lattice. The
intensities were determined as the integrated peak
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areas assuming that the background is linear. The
element concentrations were calculated by the SSI
(surface science instruments) approach according
to which the transmission function of the analyzer
is taken into account [33]. To avoid formation of
a crater, the ion beam was defocused. A sputtering
rate of 1 nm/min is established.

The most informative XPS spectra are those
of LiOls, and Ols which allow following of the
binding energy change in the depth from the very
surface to 500 nm of the exchanged layers versus
the sputtering time (Fig. 8). The concentration of
Li at the crystal surface could be estimated from
XPS records and a correlation between x and An,
could be established when the optical profile is built
up. It is seen that the Li content decreases and the
Nb content increases with depth from the surface
(d=0nm, t = 0 min.) to the first few atomic layers,
lying close to the surface (d = 1-2 nm), i.e. in a
nearly two-dimensional region at the surface of the
LiNbO, crystal. Enrichment of Nb with depth along
with reduction of Li corresponds to reduction of
the molar ratio of Li,0 to Nb,O,. The composition
remains nearly unchanged between 2 and 10 nm
depth in the protonated layer.

The binding energy values are found to be almost
equal when unbuffered benzoic acid melt is used
instead of buffered melt (Fig. 9). It can be seen that
the Lils BE is lower at d=1-10 nm than at d=0 nm for
unbuffered (0%) as well as for 1% and 2% buffered
benzoic acid. For the virgin crystal, in contrast, BE
increases at d = 1 nm (compared to d = 0 nm) and
remains almost the same at 5 and 10 nm. The higher
BE value obtained for 1% [34] than for 2% and
0% buffered melt at 1 nm depth is probably due to
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Fig. 8. The XPS spectra of a virgin (a) and PE (b) LiNbO, sample after sputtering to the following depths:
1) 0 nm (surface); 2) 10 nm; 3) 100 nm: 4) 200 nm; 5) 500 nm [34].
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Fig. 9. Lils binding energy of LiNbO, versus depth
(sputtering time) for unbuffered and for lithium benzoate
(1.b.) buffered melts of benzoic acid, as well as for virgin
LiNbO,

the fact that another LiNbO, crystal with different
stoichiometry was investigated in [34]. The XPS
spectra show that besides the main BE peaks lying
between 49 and 53 eV for both treated and untreated
samples, a weak peak appears at 54.8 eV for the
sample protonated in buffered melt. This peak
occurs only at d < 3 nm and disappears at higher
depths. Its BE value is close to the values obtained
by Kaufherr et al. [35] where a non-destructive
method was used. In comparison to the Lils, the BE
depth dependence for O1s is much less pronounced,
especially when PE is performed in an unbuffered
melt (Fig. 10). It may be explained with lower BE
sensitivity to the changes in the surrounding due to
the screening of the oxygen 1s electron from its 2s
and 2p electrons. Regarding the change of the band’s
full width at half maximum (FWHM) with depth,
it must be noted that the most evident decrease in
comparison to d = 0 nm appears at d=1 nm in the
case of treatment with an unbuffered melt. In that
case, some asymmetry of the peak at d=1 nm is also

—»— unbuffered
— 0 - buffered

FWHM [eV]

0 2 4 6 8 10 12 14
Sputtering time [min]

Fig. 10. Narrowing of the O1s band of LiINbO, protonated
in unbuffered benzoic acid melt

seen when normalized XPS spectra are compared.
The FWHM changes described are probably due
to superimposing of energetically close Ols bands
with different halfwidth and relative intensities.
Such bands might correspond to weakly differing
positions of the OH groups formed depending on
depth and degree of protonation. Here it is worth
mentioning that LiNbO, has two Ols peaks with
different relative intensities for the crystalline and
amorphous state of the material as was already
reported in Kaufherr et al. [35]. The experimental
data for Nb XPS show that the peaks of the Nb**
doublet 3d,,,and 3d,,at 207 and 210 eV respectively,
are better resolved for d = 0 nm than for the atomic
layers in depth d = Inm. This is also valid for
the virgin LiNbO, [34], and could be related to a
specific structure of the matrix surface layers which
we supposed above to be responsible for the lower
degree of protonation, i.e. the Li enrichment on the
surface. Another explanation may be offered with
the assumption that the surface structure is destroyed
due to the sputtering and this is the reason for poorer
peak resolution. Benzoic acid buffering has some
influence on the BE values for the 207 and 210 eV
peaks at depths of 1 nm which may be caused by
differences in position and orientation of the OH
groups toward the Nb atoms, depending on the
degree of protonation. The intensity redistribution
for the 207 and 210 eV peaks and the appearance of
anew peak at 205 eV with increased sputtering time
may be understood considering the results obtained
in Courts et al. [36] on the reduction of Nb* to Nb*
and Nb’*, when electron-beam heating of LiNbO,
takes place. Before sputtering, the 205 eV peak is
not observed because only Nb*" is present in our
sample. The sputtering procedure of 1-2 min leads
to the creation of some Nb*" and to superimposing
of the low energy peak of the Nb*" doublet (i.e. Nb*
3d,,) at205 eV. The higher energy peak Nb** 3d, , lies
close to the 207 eV peak of Nb°* 3d, , and is therefore
not seen. Further accumulation of Nb** on the crystal
boundary takes place with increasing sputtering time
and results at t>4—5 min in strong domination of the
Nb*" 3d peaks at 205 and 207 eV. So, the Nb°* 3d,,
peak at 210 eV disappears and Nb>* 3d,, at 207 eV
is replaced by the Nb*" 3d,, peak with almost the
same BE. It has been established that the rate of
intensity redistribution (increase for the 205 eV peak
and decrease for the 210 eV peak) is higher in the
case of the sample treatment with unbuffered benzoic
acid melt. Probably NbO, or another Nb** cluster
compound with direct Nb-Nb bonding is formed on
the surface due to the sputtering:

-Nb
| +0
Nb

0O =
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In summary, the study of proton exchanged (PE)
LiNbO, performed using XPS after gradual remov-
ing of the surface atomic layers by Ar ion bombard-
ment in depth (d) between 0 and 10 nm shows that:

— Noticeable differences regarding Li,O and
Nb,O, molar ratio, Lils binding energy values, Ols
band width and Nb3d spectra shape are manifested
at a depth of d = 1 nm as compared to d = 0 nm.
Upon moving from d =0 nm to d > 1 nm, a decrease
of Li content and Lils BE lowering within 2 eV is
revealed in the protonated sample, while for the
virgin crystal Lils BE increases with about 1 eV.

— In the depth range from 1 to 10 nm, only weak
changes in Li and Nb content and in Lils BE take
place compared to d = 0-1 nm.

— These results allow us to conclude that a very
thin layer on the LiNbO, crystal surface (about 3—4
atomic layers for X-cut samples) differs in structure
and/or composition from the layers located deeper
in the bulk. This layer has, as it is observed, a lower
degree of H" for Li" substitution, i.e. a relative Li
enrichment on the surface after the PE procedure.

— For PE being performed with unbuffered and
buffered (containing 2% Li-benzoate) melts of
benzoic acid, closely similar values of Lils BE are
obtained. This result shows that the Li content in the
melt does not considerably affect the Li enrichment
of the surface. Some influence of benzoic acid
buffering is found for the Ols band width at d = 1
nm and for the BE of the Nb3d doublet which may
be related to changes in position and orientation of
the OH groups formed by the PE process.

CONCLUSIONS

Combined analysis based on mode, IR absorption/
reflection, Ra spectroscopy and XPS was performed
which allows identification of phases, of the phase
in-depth distribution, and of the relative contribution
of each of them to the composition of the waveguide
layer of multiphase proton-exchanged waveguides
in lithium niobate and lithium tantalate.

The main results include:

— establishment of the effect of crystal stoichi-
ometry on the parameters and vibration spectra of
PE waveguides in LiNbO, and LiTaO;;

— improvement of the methods for investigation
of phase composition of PE waveguides in lithium
niobate and lithium tantalate by combination of
several spectroscopic techniques (mode, Raman,
infrared (absorption and reflection) spectroscopy, as
well as XPS); application of this combined approach
for characterization of the waveguide layers;

— following of the phase formation after proton
exchange, phase evolution in time (short-term and
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long-term) and phase transformations after thermal
treatment (annealing);

— collection of information about the positions
and concentration of the diffusant (H").

The methods used could contribute to the im-
provement of the PE technology towards a strict con-
trol of the phase composition, i.e. of the waveguide
characteristics and quality.

The results lead to the accumulation of new
knowledge on material science regarding the
properties of modified waveguiding layers on
substrates of ferroelectric crystals.
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CIIEKTPOCKOIINA HA CJIOEBE OIITUYHU BBJIHOBOAU

M. KnueBa, C. ToHueB

Hucmumym no ¢pusuxa na mevpoomo msano ,,Axao. I'. Haoaxcakos ",
oya. Hapuepaocko woce 72, 1784 Cogus

[MocTenuna Ha 27 sHyapu, 2011 r.; npuera Ha 12 anpui, 2011 1.

(Pesrome)

ABTopuTe criofemAr cBosi 20-TOIUIIEH OITUT 3a CIIEKTPOCKOTHATA Ha TPOTOHHO-00OMEHEHN BBITHOBOAHU OT LiNDO,
u LiTaO;. Meroaure BKIIIOUBAT HH(pauepBEHA CIIEKTPOCKONHNS Ha abcopOuns u oTpakeHne, MuKkpo-Paman u Paman
CHEKTPOCKOMIS W PEHTTeHOBa (OTOETIEKTPOHHA criekTpockonus (XPS).

WNudopmanmsara (cTpyKTypHA, pa30Ba 1 XUMHUEH CHCTAB) IOTYYICHA OT BCEKH OT T€3M METO/IM IIOMara 3a Ch3/IaBaHe

Ha TO-ITHJIHO ONIMCAHUE Ha CTPYKTypaTa n CBOWCTBATa Ha TE3H clloeBe. MIHTeprnpeTanysaTa Ha pe3ynraTuTe Habsra Ha
(ha3uTe M XMMUYHUA ChCTAB Ha BBIIHOBOJIUTE, ITOJYYEHA ITPH PA3INIHU TEXHOJIOTUYHH ycI0BuUs. TakbB ,,KOMOMHUpaH
aHaJIM3 JOTIPHUHACA 3a PeTyJHpaHe Ha MPOU3BOJCTBOTO YCIOBHATA 32 MOJTy4aBaHE HA ONPECICHU ChCTaBh U (asy,
TEXHOJIOTUYHO HEOOXOIMMH 3a BBIIHOBOJIHH YCTPONCTBA C MOA0OpEHa CTAOMITHOCT M XapaKTEPUCTUKH.
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The present work aims at studying the influence of Sn on the microstructure of Cu-Ag-based supersaturated solid
solutions with potential application for fabrication of nanoporous structures. Nanocrystalline Cu,Ags, Sn_(x=3, 6,
10) fcc solid solutions are synthesized by high-energy ball milling under protective Ar atmosphere and liquid heptane
as antisticking agent. Milling for 8h leads to formation of solid solution with fine nanocrystalline microstructure
(<10-15 nm) in Cus,Ag,,Sn,,. On the contrary, for the ternary systems with lower Sn concentration (x=3 and 6) only
5h of milling are necessary for complete alloying. Partial amorphization is also detected for all Sn containing alloys.
The lattice constant of the fcc solid solution in the ternary systems is larger than that of Cu,,Ag;, but slightly depends
on the Sn concentration in the composition range of 3—10 at.% Sn.

Keywords: Cu-Ag alloys, solid solution, nanocrystalline, ball milling.

INTRODUCTION

Cu-Ag alloys are considered to be attractive
for fabrication of nanoporous Ag structures for
practical applications [1, 2]. A controlled thickness
nanoporous Ag with desired pore and ligament
size could be obtained easily after selective
electrochemical dissolution of well-mixed and
homogenized Cu—Ag solid solutions with proper
composition.

Although Cu and Ag satisfy two of the Hume-
Rothery rules for common solid-state solubility,
equilibrium solid solutions in the Cu—Ag system
are practically non-existing and the size factor
is apparently not enough to contribute for easy
amorphization in this system. However, formation
of non-equilibrium supersaturated fcc Cu—Ag
solid solutions by applying a variety of preparation
methods has been reported: rapid quenching from a
melt[3], splat quenching [3, 4] vapor deposition [5],
mechanical alloying [1, 6, 7], cold rolling [8]. The
microstructure of the Cu—Ag solid solutions with
different composition prepared by these methods is
most often nanocrystalline or composite, consisting
of a mixture of nanocrystalline solid solution and

* To whom all correspondence should be sent:
E-mail: tspassov(@chem.uni-sofia.bg
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amorphous phases [3, 8, 9]. Formation of entirely
amorphous Cu—Ag alloys exclusively by a vapor
deposition technique has been reported only in
a few papers [10, 11]. Repeatedly cold-rolled
Cu—Ag alloys reveal also some local amorphous
regions [8]. Mechanical alloying followed by
annealing at 200°C was reported also to result in
an amorphous phase formation [9]. Mechanical
alloying of Ag-Cu-Sn powders, containing 10-20
wt.% Sn, caused a drastic decrease of their grain
sizes. The formation of compounds like Ag,Sn,
Cu,Sn, and Cu,,Sn, occurs after 1 hour of milling,
but no amorphization up to 8 hours of milling was
reported [12]. Nanocrystalline Ag,Sn phase (~ 20
nm) was formed by ball milling for 1-2 h of Sn
rich Sn-Cu-Ag alloys [13].

The present study aims at investigating the ef-
fect of Sn on the amorphization and formation of
Cu-Ag-based solid solutions by mechanical alloy-
ing. The morphology and microstructure of the
prepared solid solutions were also characterized.
Due to the improved glass-forming ability of the
ternary alloy containing Sn in comparison to the
binary Cu-Ag, and the suitability of Sn for prepar-
ing nanoporous Ag by selective electrochemical
dissolution of Cu-Ag-Sn, in the present study its
concentration was varied in the range of 3—10 at.%
(3, 6 and 10 at.% Sn).

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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EXPERIMENTAL PART

Cus,Ags,. Sn, (x=3, 6 and 10) alloys were pro-
duced by milling Ag (99.99%), Cu (99.9%) and
Sn (99.9%) using a planetary ball mill (Fritsch P6)
with rotation velocity of 400 rpm, hardened Cr-
steel vials and ball-to powder mass ratio of 9:1.
Protective Ar atmosphere and liquid n-heptane
were applied for the milling process. The regime
of milling was: 30 min of continuous milling and
10 min relaxation time. The milling time was var-
ied with the goal to produce powders with different
morphology and microstructure.

The microstructure and morphology of the alloys
were investigated by x-ray diffraction using Bruker
D8 Advance diffractometer with Cu-Ko radiation
and Scanning electron microscopy (SEM, JEOL-
5510). Thermal stability of the ball-milled samples
was analyzed with a Perkin-Elmer DTA.

RESULT AND DISCUSSION

Electron microscopy analysis (Fig. 1) of the ball-
milled powders showed similar particle size for all
investigated materials. The average particle size of
the alloy with lowest Sn content (~ 10 pm) is only
slightly larger than that of the Sn richer compositions
(about 7.0 pm) milled for the same time of 10 h.
Extending the milling time up to 20 hours results in
additional particle decrease: 6 um for Cu,,Ag,,Sn,,.
Similar particle size distribution was observed for
all compositions.

X-ray diffraction of the two hours milled
Cus,Ag,Sn,, and CuyAg,Sn, (Fig. 2a) revealed
the formation of Ag,Sn and Cu,Sn; phases, which
were not observed at longer than 8 hours of milling.
For Cu,,Ag,,Sn, formation of these phases was not
detected by any duration of milling. Milling for a
longer time shows obvious development of the phase
composition and microstructure in the systems stud-
ied. After 8 hours of milling (Fig. 2 c,d) only the

<1, 880 -Sle»',u— SR 5510 B
war LOTR R :

solid solution formation was observed. In general,
the diffraction peaks become slightly sharper (nar-
rower), meaning that a process of nanograin growth
takes place during the milling, Fig. 2. The position
of the maximum of the main diffraction peak also
does not change with milling time, revealing that
the terminal solid solutions are already formed at 8
h of milling. It is seen that solid solution formation
is faster for the alloy with 3 at.% Sn, i.e. this com-
position is close to the optimal for Cu,,Ag, Sn,
with respect to the solid solution formation ability.
Furthermore, milling for 8 hours leads also to for-
mation of amorphous phase in Cu,,Ag,,Sn,,, proved
by DTA analyses of an as-milled alloy. Diffraction
peaks of pure Cu and Ag at the longer milling times
(> 8 h) were not detected, indicating a process of
complete alloying.

The lattice parameters for the formed solid
solutions are comparable with the data from our
previous investigations on the Cu-Ag binary system
(Fig. 3), [8]. It should be noted that unlike the binary
Cu-Ag, the longer time of mechanical alloying does
not lead to significant changes in the lattice parameter,
a, of the three-component solid solutions, studied in
this work. Generally, the increase of the Sn content in
the alloy results in lattice parameter, a, enlargement,
but for milling durations t>12 h the alloys with 3 and
6 at.% Sn reveal almost the same a.

The three Cuy,Ags, . Sn, alloys studied show
rather different development of the average grain
size of the metastable fcc solid solutions with
milling time. Whereas for Cu,,Ag,, . Sn, (x=3 and
6) the grain size is more or less constant (4—5 nm)
in the range of 5-15 h milling, for Cu,,Ag,,Sn,, it
initially decreases with milling time, reaching a
value of 6 nm after 12 h of milling, Fig. 4, and then
increases again to about 9 nm at t=15 h. The increase
of the grain size at longer milling durations can be
associated with a nanograin growth process.

DTA analysis reveals broad overlapped exother-
mic peaks starting at about 100 °C for the ball milled

b
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Fig. 1. SEM micrographs of: Cu,,Ag,,Sn, (a), Cu,,Ag,Sn, (b) and Cu,,Ag,,Sn,, (¢) alloy powders ball-milled

for 10 h
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alloys, associated with the solid solution decomposi-
tion to terminal elemental Ag and Cu, as shown in
our previous study [1]. XRD analysis of milled for 20
h and then annealed at 400 °C CuAgSn confirms the
alloy decomposition, Fig. 2d (inset). As mentioned
earlier [1] ball milled Cu-Ag-based solid solutions
show somehow different thermal behavior compared
to the cold-rolled and rapidly quenched Cu-Ag alloys

[8], expressed in the presence of exothermic peaks at
lower temperatures, which could be associated with
relaxation of microstresses created by milling. The
thermal behavior of the ball milled Cu-Ag-Sn is dif-
ferent compared to the binary alloys. Generally, the
major thermal peaks are shifted to higher tempera-
tures (250—400 °C), implying higher thermal stability
of the ternary solid solutions.

25 30 35 40 45 50 55 60 65 70 75 80
20, deg.
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Fig. 3. Lattice parameters, a, for the alloys studied at
various milling times
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Fig. 4. Average grain size for the alloys studied as a
function of milling time

Insummary, the presentstudyrevealsanimproved
ability for metastable solid solution formation by ball
milling of ternary Cu-Ag-Sn, compared to binary Cu-
Ag alloys. The microstructure of the tin containing
Cu-Ag fcc solid solutions is fine nanocrystalline (5-
10 nm) with a presence of some amorphous phase
and as a whole its thermal stability is higher than
that of binary Cu-Ag alloys. It is expected that
solid solutions with this microstructure would be
attractive for preparing nanoporous Ag structures
by selective electrochemical dissolution.

CONCLUSIONS

Supersaturated Cuy,Ag,, Sn (x=3, 6, 10) solid
solutions were prepared by mechanical alloying
for different milling times. For Cuy,Ag,Sn,, 8h
of milling were enough to form homogeneous
Cu-Ag-based fcc solid solutions, whereas for
the ternary systems with lower Sn content even
Sh were sufficient for complete alloying. The
microstructure of the fcc solid solutions is fine
nanocrystalline (< 10 nm) for the ternary system,
as ball-milling results also in a better pronounced
amorphous phase formation. The lattice constant of
the fcc solid solution in the ternary systems is larger
than that of Cu,,Ag,,, but slightly depends on the
Sn concentration in the composition range of 3—6
at.% Sn. The alloy with 10 at.% Sn shows distinct
increase of the lattice constant compared to the Sn
deficient alloys at milling times larger than 8 h.
Solid solution decomposition, grain growth process
and crystallization of the amorphous phase formed
during milling have been detected by DTA.
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AMOPOU3ALIA 1 ObPA3YBAHE HA TBBPI1 PA3TBOPH B JIETUPAHU
C Sn Cu-Ag CIUIABU, ITOJIVHEHU ITOCPEACTBOM MEXAHUYHO CMUJIAHE

JI. JIto6enoBa, T. Cnacos, M. CracoBa
Xumuuecxku gpaxynmem, CV ,, Ce. Knumenm Oxpuocku “, 6yn. ,, /. Bayuwvp” 1, 1164 Cogus, Bvreapus
[ocrenuna va 25 suyapu, 2011 r.; mpueta Ha 4 anpwr, 2011 1.
(Pesrome)

Hacrosiiara paboTa e HacoueHa KbM M3y4aBaHE BIMSHUETO Ha OOABKU OT Sn BbPXY MHKPOCTPYKTypara Ha Me-
TacTaOWIHU TBBPIH Pa3TBOPH Ha OCHOBaTa Ha Cu-Ag C IMOTEHUMAIHO NPHIIOKEHHUE 34 [TOTy4aBaHETO Ha HAHOIIOPHO3HH
cTpykTypu. HaHokpucraman TBBpaM pa3TBopu cbe cbeTaB Cuy,Ags, Sn (x = 3, 6, 10) ca momy4eHn mocpeacTBOM
MEXaHOXMMHUYHO CIUIABSBaHE BBB BHCOKO CHEpPreTHYHA IUIaHETapHa MENHULA B Ar-arMocdepa M TEUCH N-XEeNTaH.
OOpa3zyBaHeTo Ha (hUHA HAHOKPUCTAIHA MUKPOCTpYKTypa (<10-15 nm) B mpobu ot Cu,,Ag,,Sn,, O¢ HabIr01aBaHO Clie]
CMUJIaHE B IIPOABIDKEHHE Ha 8 yaca. [IBIHOTO CIIaBsiBaHe HA KOMIIOHEHTUTE B CHCTEMHTE C TIO-MaJIKH KOJIMYeCTBa Sn
(x =3 u 6) Oe mocTuTHATO caMo 3a 5 yaca cuHTe3. YacTnuHa amopduzars 6¢ HabIro1aBaHa TIPH BCUYKH W3CIICIBAaHH
CIUIaBH, ChIbpKalM Sn. PenreTpyHara KOHCTAHTa Ha TBBPAUS PA3TBOP 338 TPUKOMIIOHEHTHHUTE CUCTEMH € II0-TOJIsIMA,
OTKOJIKOTO Ta3u Ha Cug,Ag,,, HO 3aBUCH C1a00 OT KOHLIEHTpaluATa Ha Sn B uHTepBana ot 3—-10 at.% Sn.
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Glass-ceramics manufacturing has been considered as a very effective method for recycling and utilizing different
types of industrial wastes. The purpose of this paper was to investigate the crystallization process of sintered glass-
ceramics prepared from vitrified mixtures which were composed on blast furnace slag (68—80 %,,,.), kaolin, Al,O; and
Ti0,. First the parent glasses were prepared. Then the glass-ceramics were obtained by one-step heat treating at 1000 °C
from pressed glass powders. The crystallization behavior was studied by X-ray diffraction (XRD) and scanning electron
microscopy (SEM). The crystalline phases were identified to be melilite, anorthite and pyroxene. The ratio between
crystalline phases depends on chemical composition of the parent glasses. The examined microstructures were in accord-
ance with the surface mechanism for crystal nucleation. The enhanced nucleation activity of fine glass powders caused

crystallization, which led to good mechanical properties of glass-ceramics.

Key words: blast furnace slag, glass-ceramics, crystallization, structure.

INTRODUCTION

Although the exploitation of industrial wastes is
not a new problem, it is still very actual and rel-
evant one. Large part of solid wastes is formed by
slags as by-products of metallurgical industry. The
issue of slag application is still not resolved, not
only for the metallurgical slags produced annually,
but also for the large quantities of slags accumu-
lated over the decades. One of the alternative op-
tions is to use slags as a raw material for the produc-
tion of glass-ceramics [1-10] known as “slagsitall”
and “slagceram”. Glass-ceramics manufacturing is
a well established process [3]. The glass-ceramic
is a fine-grained crystalline material obtained by
controlled crystallization of glass. There are two
main production techniques. The first one usually
involves a two-step thermal treatment of nucleation
and crystal growth performed on monolithic glass.
In most cases so-called nucleation agents are added
to the base composition of the glass-ceramic. These
nucleation agents aid and control the crystallization
process. The second approach is based on the viscous
flow sintering of fine glass powders, with concurrent

* To whom all correspondence should be sent:
E-mail: irena66@mail.bg

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria

crystallization, known as “sinter-crystallization”.
The use of sinter-crystallization technology gives
many advantages. The high specific surface of fine
powders enhances the surface nucleation and thus
crystallization may occur without the use of any nu-
cleating agent. This technology gives the possibil-
ity to obtain materials with diverse and complicated
shapes and good mechanical properties [10]. Glass-
ceramics with not frequently encountered crystal
phases [11], or processed with rapid heating [12],
have been successfully prepared.

Although there are many studies of glass-ceram-
ics obtained from metallurgical slag [1-10], some of
the problems remain unresolved. Even slags ensuing
from one type of production process have specific
composition, depending on the type of ores used.
For example, blast furnace slags are usually consid-
ered with regard to the systems CaO-Al,0,-SiO,
or Ca0-A1,0,-MgO-SiO0,. In addition to these ma-
jor components sometimes they also include BaO,
MnO, FeO, K,0, Na,O and other components [13],
i.e., the actual processes take place in a far more
complex multi-component system. Another typical
problem in the production of glass-ceramic materi-
als based on metallurgical slag is the non-uniform
(variable) chemical composition of slags. On the
other hand, the phase composition and microstruc-
ture of slag glass-ceramics, and respectively their
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Table 1. Composition of the batches

Sample, No 1 2 3 4 5 6 7
Materials, % mgss
Blast furnace slag 73.6 67.8 68.2 74.3 80.2 79.9 74.0
Kaolin 20.7 24.8 20.5 12.0 7.9 12.2 16.4
Al O4 - 1.7 5.7 8.0 6.2 22 3.9
TiO, 5.7 5.7 5.7 5.7 5.7 5.7 5.7

properties, are dependent on the slag composition
and the used additive agents. The purpose of this
study is to determine the effects of the change in
the chemical composition on the phase composition
and microstructure of glass-ceramics. This was the
reason to select seven batch compositions with dif-
ferent proportions of the main oxides CaO, ALO,
and SiO,. Blast furnace slag from Kremikovtsi
plant, as a main component and inexpensive addi-
tives (kaoline, Al,O, and TiO,) were used for the
synthesis of glass ceramics materials via sinter-
crystallization technology. The choice of particular
compositions and additives was based on our previ-
ous experimental data [14—16], which showed that
glass-ceramics with good mechanical properties can
be obtained from such compositions.

MATERIALS AND METHODS
Synthesis of glass ceramics

The investigations performed have shown the
blast furnace slag to be suitable for the production
of melilite containing glass ceramics material with-
out substantially changing the chemical composi-
tion of slag. Blast furnace slag, kaolinite, A1,O, and
Ti0O, were used for the synthesis of glass ceramics

Table 2. Chemical composition of the used blast
furnace slag

Oxides Content,%pmaes
SiO, 35.16
Al,O4 9.29
FeO 0.97
MgO 5.15
MnO 2.61
BaO 3.24
CaO 40.46
Na,O 0.28
K,0 0.97
s? 1.17
Fe 0.70
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materials by sintering of the samples obtained by
semidry pressing. In the experiments, TiO, was
chosen as nucleating agent. TiO, is the most com-
mon nucleating agent in the glass-ceramics. TiO,is
soluble in wide range of molten glasses. But during
cooling or subsequent reheating large number of
submicroscopic particles are precipitated and these
assist the development of major crystalline phases
[17]. Data is also available for the role played by
TiO,, which is usually considered to induce amor-
phous separation and volume crystallization dur-
ing ceramming. The heat treatment of amorphous
glasses leading to nucleation would cause a disrup-
tion of silica network which followed phase sepa-
ration. The phase separation followed the genera-
tion of crystal [18]. Taking into account our previ-
ous studies [14-16] the compositions were chosen
in the upper boundary region of the crystallization
field of gehlenite in the CaO—-A1,0,-Si0, system.
The batches for the seven experimental composi-
tions are given in Table 1.

The chemical composition of the used blast fur-
nace slag from Kremikovtsi is reported in Table 2.

The synthesis of the seven experimental samples
was carried out under identical conditions. First the
parent glasses were prepared. The batches were melt-
ed in a laboratory box furnace at 1450-1470 °C for
60-90 minutes. The melt were fritted and the result-
ing frit was ground in a porcelain ball mill to a grain
size below 0.1 mm. A 3% aqueous polyvinyl alcohol
solution was added. Then the mixture was homog-
enized, granulated and pressed with an automatic
press (pressure 300 kg/cm?). Cylindrical briquettes
(with a diameter 30 mm and a height of 14 mm)
were obtained. The sintering and crystallization pro-
ceeded in a muffle furnace at 1000 °C, with retention
time of 3 hours. Thus glass-ceramics were obtained
from pressed glass powders by one-step heat treat-
ment. The obtained glass ceramic samples are pre-
sented in Fig. 1. They were labeled as Ne 1, 2, 3, 4,
5, 6 and 7. According our previous studies [14—16]
data on some of the properties of glass-ceramics,
such as: density 2.88-3.00 g/cm?; water absorption
0.01-0.05 %; Vikers microhardness 5.5-8.3 GPa,
chemical resistance in NaOH 35% w/w aqueous
solution above 99.9%, temperature of the onset of
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Fig. 1. Glass-ceramics samples

deformation ~1150 °C, thermal stability ~700 °C,
linear thermal expansion coefficient (x107/°C) ~90,
agrees with literature data for similar materials [3]
and proves to be promising and feasible.

Experimental methods

The X-ray diffraction (XRD) was performed
using a D2 Phaser (Bruker) X-ray diffractometer with
Cu Ko radiation (A=1.5418 A). The measurements
were carried out on powder samples in the 5° to 70°
20 (30kV, 10 mA, step 0.05 °/sec). The crystalline
phases were identified using the International Centre
for Diffraction Data (ICDD) database. PowderCell
2.4 software [19] was applied to determining the
unit cell parameters on the basis of experimental
X-ray data.

The microstructure of the glass ceramic materials
was investigated by SEM. Microscope JEOL JSM
5510 is used. The samples were coated with gold in
an auto fine coater JEOL JFC-12200.

RESULTS AND DISCUSSION

XRD data is given in Fig. 2. Three main crystal
phases in varying proportions were present in
the samples: melilite, anorthite and pyroxene.
Experimental XRD data were compared with

= - Melilite
A - Anorthite
+ - Pyroxene

2000

HIGIHIDILY, a.u.

20, degree

Fig. 2. XRD patterns of glass-ceramics
samples
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Table 3. Phase composition of glass-ceramics — crystalline phases identified in glass-ceramics

Sample Ne 1 2 3 4 5 6 7
Crystalline phases
Melilite, vol.% 32 33 20 26 60 66 25
Anorthite, vol.% 51 55 40 23 25 34 33
Pyroxene, vol.% 17 12 40 51 15 - 42

Powder diffraction file cards Ne 35-0755, 41-1486
and 31-0249. The phase compositions of the glass-
ceramic samples determined through the XRD
analysis are presented in Table 3. The quantitative
phase analysis of the samples was performed with
the PowderCell 2.4 software. The amorphous mass
(glass) quantity was not taken into consideration.
No amorphous hallo is visible in Fig. 2. but SEM
analysis clearly indicates the presence of glass.

XRD data show maximum intensity of the dif-
fraction peak (211) of melilite in all X-ray diffrac-
tion patterns. However, melilite was the predomi-
nant crystal phase only in samples 5 and 6. These
were the compositions with the highest CaO con-
tent (e.g. highest blast furnace slag content), and it
is logical that the compositions that are the closest
to the gehlenite stoichiometry show the highest me-
lilite content.

The phase content of samples 1 and 2 was nearly
identical, with anorthite accounting for slightly more
than 50% of the crystalline phases. These were the
compositions containing the smallest quantity of
blast-furnace slag and the largest quantity of kaolin,

60 - [ = glass-ceramics ]

55 - 2m

50 - m
45 -
40 H 3m

35+

Quantity of anorthite, %

30 +

254 bm

4m

V4+——T T 7T T T T T T T T
6 8 10 12 14 16 18 20 22 24 26

Amount of kaoline in the batches, %

i.e., relatively less CaO and more SiO,. Composition
2, in which the largest amount of anorthite was
observed, corresponds to the minimum content of
CaO and the maximum content of SiO,.

Compositions 3, 4 and 7 are characterized by a
more significant participation of pyroxene in the
phase content: 40-50% of the crystalline phases.
Their chemical composition differs by the rela-
tively high content of Al,O, composition 4 having
the highest Al,O, content and the highest pyroxene
content. Judging by the intensity of the diffraction
peaks of the crystalline phases when compared with
other samples, composition 7 exhibited the lowest
degree of crystallization and the lowest content of
the melilite phase.

The observed dependencies are presented graph-
ically in Fig. 3 and 4. Fig. 3 shows the dependencies
of phase composition of the glass-ceramics on the
amount of additives while Fig. 4 illustrates the effect
of chemical composition. The calcium, silicon and
aluminum contents in parent glasses are presented
in oxide form. Note that the dependence between
the content of anorthite and SiO, (Fig. 4a) is more

| = glass-ceramics ]|

604 p)
50 | 4m
40 -

30 +

20 4
1m

2m

Quantity of pyroxene, %

om

0 2 4 6 8
Amount of AI203 added in the batches, %

Fig. 3. Dependence of phase composition of the glass-ceramics on the amount of additives

296



L K. Mihailova et al.: The effect of the composition on the crystallization behavior of sintered glass-ceramics ...

| = glass-ceramics|

1.2 2m

1m
1.0

0.8

0.6

Ratio An:(Mel +Py)

6%
0.4

5%

0.2 T T T T T T 1
32 33 34 35 36 37 38 39

Content of SiO, in parent glass, % ___

| m  glass-ceramics

N
o
P
O
~

om

N
[ec]
1

-
(2]
1

S5m

Ratio Mel:(An+Py)
o o = = =
[} oo o N e
| I 1 1 1

o
IS
1

(=}
N
1

N
oo
N
©
w
o
w
=
w
N
w
w

Content of CaO in parent glass, %___

clearly expressed than the dependency between me-
lilite and CaO content (Fig. 4c). The replacement
of SiO, with AL, O, leads to an increase of pyroxene
for compositions with the same content of CaO: 1, 7
and 4, 6 and 5, 2 and 3 (Fig. 4b).

It is known that the three crystalline phases
identified in glass-ceramics can form solid solu-
tions. Melilites, usually regarded as solid solutions
between gehlenite (Ca,AlSiO,) and akermanite
(Ca,MgSi,0,), may include a number of isomorphic
impurities: Ba, Na, Mn, Fe and others. This has an
impact on the unit cell parameters of the formed me-
lilite phases (Table 4). The unit cell parameters of
the melilite phase are closer to those of gehlenite in
compositions 3 and 4, i.e., closer to those in compo-
sitions with a high Al,O, content. The unit cell pa-

[ = glass-ceramics

b) 4m
1.0
7m
= 3m
<
+
©
g 0.5 1
=
o
RS
K
1=
5'2.
00- ©6m
T T T T T T 1

Content of ALO, in parent glass, %___

Fig. 4. Dependence of phase composition of the glass-
ceramics on the content of SiO,, AlL,O, and CaO in
parent glass

rameters in compositions 1 and 6 that have a lower
ALO; content deviate from those of gehlenite and
tend to approximate the akermanite unit cell param-
eters. The unit cell parameters of the anorthite phase
in compositions 1, 2 and 3, which have the highest
anorthite content, correspond most closely to litera-
ture data [20]. Pyroxenes also tend to have isomor-
phic substitutions; however, the unit cell parameters
of the formed pyroxene phases in the glass-ceramic
samples did not differ significantly. It cannot be
therefore expected that the phase compositions of
pyroxene in the samples differ.

Common micro-structural features were ob-
served in slag glass-ceramics Ne 1, 2, 3, 4, 5 and 6,
which are represented in Fig. 5. A common struc-
tural feature of the samples was the presence of an
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Table 4. Cell parameters of crystalline phases in glass-ceramics

Sample

N 1 2 3 4 5 6 7
Cell parameters of melilite, A

a 7.748 7.759 7.696 7.702 7.728 7.752 7.701

c 5.042 5.046 5.065 5.047 5.038 5.037 5.074
Cell parameters of anorthite, A

a 8.182 8.178 8.185 8.212 8.109 8.128 8.199

b 12.885 12.895 12.879 12.956 12.953 12.959 12.911

c 14.147 14.155 14.165 14.238 14.236 14.211 14.188

a 93.315 93.527 93.328 94.300 93.601 93.434 93.215

B 115.577 115.606 115.586 115.641 115.545 115.649 115.710

y 90.985 90.866 90.983 90.881 92.027 92.120 91.097
Cell parameters of pyroxene, A

a 9.676 9.709 9.709 9.709 9.509 - 9.709

b 8.752 8.752 8.752 8.752 8.752 - 8.752

c 5.368 5.350 5.335 5.335 5.354 - 5.351

B 105.060 106.517 106.299 106.299 105.060 - 106.263

amorphous phase densely enveloping the crystals.
The obtained glass-ceramic materials had a finely
dispersed crystalline structure showing microcrys-
tals of ~3—4 um. Idiomorphic crystals with a charac-
teristic morphology that corresponds respectively to
anorthite, melilite and pyroxene were identified in
large rounded pores measuring up to 10-20 pm. The
diversity in size and morphology of the crystalline
phases illustrates the complex phase composition
of the samples. The typical orientation of melilite
and anorthite crystal slabs was perpendicular (trans-
verse) to the boundary surface of pores. SEM ob-
servations confirmed the view that the inter-phase
surface is a factor favorable for crystallization. The
observed intensive crystallization in the above men-
tioned pores, where even amorphous mass linkage
was missing, proves this. In addition to the larger,
rounded pores, smaller pores of irregular shape were
observed. There was a good sintering of the input
powders. Different-sized pores were closed and did
not lead to increase in the water absorption of sam-
ples, which was in the range 0.01-0.05%. Usually
the dense microstructure without any pores is con-
sidered to be characteristic of glass-ceramics. On
the other hand, the presence of pores is not without
a precedent and has an explanation. For example,
two types of closed porosity are well distinguished
in diopside glass-ceramics [21, 22]: intergranular
residual pores have an irregular shape and are char-
acterized by a smooth surface, while intragranular
induced crystallization pores have a semi-spherical
shape and an indented polycrystalline surface. It is
shown by Karamanov and Pelino [21, 22] that, due
to the volume variation related to crystallization,
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spherical intragranular pores are formed in sintered
glass-ceramics. The amount of the induced porosity
is a function of the crystallization. In spite of the
increase in porosity, the mechanical properties are
improved with the rise in crystallinity. The pores
observed in our study (Fig. 5) were typical intra-
granular induced crystallization pores.

Previous experiments have shown [14-16] that
the thermal treatment of similar in composition
monolithic slag glasses does not incur bulk crystal-
lization. On the other hand, when thermally treated,
pressed powders transform into strong and relative-
ly dense materials with several crystalline phases.
Therefore, in ceramic technology (sintering of glass
powders) the process of crystallization proceeds
much more intensively. The interphase surface
stimulates the crystallization, which starts from the
surface of the glass particles. Larger pores, in which
the highest degree of crystallization was observed,
also support the idea of the role of the surface. We
consider that probably these pores were formed as a
consequence of the glass crystallization The crystals
formed in the amorphous matrix had a higher den-
sity than the density of the amorphous mass, which
led to shrinking of the sample and the formation of
induced porosity.

CONCLUSIONS

Glass-ceramics with good properties have been
successfully synthesized from blast furnace slag
(between 68 and 80%,,,..), kaolin, ALLO, and TiO,
additives via sinter-crystallization technology. The
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Fig. 5. SEM images of glass-ceramics samples: a) —2; b) —3;c)andd) —4;¢e)—5;f) — 6

final crystalline phases of glass-ceramics were
melilite, anorthite and pyroxene. The batch com-
positions affected the phase composition of glass-
ceramics. Glass-ceramic materials with a main
phase in the form of melilite were obtained from
the compositions with higher slag content (~ 80%).

Kaolin additive led to an increase of anorthite and
the increase of Al,O, content facilitated the crys-
tallization of pyroxene. Therefore the use of addi-
tives could be applied to control phase composition.
However, it is more important that glass-ceramic
materials with a similar microstructure and promis-
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ing properties were obtained within the scope delin-
eated by the seven batches. Therefore, the unavoid-
able variations in the chemical composition of the
used slag could change the phase composition of
the obtained glass-ceramics, without having any
significant impact on its structural characteristics
and properties.
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BJIMAHUE HA CbCTABA BbPXY KPUCTAJIM3ALIATA HA CUTAJIN
HA OCHOBATA HA JOMEHHA IIIJIAKA

. K. Muxaiinosal*, I1. P. [hxam6asku', JI. Mexanmkues?

! Xumuro-mexunonocuyen u memanypauien ynusepcumem, o6yi. ,, Kn. Oxpuocku“ Ne 8, Copusi 1756, Bwvreapust
2 Hnemumym no kamanusa, Bveaeapceka akademus na naykume, o6yia. ,,Akao. I'. Bonues ™, 6. 11,
Cogus 1113, Bvreapus

[octpnuna Ha 26 snyapu, 2011 r.; mpueta Ha 6 anpwui, 2011 r.
(Pesrome)

ITpom3BOACTBOTO HA CHTANIN € CINTAHO KAaTO MHOTO e()eKTHBEH METO] 3a PEIUKIMpPAaHEe M M3IIOI3BaHE HA Pas-
JMYHA THIIOBE TPOMHIIICHN OTMAAbI. LlenTta Ha HacTosmaTa paboTa € Aa M3cIeABa Mporeca Ha KPHCTATH3aIs
Ha CHTAJIH, TIOTy9IeHH M0 KepaMIYHA TEXHOJIOTHUS Upe3 CIIMYaHe Ha CTHKICHH Ipaxose. [IbpBOHAYANHO ca HOMydeHH
U3XOJIHHU CTBKJIA OT IIUXTH, CbCTABEHU OT JoMeHHa nutaka (68-80%,,, ), kaonuH, Al,O, u TiO,. Cutanute ca noiuy-
YeHH Ype3 eTHO-CThIIanHa TepMoodpadoTka mpu 1000 °C Ha mpecoBaHHUTE CTHKICHH MpaxoBe. Kpucranmsanusara e
M3clIe/[BaHa C PEHTTeHO-(a30B aHANN3 U CKaHUPAIla eNeKTPOHHA MUKpockonus. KpucTtananTe ¢asu ca onpenencHu
KaTO MEJMIIUT, TTMPOKCEH M aHOPTUT. CHOTHOIICHHETO MEXTy KPHCTATHNTE (a3h 3aBUCH OT XUMHIHHUS ChCTaB Ha
M3XOIHNTE CTHKIIA. Y CTAHOBEHHUTE PA3INUHA B TapaMETPUTE Ha eJIeMEHTapHaTa KIIeTKa Ca BbB BPB3Ka ¢ H30MOPGHHH
3aMECTBAaHMS B KPHUCTATHUTE (a3d M PECIIEKTUBHO NMPOMEHIMBHUA UM ChCTaB. MUKPOCTPYKTypaTa Ha CUTAIIHTE € B
ChITIAcHE C TIOBBPXHOCTEH MEXaHU3bM HA 3apOANIIO00pasyBaHe. 3aCHICHaTa CKIOHHOCT KbM 3apOHIIO00pasyBaHe
Ha (QUHUTE CTHKICHN ITPaxoBe BOJH JI0 TTOTyYaBaHE Ha CHTAJH C JOOpU MEXaHUIHU CBOICTBA.
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The tribochemical activation of natural phosphate-clinoptilolite mixtures facilitates the transitions of hardly
assimilated by plants P,O, forms into readily assimilated ones. Thus this approach is a solution of ecological and stuff
problems, aiming to increase the transition of P,O; into assimilated by plants form. Mixtures of Tunisian phosphorite
and NH,-exchanged clinoptilolite from Beli plast deposit (Bulgaria) (in different ratio) were activated in a planetary

mill.

Structural changes in the mixtures during activation result in increasing of P,O, solubility These changes were
studied by XRD and IR spectroscopy. The obtained results show ion-exchange reactions between natural apatite and
NH,-clinoptilolite and deformation or rapture of Si-O-Si and Si-O-Al bonds in the clinoptilolite structure on one hand,
and defectiveness and isomorphism in the apatite structure on the other.

Key words: Apatite, NH,-clinoptiolite, tribochemical activation, XRD, IR spectroscopy.

INTRODUCTION

Production of phosphorus fertilizers from
natural apatite through conventional acid-treatment
technologies leads to environmental problems, such
as contamination with solid and gaseous waste.
This is the reason to look for new non-conventional
methods for obtaining of useful products from low-
quality row materials [1]. The assimilation degree of
phosphorus fertilizers by plants is determined by the
solubility of their main useful component — P,O;.

Natural zeolites improve the soil texture and
increase the soil fertility due to their high ion-ex-
change capacity. Because of the alkali reaction of
suspended zeolite they improve acidic soil and ad-
sorb selectively heavy metals and radioactive iso-
topes. These factors determine the use of zeolite in
a system with natural phosphates [2]. A controlled
and renewable release fertilization system has been
proposed, that employs NH, exchanged clinoptilo-
lite to aid in dissolution of apatite and thereby in
release of soluble N, P, and exchangeable Ca for
uptake by plants [3].

The tribochemical activation (TCA) of natural
phosphate-clinoptilolite mixtures is an alternative

* To whom all correspondence should be sent:
E-mail: nadiaS@mail.bg

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria

solution of ecological and stuff problems, aiming
to increase the transition of P,O; into assimilated
by plants form (P,0.,*). The applicability of TCA
on phosphate and clinoptilolite minerals, their
reactivity and interaction [4—6], thermal behaviour
and solid phase reactions [7] have been studied.

The application of infrared spectroscopy and
X-ray diffraction analysis allows the study of
structural and phase transformations in the sys-
tem apatite (Ap) — NH,-exchanged clinoptilolite
(NH,-Cpt), with a focus on the changes that occur
during TCA.

The aim of this study is to clarify how the struc-
tural changes during TCA and ion-exchange reac-
tions in the system Ap—NH,-Cpt affect the solubil-
ity of P,O..

EXPERIMENTAL

Natural Cpt from Beli Plast deposit, Bulgaria
and natural Ap from a Tunisian deposit were used
in this work [6, 7, 8].

The clinoptilolite tuff contains about 80% clinop-
tilolite and impurities of montmorilonite, biotite, se-
ladonite, low-crystobalite, quartz and feldspars. The
chemical composition of isolated clinoptilolite (wt. %)
is: Si0, — 66.15; ALO, — 11.31; Fe,O, — 0.67; MgO
—0.46; CaO —4.20; Na,O — 0.34; K,0 —3.13; H,0 —
13.92. The tuff sample was treated with 1M solution of
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NH,NO, by shaking for three days at 60 °C changing
the solution every day and finally washed and dried at
room temperature The total cation exchange capacity
with respect to Al content is 2.2 meq/g as the degree
of ion exchange with NH," is higher than 98%. An
evidence for NH," presence in the Cpt is the vibration
doublet at 1446 and 1404 cm! [7].

The natural Ap consists mainly of francolite
(about 94%) and impurities of calcite, dolomite,
feldspar, and quartz. The chemical composition of
the Ap (wt. %) is: total P,O; —29.00; R,0, — 1.07;
SO, —3.58, CaO —48.40; MgO - 0.47; SiO, — 1.88;
Na,O - 1.38; K,0-0.07; F —2.74; CI - 0.056; CO,
— 6.48. The initial Ap contains structural associated
water and CO; ions, substituting PO;~ group (CO;~
— B-type Ap). These data determine the used in this
work sample as hydroxy-CO,-F-Ap [7].

Initial samples and three mixtures with different
mass ratio of Ap to NH,-Cpt, namely 80:20, 50:50
and 20:80 were treated by tribochemical activa-
tion. The TCA was carried out in a planetary mill
(Pulverisette—5, Fritsch Co, Germany) with agate
milling bodies during 240 min and rotating speed
of 280 min'. Obtained samples were blended in 2%
citric-acid solution since the variation of phosphate
solubility was estimated by the phosphorus content
in the solution. A standardized method for deter-
mination of P,0.* was used following Bulgarian
National Standard 14131-88.

The X-ray diffraction (XRD) measurements of
the samples were performed on D2 Phaser Bruker
AXS, using a Ni-filtered Cu-K, radiation (A =
0.15418 nm). A step-scan technique was applied
with a step size of 0.05° 26 and 3 s per step in the
range 8—70° 26. Phase identification was performed
using the index file PDF (Powder Diffraction File,
ICDD, 2001).

100 +
90

80

N
5" 704
o
&N 60
O: 50 4
o 40 - —h— NH,-Cpt and Ap, Non-activated
—o— NH,-Cpt and Ap, Activated
30 4
20 T T T T T
0 20 40 60 80

Clinoptiolite, %

Fig. 1. P,0,/P,0,"" relations vs. clinoptilolite content
in the mixtures
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The Fourier transform infrared (FTIR) spectra
were taken on a Bruker Tensor 37 spectrometer,
using KBr pellet technique. A resolution of 2 cm™!
was used collecting 120 scans for each sample.

RESULTS AND DISCUSSION

Chemical results

Dependences of P,0.%/P,0,** on NH,-clinopti-
lolite content in the mixture are presented on Fig. 1.
The presented results show high degree of transition of
P,0O; into assimilated by plants form [7].

TCA improves the apatite reaction ability and
solubility when the phosphate part dominates in the
mixture.

The effect of ion-exchange reaction is manifested
significantly when NH,-Cpt dominates in the non-
activated system:

Soil solution

Ap+NH,-Cpt <«  Ca-Cpt+ (NH;) + (H,PO,)

solution solution

The combination of dissolution and ion-exchange
reaction is more advantageous than applying each
of the methods separately because both reactions
drive each other [2, 3].

Chemical analyses give ground to suggest that
some structural changes have occurred during the
TCA in both components. The latter needs further
evidences, provided by other structural methods.

XRD data

XRD data of Ap and NH,-Cpt: initial samples (a)
and activated (b) are presented on Fig. 2 while that
of their mixtures on Fig. 3. The identified phases
by XRD obtained during TCA are summarized in
Table 1.

In the case of TCA, a tendency of amorphization
for both samples and their mixtures is observed.
Besides the expected decrease in intensity and
widening of the peaks, peak splitting and appearance
of new peaks are also recorded when Ap dominates
in the mixture (Figs. 2 and 3a). Both reducing
the intensity and peak widening are explained by
crystallite size decrease. It has been shown [10, 11,
12], that under similar conditions of TCA of apatite
samples, nano-sized particles of around 10-20 nm
have been obtained. The result of the treatment
is decreasing of the apatite structure stability and
formation of nano-sized metastable phase with
high chemical reactivity (Table 1). The appearance
of new peaks in the main patterns of apatite (d =
2.79 A) suggests the formation of new phase or the
appearance of defects and isomorphic substitution.
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NH,-Cpt
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C-CaCo,
S-Si0,
C
Ap T T T T T T T T
20 80 70 60 50 40 30 20 10 0
20°
T T T T T T T
70 60 50 40 30 20 10 0
o
20
a) b)
Fig 2. XRD data of initial (a) and tribo-activated (b) Ap and NH,-Cpt
AP Ap-Ca,PO,)F  N-NH,Cpt Ap  Ap-Ca,(PO,).F Ap-Ca(PO,).F N
P-CaH,P,0, c-Caco, ©-CaCo, c-CaCo,
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Fig. 3. XRD data of mixtures with Ap:NH,-Cpt ratio 80:20 (a); 50:50 (b); 20:80 (c)

The established phase composition suggests apatite-fluorine (C-OH-F-Ap). Their solid phase
that the new peaks in Fig. 2b (small picture) should synthesis is associated with partial substitution of
probably be attributed to the mixed type apatite: phosphate group by carbonate and fluorine ion by
carbonate-apatite (C-Ap) and hydroxyl-carbonate  hydroxyl and/or carbonate. This substitution seems
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Table 1. XRD data of Ap and NH,-Cpt and their mixtures

Sample Identified phases
Nonactivated Ap CasF(POy);, CaCO;
Ap. TCA CasF(POy)s, CaCO;, Cayo(PO;)(OH)F [9],

Ap+NH,-Cpt, 80:20, TCA

Ap+NH4-Cpt, 50:50, TCA
Ap+NH4-Cpt, 20:80, TCA
Nonactivated NH,;-Cpt
NH,-Cpt, TCA

Ca y(PO4)6CO;, CaH,P,0,

CasF(POy);, CaCO;, Ca o(PO4)s(OH)F [9],
Ca o(PO4)sCO;, CaH,P,07, NH4-Cpt,

CasF(POy);, CaCO;, NH,-Cpt, CaH,P,0,
CasF(POy);, CaCO;, NH,4-Cpt, SiO,
NH,-Cpt, SiO,

NH,4-Cpt, SiO,

to be facilitated by local temperature increase, due
to both impact and friction effects. The resulting
isomorphic phase is probably non-stoichiometric.

IR spectra

IR spectra of TCA samples with different
mixing ratio are presented on Fig. 4, while their
band positions and types of fundamental vibrational
modes are listed in Table 2.

In the case of NH -Cpt domination (Figs. 4 and
5a) a new vibration band at 900 cm™ appears (v,
asymmetric stretching mode T-O-T, T=Si, Al).
This band misses in nonactivated samples, while in
activated samples it is related to the processes of
deformation and rupture of intertetrahedral bonds
— Si-O-Si or Si-O-Al [5, 13]. According to the
theory of tribochemical activation, as a result of
deformation and rupture of individual bonds in Si-
O-Al groups, active centres are formed in the zeolite
structure, which then interact with the phosphate.

In the case of Ap domination (Figs. 4 and 5b
and c): Spectra of Fig. 5b focus on changes in
the positions of the carbonate ion in the activated
samples. Under the influence of TCA, changes of
absorption bands of carbonate group incorporated
in the apatite structure occur (v, = 1400-1470 cm™).
In studied samples an irregular widening of the left
slope of the band are recorded, due to the appearance
of a low-intensity band at about 1503 cm™. A
peak fitting procedure via Gaussian function was
applied to determine this position. (Fig. 5b small
picture). The presence of this bend is probably due
to the incorporation of carbonate ions in the apatite
structure during tribochemical activation, which is
an evidence for the formation of Ca,,(PO,),CO, and
Ca,,(PO,);CO,(OH)F (Table 1).

Given the results of both XRD analysis and IR
spectroscopy a conversion of inactive phosphate
— Cay(PO,),F, type B into Ca,,(PO,);CO,(OH)F
and Ca,,(PO,),CO, is assumed, as the carbonate

304

3
~
)
«

8
ol G
S 8y
R3]

OH (v,) Str. ass. water
in F-OH-F
CO,” (v,) A2-type Ap

@
3
1=}

T T T T T T T T T T T T T T T T
4500 4000 3500 3000 2500 2000 1500 1000 500

0

-1

v, CMm

Fig. 4. IR spectra of TCA samples: a) Ap; b) 80:20
¢) 50:50; d) 20:80 and e) NH,-Cpt

>



N. Petrova, V. Petkova: Structural changes in the system natural apatite — NH4 clinoptilolite during triboactivation

Table 2. IR data of Ap and NH,-Cpt and their mixtures in mode of TCA

.. 1
Band position, cm

No Vibrational Mode
Ap 20:80 50:50 80:20 NH,-Cpt
Symmetric O-P-O (v,) bending mode in C-F-Ap
Symmetric T-O-T (T=Si, Al) (v,) bending mode
I 470 468 468 468 464 in NH4-Cpt and Symmetric (v;) stretching mode
Me-O (Me= Si, Al)
Asymmetric O-P-O (v,) bending mode in B-type
) 572 574 574 578 - C-F-Ap
’ 605 605 605 607 605 Asymmetric O-T-O (T=Si, Al) (v4) bending
mode in NH4-Cpt
B B B Asymmetric O-C-O (v,) bending mode of COo>
3 721 Y in B-type C-F-Ap
4 732 730 730 Symmetric (v;) stretching mode O-T-O (T= Si,
’ 790 792 792 792 Al) in NH4-Cpt [20]
B B Symmetric O-C-O (v;,) bending mode in CaCO;
> 869 869 873 and B-type CO;> in C-F-Ap
B B B Asymmetric T-O-T (T=Si, Al) (v;) stretching
6. 904 900 mode in NH4-Cpt [5]
1049 1049 1053 1066 1064
7 1099 - - - Asymmetric P-O-P (v3) stretching mode of
: - - - - 1137 PO,* in C-F-Ap
1180 1199 1197 1209 1203
3 - - - 1406 1404 Asymmetric N-H (v4) bending mode of NH," in
’ NH,-Cpt
1429 1429 1431 1433 Asymmetric C-O (v3) stretching mode of CO5*~
% - - - - 14501 Bitype CFAp and CaCO
1467 1465 1463 1461 - ~pe P 3
B B Asymmetric C-O (v3) stretching mode A2-type
10. 1498 1502 1502 COy in C-OH-F-Ap [1, 15]
1 1650 1645 1647 1643 1649 Symmetric OH (v,) bending mode in zeolitic
' 1764 - - - - water
- . e
12, B B 3012 3018 3010 Symmetric N-H (v;) stretching mode of NH," in
NH4-Cpt
13. B B B 3116 3107 Asymmetrlc N-H (v;) stretching mode of NHy4
in NH4-Cpt
14 3200- 3230- 3240— 3220- 3230- Symmetric OH™ (v;) stretching mode in zeolitic
’ 3430 3485 3440 3440 3430 water
15 3560 B B B B Symmetric OH™ (v;) stretching mode in
' structure associate water [21]
16. B 3614 3612 3610 3608 Symmetric (v;) stretching mode of OH™ directly

bonded to Si [22]

ion occupies A (A2) type position [14—17]. Such
carbonate ion substitutions in the apatite structure
result in samples with violated stoichiometry
(Ca/P > 1.667). This carbonate-containing, non-
stoichiometric apatite is thermally less stable and
exhibits higher citrate and citric solubility [7, 18].
Similar changes occur in the positions of the hy-
droxyl ion as a result of TCA (Fig. 5c). Both de-
crease of band intensity and appearance of new low
intensity bands in the range 3535-3540 cm!, indi-
cating increased amount of OH~ in fluorine chains

(F-OH-F) have been observed.(Fig. 5¢ small pic-
ture). This leads to a band shift [19] towards the
higher frequency, illustrated by the spectra on
Figs. 4-5c. Observed effects are in correlation
with the concept of formation of nano-sized phase
with low degree of crystallinity and increased solu-
bility of the activated samples in 2% citric acid.
The XRD and IR spectroscopy data in this work
are confirmed by results, concerning the thermal
behaviour of TCA Tunisian apatite and its mixture
with Cpt [7]. It has been considered that changes

305



N. Petrova, V. Petkova: Structural changes in the system natural apatite — NH4 clinoptilolite during triboactivation

T-O-T (v,) in Clinoptilolité

NH,-Cpt+Ap,

1400 1300 1200 1100 1000 900 800

a) v, cm’”
f 2-
096 CO,” (v,) A (A1+A2)-type Ap
S
5 0.92 NH_-Cpt+TA, 20:80,
© 4hTCA
§ oss N NH,-Cpt+TA, 20:80,
2 4hTCA
£ 084
[ 1503
0.80 1459 1419
o076 R’=0.996 \
"7 1600 1550 1500 1450 1400 350 NH,-Cpt+TA, 50:50,
Dy 4hTCA
1600 1550 1500 1450 1400 1350
b) v, cm”
oss OH (v))
e / Str. ass. water
L 0% N 4 in F-OH-F
% 0.94 /
E’ 0.92 g
L /
0901 0,999 3321
ZEIGD 3600 3400 3200 3000 . 2800 NH _Cpt+TA’ 20~80’
e ‘4hTCA
Ap, 4h TCA
T T T T
3800 3600 3400 3200 3000 2800
1
c) v, cm

306

Fig. 5. Structural changes observed in IR spectra of: a)
samples with NH,-Cpt domination; b) and c) samples
with Ap domination

in the temperature range 520-840 °C are related to
isomorphic substitutions in the apatite structure.

CONCLUSIONS

— The TCA leads to deformation and rupture of
Si-O-Si and Si-O-Al bonds and decreasing of ion-
exchange capacity in the clinoptilolite sample;

— The activation provokes amorphization and
structural defects in apatite structure, which leads to
increased reactivity, especially in the case of apatite
domination,;

— The results of the applied methods provide
the opportunity to explore the structural and phase
transformations, reactions of solid phase synthesis
and degradation in natural samples and their
mixtures, as well as to select the most appropriate
conditions for tribochemical treatment.
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CTPYKTYPHU [TIPOMEHU B CUCTEMATA ITPUPOJIEH AITATUT —
NH, KIIMHONTUJIOJIUT ITP1 TPUBOAKTUBALIMA

H. ITerpoBa*, B. IlerkoBa
Hucmumym no munepanoeusi u kpucmanozpagus, bvieapcka axademus na nayxume, Cousi, Bvacapus
[octenuna Ha 25 sHyapu, 2011 r.; npuera Ha 22 anpui, 2011 1.
(Pesrome)

TpuboakTUBaNKATA HA CMECH OT MPHUPOJIcH (hocdat v KITMHONTHIIONUT OJIATONPUATCTBA MPEMUHABAHETO HA TPY/I-
HO ycBosiemute oT pactenusra P,O, ¢popmu B necHoycosiemu. ToBa € elMH HETpaJUIMOHEH METO/]] 32 PelllaBaHe Ha
€KOJIOTMYHU U CypOBUHHU Ipobiemu. CMecu oT TyHucku dochoput u NH,-oOMmenena popma Ha KIMHONTHIOIUT OT
ObarapckoTo Haxouine benu [TnacT (B pa3muyHO OTHOIIICHKE) Ca AKTUBUPAHHU B IIaHEeTapHA MeTHHUIA. CTPYKTYPHUTE
IPOMEHH B CMECHUTE, B Pe3ylTaT Ha aKTUBaLUATa, pedieKTUpaT BbPXY MOBUIABaHE Ha pa3TBopuMocTTa Ha PO
Te3u mpomenu ca koHcTaTupanu ¢ nomoinTta Ha XRD meton u IR cnekrpockonus. [lonyueHuTe pe3ynrtaTtu moka3paT
NPOTHYAHETO Ha HOHOOOMEHHH PEaKIMK MEKIY MPUPOAHUA anaTuT U NH, KIMHONTHIONMT KakTo u AedopMaius
i npekbeBane Ha Si-O-Si u Si-O-Al Bpb3KH B KIIMHONTHIIONUTA, OT €{HA CTPaHa U U30MOP(PHU3BM B CTPYKTypaTa
Ha amaTuTa OT Jpyra CTpaHa.
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New phases of K, Eu-silicate in the family of compounds
with the orthorhombic pellyite-like unit cell

R. K. Rastsvetaecva*, S. M. Aksenov
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The structures of three phases of the synthesized europium potassium silicate were determined by X-ray diffrac-
tion. Two of these phases crystallize in a new structural type. The chemical formulas of the phases were determined.
The orthorhombic unit-cell parameters of all three phases are equal: @ = 14.852(1) A, b =15.902(1) A, ¢ = 7.243(1) A,
sp. gr. P2,2,2 (phase I) and sp. gr. Pbam (phases II and III). The structures were solved by direct methods and refined
from X-ray diffraction data collected from one crystal to R = 0.0271, 0.0479, and 0.0582 based on 4370, 3320, and
2498 reflections, respectively, with |F| > 36(F). The crystalchemical formulas of the phases (Z=4) are K,Eu**[Si,O,]. 2H,0,
K,Eu¥[Si,0,,(OH),]. 2H,0, and K,Eu**[Si,0,(OH)](OH),. 5.5H,0. The structure of phase I consists of silicon—
oxygen sheets [Si,O,;] analogous to those found in the isostructural compound K,Nd[Si,O,,] - 2H,0. In the structures
of phases II and III, the ribbons [Si,O,,] and [Si;O,,] run along the shortest ¢ axis and are linked together by Eu** oc-
tahedra and trigonal prisms to form three-dimensional layered and framework structures containing K atoms between

the sheets and in the channels.

Key words: europium potassium silicate, X-ray diffraction, crystal structure, crystal chemistry, endotaxy.

INTRODUCTION

Eu-containing potassium and sodium silicates
are of interest because of photoluminescence, ion-
exchange and some other properties of these micro-
porous compounds. The crystals were synthesized
at the Vinogradov Institute of Geochemistry and
Analytical Chemistry, Siberian Division, Russian
Academy of Sciences, by a research group headed
by V.L. Tauson. The hydrothermal synthesis of Eu-
containing phases was carried out from a mixture
of silicon, aluminum, and europium oxides under
a total pressure of 1000 atm and temperature 500
°C during 45 days in autoclaves [1]. The colorless
transparent crystals were synthesized as rhombic
prisms up to 1.5 mm in length. The chemical com-
position of the phases was determined on a JXA-
8200 electron probe X-ray microanalyzer and the
nonstoichiometrycal formula calculated for six Si
atoms is Eu, ¢, Al ;51K 6,0,

Here we report on study by X-ray diffraction of
Eu-containing phases. Two crystals were studied,
and three different phases having the pellyite unit
cell were found in each crystal. The simultaneous

* To whom all correspondence should be sent:
E-mail: rast@ns.crys.ras.ru
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presence of several phases in the same crystal has
not been structurally studied previously.

EXPERIMENTAL

The X-ray diffraction data collected from two
crystals within a full sphere of reciprocal space
onan Oxford Diffraction Xcaliburdiffractometer
equipped with a CCD detector are presented in
Table 1. Data sets contain averaged 4805 and
4477 1FT1>30(F) respectively. An analysis of the
systematic absences suggested sp. grs. Pbam
and P2 2,2. It should be noted that five weak
reflections 0k/ with k # 2n and A0/ with 4 # 2n
were inconsistent with sp.gr. Pbam.

It was found that the X-ray diffraction patterns
of both crystals of europium potassium silicate
are superimpositions of three individual phases.
Structural investigation of these phases was a chal-
lenging task taking into account that it was impos-
sible to separate the contributions of the three com-
ponents in overlapping reflections, which made it
difficult to localize oxygen atoms belonging to wa-
ter molecules and resulted in high R factors, par-
ticularly for the third phase. Inspection of reciprocal
diffraction space demonstrated that there were no
additional satellite reflections or diffuse streaks be-

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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Table 1. Crystallographic characteristics and X-ray data-collection statistics

Crystal samples 1 2

a, A 14.852(1) 14.858(1)

b, A 15.902(1) 15.890(1)

c, A 7.243(1) 7.245(1)

v, A’ 1710.60(3) 1710.49(3)

Diffractometer Xcalibur Oxford Diffraction, CCD detector

Radiation, A, A MoK,; 0.71073

Scan mod ®

Omax, deg 55.01 54.95

h, k I ranges —34<h<29, -35<k<31, —29<h<32, -34<k<34,
—l6<i<16 —16<I<16

Crystal dimensions, mm 0.20%0.25%0.27 0.25%0.25x%0.5

Number of measured / 15038 IFI>30(F) / 14371 IFI>30(F) /

independent reflections 4805 IFT>30(F) 4477 IF1>30(F)

R 0.016 0.020

Computational program AREN [2,3]

Program for absorption correction DIFABS [4]

tween main reflections which were the evidence of
the zonal structure of crystals or modulation nature
of cation distribution.

The translation lattices of all phases are de-
scribed by an orthorhombic unit cell parameters a
=14.852(1) A, b =15.902(1) A, c = 7.243(1) A, sp.
gr. P2,2 2 (phase I) and sp. gr. Pbam (phases II and
III). The most reflections (~95%) took part in the
indexing in the frame of these cell parameters. The
strongest reflections corresponding to fragments of
the sublattice formed by europium, potassium, and
part of the silicon atoms are common to the three
structures. Independent reflections are individual
and were included in the least-squares refinement of
each component, whereas the remaining reflections
were rejected based on the residual. The maximum
number of reflections (~90%) belongs to phase I,
and the minimum number of reflections (~50%) be-
longs to phase III. For phase II, ~70% of the total

number of reflections was used. In crystal 2 the ratio
of the phases is the same, whereas the intensities
of reflections belonging to phases I and III are re-
distributed in accordance with their volumes. Thus,
the volume of phase III in crystal 2 is larger. This
allowed us to obtain the structural model of phase
III by direct methods, whereas the model of phase
II was found by direct methods only with the use of
the experimental data collected from crystal 1.

The crystal structures of all three phases were
found by direct methods with following the auto-
matic successive approximation procedure [2, 3].
Some water molecules were found from the dif-
ference electron density map. All three structures
refined with the use of the same X-ray diffraction
data set collected from crystal 1 (Table 2). All
calculations were carried out with the use of the
AREN program package [2,3]. The absorption cor-
rection was applied using the DIFABS program [4].

Table 2. Some crystal-structural data for three phases (all structures were refined with the use of the

X-ray diffraction data set collection from crystal 1)

Phases I 11 111

, _ K3Eu'[Sig01s]: K3Eu*[Sig0,3(OH),]- K3Eu**[8i405,5(OH)]

Chemical formula (Z=4) 2H,0 2H,0 (OH),'5.5H,0
Sp. gr., Z P2.2.2, 4 Pbam, 4 Pbam, 4

Number of independent

- eflections 4370 1F1>36(F) 3320 IFI>36(F) 2498 1FI>36(F)

Density pea, g/cm’ 2.771 2.911 2.654

R factor upon isotropic/ 7.06/2.71 7.86/4.79 12.73/5.82

anisotropic refinement
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Table 3. Atomic coordinates and equivalent isotropic displacement
parameters (B,,) for structure of phase I

Atom x y z B, A’
Eul 0 0 ~0.0034(1) 0.59(2)
Eu2 0 0.5 0.0000(1) 0.77(1)
Kl 0.0890(1) 0.4295(1) 0.490(1) 3.61(4)
K2 0.3422(1) 0.3445(1) 0.504(1) 4.16(3)
K3 0.1162(1) 0.2132(1) 1.027(1) 4.92(4)
Sil 0.2001(1) 0.0380(1) 0.7199(1) 0.68(5)
Si2 0.3665(1) 0.1452(1) 0.2861(1) 0.51(5)
Si3 0.3729(1) 0.2908(1) 0.002(1) 0.56(4)
Si4 0.3643(1) 0.1440(1) 0.7157(2) 0.88(5)
Si5 0.2182(1) 0.4093(1) —0.001(1) 0.78(4)
Si6 0.2001(1) 0.0374(1) 0.2829(2) 0.97(5)
01 0.2666(2) 0.3170(1) 0.002(2) 1.5(2)
02 0.4404(1) 0.3678(1) 0.001(2) 1.2(2)
03 0.4323(2) 0.0696(2) 0.243(1) 1.5(2)
04 0.1124(2) 0.3982(2) 0.002(2) 1.8(2)
05 0.0999(2) 0.0500(3) 0.221(1) 1.7(2)
06 0.3885(2) 0.2317(2) 0.177(1) 1.3(2)
07 0.3882(3) 0.2333(3) 0.814(1) 1.9(2)
08 0.2555(3) 0.4573(2) 0.180(1) 2.002)
09 0.2105(2) 0.0154(2) 0.505(2) 1.6(2)
010 0.0984(3) 0.0528(3) 0.781(1) 1.9(2)
011 0.2592(2) 0.1217(2) 0.759(1) 1.1(2)
012 0.3692(2) 0.1734(2) 0.502(1) 1.6(2)
013 0.2614(3) 0.1224(3) 0.238(1) 1.7(2)
014 0.4315(3) 0.0706(3) 0.757(1) 1.9(2)
015 0.2518(3) 0.4559(3) 0.812(1) 1.9(2)
(1) 0.014(1) 0.132(1) 0.496(3) 6.3(2)
m2) 0.164(1) 0.270(1) 0.417(2) 6.8(1)
Because of the lack of precise chemical data, the Phase I

atomic positions in the models were identified based
on the crystal-chemical criteria. The H,O molecules
and OH-groups were revealed by the bond-valence
method according to Brese [5]. Atomic coordinates
and equivalent isotropic displacement parameters
(B,,) for the structures are given in Tables 3-5.

The Eu atoms are in special positions 00 z and 0
0.5 z and have an octahedral or trigonal-prismatic
coordination with average bond lengths ranging
from 2.31 to 2.32 A (Table 6), which confirm
there trivalent state. As a result, we determined the
chemical and crystal-chemical formulas of the three
individual phases.

STRUCTURES DESCRIPTION

Figure 1 shows the silicon—oxygen groups, which
were found in the structures of the three phases and
pellyite. The full structures of the phases I-III and
pellyite are presented in Figs. 2-5.
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The structure of phase I was solved with the
use of the X-ray diffraction data, which were col-
lected from crystal 1 and merged in sp. gr. P2,2,2.
Atomic coordinates and equivalent isotropic dis-
placement parameters (B,,) for this structure are
given in Table 3. The Eu atoms are in special posi-
tions 00 z and 0 0.5 z and have an octahedral coor-
dination with bond lengths ranging from 2.280(2)
to 2.340(4) A (Table 6). The Si atoms are in tet-
rahedral sites surrounded by O atoms with the fol-
lowing bond lengths: Sil-O = 1.589(5)-1.618(3) A;
Si2-O = 1.580(4)-1.620(4) A; Si3-O = 1.583(2)
—1.656(6) A; Si4—0 = 1.564(5)-1.631(3) A; Si5-O
= 1.581(3)-1.634(3) A; and Si6-O = 1.566(3)—
1.662(5) A. The tetrahedra are linked together to form
diortho groups, which are arranged perpendicular to
each other in a chess-board fashion and are linked
together by shared vertices to form corrugated sili-
con—oxygen sheets containing loops of three types
(eight-, six-, and four-membered) (Fig. 1a). The sili-
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A

b C d

Fig. 1. Silicon—oxygen sheet [Si,O,] in the structure of phase I (a); silicon—oxygen ribbon [Si O,] in the structure of
phase II (b); the ribbon [Si;O,,] in the structure of phase III (c) and [Si,O,,] in the structure of pellyite (d)

con sheets are linked together by the europium oc-
tahedra to form a mixed framework structure. The
latter contains channels running along the shortest
period (~7 A) which are occupied by potassium at-
oms and water molecules coordinated to potassium
(Fig. 2). A similar structural type has been found
previously in the compound K,Nd[SiO,;].2H,0O
[6, 7] with the symmetry described by the sp. gr.
Pbam in both publications. Although the structural
motif of the K,Nd-containing compound is iden-
tical to that of the Eu-containing compound, the
symmetry of the latter is reduced to P2,2,2 due to
the displacement of some atoms from the symme-
try plane m.

Fig. 2. Crystal structure of phase I

The chemical formula of phase I found
from the X-ray diffraction data is (for Z=4):
K,Eu*[Si,O] - 2H,0.

Phase Il

Atomic coordinates and equivalent isotropic
displacement parameters (B,) for phase II struc-
ture are given in Table 4. The principal composi-
tional and structural characteristics of phase II are
reflected in its crystal chemical formula (Z = 4)
Euw'K,[SiO,;(OH),]. 2H,0. The Eu atoms oc-
cupy special positions xy0 (x ~ 0, y ~ 0.25) and
are in an octahedral environment with the Eu—O
bond lengths ranging from 2.298(7) to 2.322(6) A
(Table 6). Four independent Si atoms are in tetrahe-
dral sites surrounded by O atoms with the following
Si-O bond lengths: Sil-O = 1.571(5)-1.77(1) A;
Si2—0 = 1.578(5)-1.632(2) A; Si3—O = 1.587(7)-
1.633(6) A, and Si4—O = 1.560(7)-1.76(1) A. The
Si tetrahedra are linked together to form diortho
groups, which form corrugated ribbons of a new
type running along the shortest ¢ axis. In spite of
the fact that the ribbons have a [Si,O,,] composi-
tion identical to that found in pellyite, these ribbons
are topologically different (Fig. 1b, 1d). The asym-
metric ribbons of phase II are cutouts of the above-
described layer. The ribbons are arranged parallel
to each other and are linked together by discrete Eu
octahedra to form mixed sheets perpendicular to the
longest period (~16 A). The K atoms and water mol-
ecules involved in the coordination environment of
K are located between the sheets and in channels
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Table 4. Atomic coordinates and equivalent isotropic displacement
parameters (B,,) for structure of phase II

Atom x y z B, A’
Eu 0.0006(1) 0.2510(1) 0 0.66(1)
K1 037114)  042433) 05 4.0203)
K2 0.3441(3) 0.0939(2) 0.5 3.523)
K3 0.1463(4) 0.1934(4) 0.5 6.12(3)
Sil 0.1346(1) 0.3947(1) 0.2854(2) 0.70(4)
Si2 0.2999(1) 0.2877(1) 0.2816(2) 0.84(4)
Si3 0.2817(1) 0.1593(1) 0 0.81(6)
Si4 0.1262(1) 0.0411(1) 0 0.45(6)
(0) 0.2330(4) 0.0672(3) 0 1.4(3)
02 0.289(1) 0.264(1) 0.5 1.5(3)
03 0.388(4) 0.1486(4) 0 1.82)
04 0.252(1) 0.2066(3) 0.185(1) 2.0(1)
05 0.248(1) 0.3731(3) 0.240(1) 2.42)
06 0.0688(4) 0.3201(3) 0.231(1) 1.7Q2)
07 0.0593(4) 0.1168(4) 0 132)
08 0.4006(3) 0.3022(4) 0.219(1) 1.8(2)
09 0.191(1) 0.405(1) 0.5 9.1(1)
OHI 0.379(1) 0.476(1) 0.198(2) 5.40(3)
OH2 0.1088(4) 0.4819(4) 0.179(1) 1.8(2)
w1 0.024(1) 0.104(1) 0.5 43(1)
mQ2) 0.484(2) 0.173(2) 0.5 6.5(1)

Fig. 3. Crystal structure of phase II

inside the ribbons (Fig. 3). The mixed sheets are
also linked by hydrogen bonds between OH groups
and water molecules to form a three-dimensional
structure.

Phase I11

Atomic coordinates and equivalent isotropic
displacement parameters (B,,) for the phase III
structure are given in Table 5. The principal com-
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positional and structural characteristics of the min-
eral are reflected in its crystal-chemical formula
(Z = 4): K,Ev*'[S1,0,(OH)](OH),. 5.5H,0. The
europium atoms in phase III, like those in phase
II, are in special positions xy0 (x ~ 0.25, y ~ 0)
with the Eu—O bond lengths ranging from 2.30(1)
to 2.32(1) A (Table 6). This phase differs from the
other two phases in that the Eu octahedron is trans-
formed into a trigonal prism. Two vertices of the
prism are occupied by OH-groups.The Si atoms are
in tetrahedral sites surrounded by O atoms with the
following Si—O bond lengths: Sil-O = 1.55(1)—
1.68(1) A; Si2—0 =1.569(8)-1.65(1) A; and Si3—O
= 1.523(3)-1.74(1) A. The tetrahedra are linked
together to form strongly corrugated silicon—oxy-
gen ribbons of a new type. It should be noted that
the ribbons in phase Il are exact cutouts of the
sheet, whereas the configuration of the ribbon in
phase III only partially corresponds to the sheet
and inherits the fragment of eight-membered rings.
The ribbon formed as a result of this transforma-
tion is unique (Fig. 1¢). The ribbons are parallel to
the short ¢ axis and are arranged in a chess-board
fashion along the diagonals of the (001) plane. The
Eu trigonal prisms are located between the silicon
ribbons and link the latter to form a mixed frame-
work structure whose channels are occupied by
two types of potassium polyhedra with eight and
nine vertices, respectively (Fig. 4).
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Table S. Atomic coordinates and equivalent isotropic displacement
parameters (B,,) for structure of phase I11

Atom x y z B, A’
Eu 0.2490(1)  —0.0002(1) 0 0.79(1)
K1 0.1321(1) 0.2880(1) 0 1.56(4)
K2 0.1663(2) 0.0676(2) 0.5 2.22(4)
K3 0.4051(2) 0.1563(2) 0.5 231(4)
Sil 0.3812(2) 0.2062(2) 0 1.17(7)
Si2 0.3842(1) 0.3553(1) 0.2853(3) 0.88(5)
Si3 0.0323(2) 0.0909(2) 0 1.00(1)
(0) 0.377(1) 0.325(1) 0.5 1.6(3)
02 0.139(1) 0.102(1) 0 1.9(3)
03 0.361(1) 0.267(1) 0.186(1) 1.9(2)
04 0.317(1) 0.430(1) 0.245(1) 1.7Q2)
05 0.488(1) 0.375(1) 0.230(1) 23(2)
06 0.5 0.5 0 4.8(3)
o7 0.314(1) 0.132(1) 0 1.7(3)
OHI1 0.485(1) 0.183(1) 0 1.6(3)
OH2 0.149(1) 0.450(1) 0.217(1) 1.9(28)
wl 0.099(1) 0.227(1) 0.5 2.83)
w2 0.019(1) 0.381(1) 0.259(2) 33(2)
w3 0 0.5 0.5 5.3(3)
w4 0.240(1) 0.206(1) 0.5 4.42)
DISCUSSION

Fig. 4. Crystal structure of phase III

The epitaxy, or the oriented growth of one crys-
tal on another, resulting in the coherent intergrowth
of two lattices is the most commonly observed proc-
ess. The topotaxy or syntaxy are also described as
intergrowths of phases but within the same crystal.
We studied by X-ray diffraction the topotaxy of
natural Ba,Mn-titanosilicate [8] because it was pos-
sible to separate the reflections belonging to each
of two mineral modifications with the axes of their
unit cells turned at an angle of 60°.

The phenomenon observed in this study can
be assigned to endotaxy, as the oriented growth
of one crystal inside another. Endotaxy appears
in crystals because all the three phases with equal
unit cell parameters, similar symmetry, chemically

Table 6. Selected bond lengths (A) in the structure of phases I, II, III

Phase-1 Phase-II Phase-III
Eul-02 2.280(2)x2 Eu2-03 2.310(4)x2 Eu-03 2.298(7) Eu-02 2.30(1)
Eul-O10 2.300(5)x2 Eu2-014 2.322(5)x2 Eu-06 2.302(6)x2 Eu-07 2.30(1)
Eul-0O5 2.340(4)x2 Eu2-04 2.324(5)x2 Eu-07 2.312(6) Eu-04 2.317(7)x2
Eu-08 2.322(6)x2 Eu-OH2 2.320(9)x2
average 2.307 average 2.319 average 2.310 average 2.312
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Table 7. Crystalstructural data for the family of compounds with the orthorhombic pellyitelike unit cell and

related Si,0-radicals

Formula Si,0-radicals Unit cell dimensions, A Space References
group
a=16.008(2)
K3Nd[Sl6015]{QH20 [Si6015]? 9 b=1 5004(2) Pbam
c=7.2794(7) [6.7.9]
a=14.370(2)
K3Nd[Si6015] [Si6015]?? b:15518(2) Bb21m
c=14.265(2)
a=16.2920(10)
CSzTh[Si6015] [Si6015]? 9 b:72154(6) Pca21 [10]
¢=13.6800(10)
K3Eu’[Si¢015]-2H,0 [SicOis]2 2 a=14.852(1), P2,2,2 [1, present
K:Eu™ [S1¢015(OH).]-2H;0 [SigOr: b=15.90(1), b stady]
K3Eu™'[S40 s(OH)J(OH),'5.5H,0 [SisOx1 ], c=1.28(1)
a=14.405(2)
Ba;CaCu[Sig07] [SigO17]» b=16.077(2) B2mb [11]
c=7.088(2)
. =15.677(4)
Pellyite : )
2+ rQs [815017]7 b:715(2) Cmcm [12]
BaZCaFe 2[816017] C=14209(6)

and structurally related and coherently oriented.
As it has been shown previously, these three
phases crystallize in sp. gr. Pbam and its lower
subgroup P2,2 2; they have identical europium
and potassium sublattices; and both silicon—oxygen
ribbons are cutouts of the same silicon—oxygen
sheet. The presence of these phases in the crystals
under study is, apparently, attributed to the specific
crystallization conditions. Thus, nonequilibrium
crystal growth for 45 days is accompanied by
the fractionation of chemical elements due to
the formation of additional compounds. The true
volumes of these phases are unknown. However,
it can be suggested that phase I containing the
silicon—oxygen sheet dominates over the other two
phases in both crystals; phase II containing [SiO,,]
ribbons dominates over phase III consisting of
[Si;O,,] ribbons in crystal 1; and, on the contrary,
phases I and III are the largest components in
crystal 2. The difference in the volumes of the three
phases is indirectly confirmed by the fact that these
phases are characterized by different intensities of
the corresponding reflections in the experimental
data collected from two crystals.

Eight synthetic compounds and natural mineral
with orthorhombic pellyite-like unit-cell are sum-
marized in Table 7. The base of their structures is
formed by cations with close ionic-radii: Ca (1.00
A), Eu* (0.95 A), Nd* (0.98 A), Th* (0.94 A).
Their special positions led to the parameters of or-
thorhombic unit-cells which vary in the range of
a=15.52-16.29 (av. 15.9) A, b=13.68-15.00 (av.
14.34) A, ¢=7.1-7.28 (av. 7.19) A. These variations
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Fig. 5. Crystal structure of pellyite. Fe tetrahedra are not
shown

are related to the presence of large cations K, Ba,
Cs and water molecules in the channels of the struc-
tures, as well as additional small cations Fe?" in pel-
lyite and Cu in its synthetic analog.

These representatives have different Si,O radicals
related to the [Si;O,,] sheet which was found in
four structures. Among other structures three have
[Si,O,,] ribbons (including two pellyitelike bands)
and one [Si;O,,] which are cutouts from the sheet
and two of them present unknown for to-day Si,O-
radicals. The bands [SiO,,] in the pellyitelike
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structures (Fig. 5) are also cutouts from the sheet
but in transverse direction.

CONCLUSIONS

To sum up, the structure solution and refinement
of three phases showed the presence of endotaxic
(or syntaxic) intergrowths in crystals of synthetic
europium potassium silicate having a orthorhombic
pellyite-like unit cell. The endotaxy, which was
found for the first time and characterized by X-ray
diffraction, is apparently not a rare phenomenon, but
its observation by X-ray diffraction methods presents
difficulties as well as high-resolution transmission
electron microscopy is inapplicable because of the
presence of hydrogen containing complexes of OH
and H,0 in the compounds under study.

The presence of three endotaxic phases with the
different ratios Eu:Si:O:H,0 = 1:6:15:2; 1 :6:17:2;
and 1:4:12.5:5.5 (phases I, I1, and III, respectively)
in the same single crystal under study explains why
attempts to determine the chemical formula of the
compound by electron probe microanalysis failed.
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HOBMHU (K-Eu) CWJIMKATHU ®A3U OT I'PYITIATA CbE/JMHEHUW A
C OPTOPOMBUMYHA EJIEMEHTAPHA KJIETKA,
ITOAOBHA HA IIEJIMMTOBATA

JI. K. PacuBeraesa*, C. M. AkceHOB

Hucmumym no kpucmanoepaghusa ,, [Llyonuxos “, Pycka akademus na HayKume,
Jlenuncku npocn. 59, Mocksa, 119333 Pycus

[octpnuna Ha 28 snyapu, 2011 r.; mpueta Ha 24 mapr, 2011 r.
(Pesrome)

Upe3 peHTreHoBa AUQpaKIusA ca ONMpeAeNeHH CTPyKTypuTe Ha Tpu cuHTeTHmyHH (asm Ha (K-Eu) cmmmkatm.
JlBe or Te3u (a3u KPUCTAIM3UPAT B HOB CTPYKTYpEH TuIl. M3unciieHn ca TEeXHUTE KPUCTAJOXUMHYHUA GOPMYJIH U
mapaMeTpHTE Ha eJeMEHTapHaTa M KJIeTKa, KOMTO ca eaHakBu: @ = 14.852(1) A, b =15.902(1) A, ¢ = 7.243(1) A,
np. rp. P2,2,2 (ba3a I) u np. rp. Pbam (da3u Il u I1I). CtpykTypuTe ca pemeHn ¢ AMPeKTHA METOAM C U3I0JI3BAHE HA
PEHTreHOBH AU(PAKIIMOHHN JaHHHU, TIOXYYeHH OT MOHOKpPHCTAI ¢ (hakTopH Ha moctoBepHOCT R = 0.0271, 0.0479,
0.0582, ra 6a3ara croTBeTHO Ha 4370, 3320 11 2498 pednekca (|F| > 36(F)). Kpuctanoxumuaaurte hopMyin Ha pa3uTe
(Z=4) ca K,Eu*[Si,O,]. 2H,0, K,Eu*[Si,0,,(OH),]. 2H,0, u K,Eu*'[Si,0, (OH)](OH),. 5.5H,0. CrpykrypaTa Ha
(ha3za I ce xapakTepusupa ¢ CHIMINEBO-KUCI0poaHU cinoese [SiO,;], aHaIoruuHu Ha Te3U B U30CTPYKTypHaTa (aza
K,Nd[Si,O,] - 2H,0. B crpyxrypure Ha dasu Il u Il nentute [Si,0,,] u [Si;0,,] cneasar kbcata oc ¢ U ca CBbP3aHU
nomexay cu ¢ Eu’-okTaenpu W TpUTOHATHU MPU3MH, HOPMHUPAHKH TPHU3MEPHH CIIOUCTH U CKEJICTHH CTPYKTYPH,
BKJIFOUBAIIM KJIMEBH aTOMH MEXJLy CIIOCBETE U B KaHAJIMTE.
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3-0x0-2-(4-hydroxybenzylidene)-butyric acid ethyl ester (compound I), was synthesized and its structure was
investigated by X-ray crystallography, IR, "H-NMR and mass-spectroscopic analyses. The title compound, C;;H,,0,,
crystallizes in the triclinic crystal system in the space group P1 with cell parameters: a = 8.7340(14) A, b=9.1602(13)
A,c=9.1640(30) A, o =114.964(15)°, =100.197(18)°, y=108.173(11)°, and V' = 589.5(3) A*(Z=2). The molecules
are hydrogen-bonded to chains, running parallel to [110]. Additional short contacts stabilize the three dimensional

packing in the structure.

Key words: 3-oxo0-2-(4-hydroxybenzylidene)-butyric acid ethyl ester, crystal structure.

INTRODUCTION

The investigations on the interaction between
1,3-dicarbonylic compounds (ethyl acetoacetate or
2,4-pentandione) and aldehydes or ketones began at
the end of XIX century and they are continuing until
now [1, 2]. It was accepted that one of the factors for
obtaining large diversity of condensation products
is the molar ratio of the reactants, the temperature
and the catalyst. Recently we started a systematical
investigation of the synthetic products of aromatic
aldehydes and ethyl acetoacetate in the presence
of piperidine as a catalyst. Here we present crystal
structure of 3-0x0-2-(4-hydroxybenzylidene)-bu-
tyric acid ethyl ester (I), C,;H,,0, — a side product
obtained in the studied system.

EXPERIMENTAL

Synthesis and characterization

The title compound (I) was obtained according
to the reaction scheme

Piperidine

cocH;

— >

HO‘QCHO + CH, ol. CH;COOH
COOC,H;

* To whom all correspondence should be sent:
E-mail: manolov@gmx.net
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Theused materials were 4-Hydroxybenzaldehyde
(3.66 g,0.03 mol), acetoacetic ester (6.5 g, 0.05 mol),
piperidine (2.6 g, 0.03 mol), glacial acetic acid (2.4
g, 0.04 mol), and 100 mL distilled water. Yellow
rectangular crystals suitable for X-ray diffraction
analysis have been obtained after slow evaporation
from isopropyl alcohol at room temperature.

Elemental analyses: C,;H,,0,, (234), (C, H) (cal-
culated/measured): % C 66.66 / 66.50, % H 6.02 /
5.94. UV-VIS spectra: Amax = 206, 224, 286 nm
(ethanol);

FTIR (nujol): 3325.7, 1732.3, 1641.6, 1597.3,
1205.7, 819.8 cm™;

'H NMR (acetone-d,, 200 MHz): 6 = 1.3 (t,J =
7.1 Hz, 3H) (methyl), 2.3 (s, 3H)( methyl), 4.3 (q,
J = 7.1 Hz, 2H) (methylene), 6.91-6.85 (m, 2H)
(aromatic), 7.44-7.38 (m, 2H) (aromatic), 7.46—7.44
(m, 1H) (methine), 10.5 (s, 1H)(hydroxyl);

3C NMR (acetone-d,, 67 MHz): 8 = 15, 30, 55,
110, 116, 130, 135, 140, 142, 160, 166, 190, 196;

EIMS: m/z (%) = 234 (100, M"), 233 (57), 220
(10), 219 (69), 217 (17), 205 (15), 191 (25.4), 189
(38.25),187(11.3),175(8.7),163 (11.3), 161 (11.3),

COCH;
HO CH:C< +
COOC,H;

160 (28.7), 151 (28.7), 147 (68.7), 146 (11.3), 145
(37.4), 131 (7), 123 (30.4), 120 (9.6), 119 (20), 118

H,0

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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(19.1), 115 (2.6), 107 (6), 91 (20), 89 (19.1), 77 (7),
65 (11.3), 63 (12.1), 53 (5), 45 (0.9).

X-ray single crystal analyses

A crystal of the title compound having approxi-
mate dimension 0.22x0.20x0.20 mm was placed on a
glass fiber and mounted on an Enraf-Nonius CAD-4
diffractometer. X-ray data collection was carried out
at 290 K with graphite monochromatized Mo-Ka
radiation (1 = 0.71073 A). The unit cell parameters
were determined using 15 reflections and refined
employing 22 higher-angle reflections, 18 <6 < 20°.
The ®/26 technique was used for data collection us-
ing Nonius Diffractometer Control Software [3].

Lorentz and polarization corrections were applied to
intensity data using WinGX [4]. The structure was
solved by direct methods using SHELXS-97 [5] and
refined by full-matrix least-squares procedure on F?
with SHELXL-97 [5]. The hydrogen atoms were
placed in idealized positions and refined as riding on
their parent atoms, with U, (H) = 1.2U_(C or O).

RESULTS AND DISCUSSION

The chemical diagram of the studied com-
pound (I) is illustrated in Scheme 1 and experi-
mental conditions, crystal data and refinement
parameters are summarized in Table 1. Selected

Table 1. Data collection parameters, crystal data and refinement parameters

Data collection parameters

Enraf Nonius CAD4 diffractometer
Radiation source: sealed tube
Monochromator: graphite
7=290(2) K

non—profiled «/20 scans
Absorption correction: none

6790 measured reflections

2436 independent reflections

1933 reflections with I > 2o([)

Rin = 0.0502
Omax = 29.96°
Omin = 2.63°
h=-12 12
k=-12 12
=-12 12

3 standard reflections
every 120 min
intensity decay: —1%

Crystal data
C13 H14 O4 Fooo =248
M,=234.24 Dy=132Mgm™

Triclinic, P-1
Hall symbol: —P 1
A=0.71073 A
a=8.734(2) A
h=9.160 (3) A
c=9.163(6) A
a=114.96 (3)°
B=100.20 (3)°
y=108.17(1)°
V=589.5(5) A’
zZ=2

Melting point: not measured
Mo Ka radiation

Cell parameters from 22 reflections
0 =18.0-28.8°

p=0.11 mm"

7=290(2)K

Prism, colorless

Crystal size:

0.22 x 0.20 x 0.20 mm

Refinement parameters

Refinement on F°

Least-squares matrix: full
where P = (F,> + 2F)/3
R[F* > 26(F%)] = 0.052
WwR(F?) =0.106

§=0.99

3435 reflections

154 parameters

Primary atom site location: structure-
invariant direct methods

w=1/[c*(F,%) + (0.0719P)* + 0.0263P]

(A/6)max <0.001

APmax =0.20 ¢ A7

Apmin =—-0.18 ¢ A
Extinction correction: none
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bond distances and bond angles are listed in
Table 2. Hydrogen bonding geometry is presented
in Table 3. A diagram of the molecular structure
with 50% probability and the atom numbering
scheme is shown in Fig. 1. The data for publica-
tion were prepared with WinGX [3], ORTEP [6],
and Mercury [7] program packages.

In the asymmetric unit of I two symmetrically
equivalent molecules are present. The structural
parameters of the title compound are comparable
with those reported earlier [8, 9] The phenyl ring
system is essentially planar with r.m.s. deviations

OH

Scheme 1. Chemical diagram of the studied compound

of 0.021(4) A. In the three-dimensional arrange-
ment of the molecules of I only one classical hy-
drogen bond could be described (Fig. 2). Additional
C-H...O week interactions stabilize the molecular
arrangement.

© C13\)

Fig. 1. View of molecule with an atom-numbering
scheme. Displacement ellipsoids for the non-H atoms are
drawn at the 50% probability level. The H atoms are pre-
sented with spheres with arbitrary radii.

Table 2. Selected geometrical parameters for I (A, ©)

03 -Cl11 1.335(2) C6 -C5 1.399(2)
03-Cl12 1.457(2) Cl-C2 1.376(2)
01-C3 1.362(2) Cl1-04 1.198(2)
C7-C8 1.347(2) Cl1-cs 1.501(3)
C7-C6 1.455(2) Cc8-C9 1.476(2)
C6-Cl1 1.399(2) C3i-C2 1.380(3)
Cl11-03-C12 115.89(15) C9-C8-Cl1 114.45(15)
C8—-C7-C6 131.11(17) O1-C3-C2 122.67(15)
C1-C6-C5 117.25(15) 01-C3-C4 117.31(16)
Cl1-C6-C7 117.32(15) C2-C3-C4 120.00(15)
C5-C6-C7 125.36(15) C4-C5-C6 121.13(15)
C2-Cl-C6 121.87(16) Cl-C2-C3 119.59(16)
04-Cl11-03 124.16(17) C5-C4—C3 120.13(16)
04 -C11-C8 125.35(17) 02-C9-C8 119.14(18)
03-Cl11-C8 110.48(15) 02-C9-Cl10 119.66(18)
C7-C8-C9 122.02(17) C8-C9-C10 121.18(16)
C7-C8-Cl11 123.53(16) 03-Cl12-C13 107.46(17)
Table 3. Hydrogen bond for I (A, °)
D-H-A D(D-H) d(H~A) d(DA) <(DHA)
O(1)-H(1)~0(2) 0.820 1.940 2.754(3) 169.2

Symmetry codes: (i) /—x, [-y, z
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Fig. 2. Three-dimensional packing of the molecules.
Only the hydrogen atoms involved in hydrogen bonding
are shown.

SUPPLEMENTARY MATERIALS

CCDC 805277 contains the supplementary
crystallographic data for this paper. This data
can be obtained free of charge via www.ccdc.
cam.ac.uk/data_request/cif, by e-mailing data
request@ccdc.cam.ac.uk, or by contacting The
Cambridge Crystallographic Data Centre, 12 Union
Road, Cambridge CB2 1EZ, UK; fax: +44(0)1223-
336033.
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KPUCTAJIHA CTPYKTVYPA HA 3-OXO-2-(4-HYDROXYBENZYLIDENE)-BUTYRIC
ACID ETHYL ESTER

C. Cranues!, P. I1. Hukonosa?, b. JI. Illusaues?, 1. Manoios!

! lenapmamenm no ¢papmayesmuuna xumus, QPapmayegmuuer ghaxyimen,
Meouyuncku Yuusepcumem, ya. ,,[ynas*™ 2, 1000 Coghus
2 Unemumym no munepano2usi u kpucmanozpagust ,, Axao. Hean Kocmos “,
bwvneapcra Axaoemust na Haykume, yn. ,,Axao. I'. bonueg™ 1. 107, 1113 Cogus

[ocrenuna Ha 21 snyapu, 2011 r.; npuera Ha 18 anpui, 2011 1.

(Pesrome)

3-0x0-2-(4-hydroxybenzylidene)-butyric acid ethyl ester O¢ CHHTE3UpaHO W H3CICABAHO YPE3 MOHOKPHUCTAICH
penrrenoctpykryper, U4, 'H-SIMP u mac cnexrpockoncku anammsu. Cweenunenuero, C.H, ,0,, kpucrammsupa B
TPUKJIMHHA KpHCTATHA CHCTEMA U IPOCTPAaHCTBEHA Ipyna Pl ¢ mapaMeTpu Ha eleMeHTapHa KieTka a = 8.7340(14) A,
b=9.1602(13) A, ¢ =9.1640(30) A, & = 114.964(15)°, f=100.197(18)°, y = 108.173(11)° u V' =589.5(3) A*(Z=2).
Mornekynure ca CBbp3aHHU ¢ BOJOPOIHH BPB3KK M 00pasyBar BepryKkH napanesnu Ha [110]. Tpumepnara crpykTypa
€ JIONBJIHUTEITHO CTaOMITM3MpaHa OT Cl1abu eJIeKTPOCTaTHYHN B3aMMO/ICHCTBHS.
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High temperature Gd,Ba,Cu,0, and ErBa,Cu,0, (v = 6.5 + J) superconducting ceramics were prepared via solid-
state reaction. The amount of oxygen in the synthesized samples was varied as they were kept at 460+5 °C in flowing
argon. The oxygen non-stoichiometry content, J was determined by measuring the absorption of the blue colored
I, -starch compound. The unit cell parameters were determined from powder XRD patterns. A correlation between
¢ unit cell parameter and y-oxygen coefficient in Er,Ba,Cu,0, and Gd,Ba,Cu,0, ceramics was established. The
derived new relations can be used for the rapid semi-quantitative analysis of the oxygen content in the mentioned

ceramics.

Key words: superconducting ceramics, oxygen stoichiometry coefficient, I, -starch compound, X-ray.

INTRODUCTION

Since the discovery of Y,Ba,Cu,0, (y = 6.5+9)
high temperature superconducting ceramics (HTSC)
many attempts to improve their critical temperature
(T.) and current (J,) have been made: by optimizing
the preparation procedure and conditions, by doping
with different atoms, by introduction of pining
centers, by replacing Yttrium with rare earths such
as Er, Gd, etc. [1]. One of the key moments in the
production of rare earth HTSC is the determination
of oxygen content as the superconducting properties
are correlated with its value. When the oxygen
coefficient y is in the range 6.5-7.0, RE,Ba,Cu,0,
(RE=Y, Er, Gd, etc.) ceramics are superconducting
and their structure is orthorhombic. An orthorhombic
to tetragonal phase transition, occurring around y =
6.5 is responsible for the loss of the superconducting
properties.

Many wet methods have been developed for the
determination of the non-stoichiometric oxygen co-
efficient 6 in RE Ba,Cu,0, samples [2-5]. Oxygen

* To whom all correspondence should be sent:
E-mail: angelina@issp.bas.bg
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content could also be obtained by methods such as
Raman spectrometry and X-ray diffraction if ap-
propriate mathematical relations “oxygen content—
physical parameter” are preliminary found [6, 7].
Such mathematical relation between c-axis unit
cell parameter (determined from Inorganic Crystal
Structure database (ICSD) data) and the y-oxygen
coefficient (determined by iodometric titrations)
has been derived data for Y ,Ba,Cu,O, HTSC [7]. It
will be usefully to find the relations “oxygen con-
tent—c-unit cell parameter” for other RE Ba,Cu,0,
HTSC, to verify if the relation can be extrapolated
for other RE. We decided to compare the relation
with Gd,Ba,Cu,0, and Er,Ba,Cu,0, HTSC because
the ionic radii of Gd (0.938 nm), Er (0.890 nm)
and Y (0.900 nm) are similar [8]. Unfortunately a
limited number of orthorhombic Gd,Ba,Cu,0, [14,
19-23] and ErBa,Cu,0, [9-18] structures have
been reported in the ICSD thus no satisfactory cor-
relation between c-unit cell parameter and oxygen
content could be derived. Therefore the aim of the
present work is to produce RE,Ba,Cu,0, (RE = Gd,
Er) superconducting ceramics with different oxygen
content, to determine their oxygen coefficient, y and
c-unit cell parameter, and to derive the relations be-
tween y-coefficient and c-parameter.

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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EXPERIMENTAL
Samples preparation

A solid-state reaction was used to prepare the
Gd,Ba,Cu,0, and ErBa,Cu,0, HTSC samples.
The triple heat treatment regime with intermediate
grindings was used. The first step includes mixing
and milling of appropriate amounts of Gd,O,, Er,0,,
CuO, BaCQ,, and calcination in flowing oxygen at
900 °C for 21h. The second step of the heat treat-
ment was conducted at 930 °C for 21h in the same
atmosphere, followed by annealing at 450 °C for 2h.
The last step (third) started with grinding and press-
ing of the powder in pellets, followed by sintering
at 940 °C for 23 h, slow cooling to 450 °C and hold-
ing at that temperature for 23 h. Pieces of the syn-
thesized superconducting samples were grinded and
kept at 460+5 °C in flowing argon for various times
(0-120 h) then quenched to room temperature.

Critical temperature
measurement (T)

The critical temperature 7, was obtained from
resistivity measurements by the Four probe contact
method. The temperature was stabilized by typical
scheme including PID controller with 10mK accura-
cy [24]. Both synthesized samples RE Ba,Cu,0 are
superconducting and the values of their critical tem-
perature 7, are as follows: 91.5K for Gd,Ba,Cu,0,
and 90.4 K for Er,Ba,Cu,0,.

Samples analysis
by spectrophotometric method

The non-stoichiometric oxygen coefficient,
0 was determined by the spectrophotometric
method based on the formation of the I, -starch
compound [2]. The samples are dissolved in

HCI and KI solution under inert atmosphere
and the iodine liberated is bounded with Starch
in a blue colored compound. The absorption is
measured by differential mode and the non-sto-
ichiometric oxygen coefficient ¢ is obtained as
a relation of two absorptions.

Samples analysis by X-ray method

Powder X-ray diffraction (XRD) data were re-
corded at room temperature using Bragg-Brentano
geometry with Co Ka radiation. Step scans were
performed over the angular range 8 < 26 < 70 for
Er,Ba,Cu,Oy and 8 < 26 < 90 for Gd,Ba,Cu,0,
with the step size of 0.02 °/sec. The diffractograms
were indexed using DICVOL [25] and the obtained
unit cell parameters were refined using the X pert
Highscore program [26]. The peak shape was de-
scribed by a pseudo-Voigt function. The back-
ground level was defined by a polynomial function.
For each diffraction pattern the scale factor, the
peak asymmetry and the unit-cell dimensions were
refined while the instrumental zero shifts were kept
constant.

RESULTS AND DISCUSSION

The average results for non-stoichiometric
coefficient d for Gd,Ba,Cu,0, and Er,Ba,Cu,0
HTSC samples (initially synthesized as wel
as annealed under argon flow) obtained by
the spectrophotometric method are listed in
Table 1. Each result is a mean value of at least
three parallel determinations. The standard
deviation is in the limits of £0.002. A decrease
of the oxygen coefficient y in function of the
annealing time is observed (Fig. 1).

From the trends observed in Fig.1a it is visible that
for Gd,Ba,Cu,0, the process of oxygen release is very

Table 1. Non-stoichiometric coefficient & and unit cell parameter for c-axis

Samples Annealing time, non-stoichiometric c-unit cell
[h] coefficient 0 parameter

0 0.420 11.670(2)

12 0.365 11.682(2)

ErBa,Cu30, 24 0.293 11.686(4)
48 0.214 11.695(2)

72 0.183 11.697(2)

0 0.376 11.692(4)

12 0.243 11.708(7)

Gd;Ba,Cu;0, 36 0.239 11.710(8)
96 0.225 11.720(5)

120 0.206 11.724(2)
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Fig. 1. Decrease of the oxygen coefficient y (a) and crystallite size (b) of the studied HTSC in function of

the annealing time

rapid during the first 12 h. After the 12" hour the oxygen
decrease is time-consuming. For Er,Ba,Cu,0, the loss
of oxygen at the beginning is almost proportional to
the annealing time. The plateau in the oxygen content
variation starts around the 48 h of the annealing.
This difference of oxygen loss may be related to the
differences in crystallite size and thus to the specific
surface area and porosity.

The results of XRD analyses of the all
Er,Ba,Cu,0, and Gd,Ba,Cu,0, samples are shown
on Figures 2 and 3, respectively. The peak positions
and intensities of the obtained phase correspond
well to these of the known superconducting erbium
and gadolinium 123 HTSC phase. All samples were
indexed as orthorhombic with a ~3.82 » ~ 3.88 and
¢ ~ 11.68 [1]; the values of the refined c-axis unit
cell parameter are listed in Table 1. As expected the

——72h
M & xi har
3
© ——48h
=
2 ——24h
= ! | 1 A .
] ——12h
L__ 1 l LA S L_L

—— Oh
1 LL L b
40 _ 60
20° Coka
Fig. 2. XRD patterns of the synthesized and annealed in
flowing argon Er,Ba,Cu,0, sample
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c-axis cell parameter increases with the decrease of
the non-stoichiometric oxygen coefficient o.

The variation of crystallite size obtained from
the XRD patterns is shown on Fig. 1b. After an
initial increase of the size the tendency is reversed
and the diminution is somewhat consistent with
oxygen content depletion and reaching of a plateau
(probably a stage before orthorhombic to tetragonal
phase transition).

Based on the spectrophotometric and XRD data
the regression equations of the correlation between
the non-stoichiometric oxygen coefficients ¢ and ¢
cell parameter for the studied HTSC were obtained
(Table 2). The equations y = f(¢) were also derived
(Table 2) and are shown on Figure 4. One can see
that the graphical relation for Er,Ba,Cu,0, is very
close to that of Y,Ba,Cu,0, HTSC plotted from the

—120h
| S A l AL B A A S
5 P A o A 96h
©
>
= L ——36h
R T | S SO .-
€
- I —12h
L l O A - A
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Fig. 3. XRD patterns of the synthesized and annealed in
flowing argon Gd,Ba,Cu,0, sample



A. Stoyanova-Ivanova et al.: Variation of the unit cell parameters of the REBa,Cu,0, (RE = Gd, Er) ceramics ...

Table 2. Results of the correlation

Regression equation Error Equation
c=ko—kid K K, y=£e)
Er;Ba,Cu;0, ¢=11.718-0.1078 0.004 0.013 y=116.01-9.346 ¢
Gd;Ba,Cus0, ¢=11.755-0.172 8 0.010 0.038 y=74.843-5.814 ¢

Table 3. Values of the difference Ay: Ay = yEr/Gd — yY

c-axis value [A] 11.675  11.680  11.685 11.690  11.695 11.700  11.705 11.710
Ay=yg—yy —-0.015 0.003 0.021 0.038 0.055 0.073 0.091 0.108
Ay=yGa—yy -0.084 -0.084 -0.084 -0.084 -0.084 -0.084 -0.084 —0.085

7.00 - CONCLUSIONS

u Er1Bazcu30y
° Gd1BazCu30y

6.95 —_— Y1Ba2Cu30y- literature data

6.90
6.85
6.80

6.75

oxygen coefficient, y

6.70

6.65

T T T T T T T
11.67 11.68 11.69 11.70 1.71 11.72 11.73

unit cell parameters, ¢

Fig. 4. Variation the oxygen content in function of the
c-axis parameter

equation y = 75.250-5.856¢ [7]. The Gd,Ba,Cu,0,
relation is a little distant from that of Y ,Ba,Cu,0, -
almost parallel to it. The differences between y co-
efficients calculated by the equations for gadolin-
ium/erbium and ref. 7 yttrium ceramics are given
in Table 3. In view of the fact that the difference
Ay in almost all cases is greater than the errors of
the spectrophotometric and XRD methods one can
conclude that relation “oxygen content — ¢ cell pa-
rameter” is specific for each ReBCO. Interestingly
the observed deviations are in accordance with the
difference between the ionic radii of Gd-Y and
Er-Y and Y, with respective values of 0.04 nm (for
Gd) and 0.01 nm (for Er). The development of a
more complex relation, taking into account addi-
tional physical, chemical, structural etc. param-
eters may be envisaged with the accumulation of
additional data.

The crystallite size of ErBa,Cu,0, and
Gd,Ba,Cu,0, ceramics diminishes with depletion of
oxygen. Both the oxygen content, y and crystallite
size reach a “plateau”, more rapidly for samples
with smaller crystallites.

A correlation between c-unit cell parameter
and y-oxygen coefficient in ErBa,Cu,O, and
Gd,Ba,Cu,0, ceramics is established. The new
derived equation can be used for the rapid semi-
quantitative analysis of the oxygen content in
the cited HTCS ceramics. The relation “oxygen
content—c cell parameter” obtained for Y,Ba,Cu,0,
HTSC could not be employed to calculate precisely
the oxygen content value, y for Er,Ba,Cu,O, and
Gd,Ba,Cu,0, superconducting samples.
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N3MEHEHWA HA ITAPAMETPUTE HA EJIEMEHTAPHA KJIETKA
HA REBa,Cu,0, (RE = Gd, Er) KEPAMUKHU B 3ABUCHUMOCT
OT KNCJIOPOJHOTO CBbAbP’KAHUE

A. CrosHoBa-MBanosa', C. I'eopruesa?, 11. Henemuesa?, JI. Jlumosa’®, b. I1luaues’

! Hnemumym no ¢usuxa na mewpoomo msino ,, Akao. I'. Hadocakos*, 6yi. Lapuepaocko woce 72, 1784 Cogpus
2 Xumuxomexnonocuunuam u memanypeuuer ynugepcumem — Coghus, oy
,, Ce. Knumenm Oxpuocku* 8, 1756 Cogpus
3 Unemumym no munepanozusi u kpucmanozpagust ,, Axao. Hean Kocmos “,
bwvneapcka Axaoemus na Haykume, ya. ,, Axkao. I'. bonueg ™, 61. 107, 1113 Coghus.

[MocTemuna Ha 26 sHyapu, 2011 r.; npuera Ha 12 anpu, 2011 1.

(Pesrome)

Bucoxo temneparypun Gd,Ba,Cu,0, u Er,Ba,Cu,0, (v = 6.5 + J) cBppXIpOBOAUMU KEPAMUKHU OsXa TIOYIEHH.
KommmuectBoTO Ha KHCIOpox B oOpasmure O0¢ MpOMEHSHO KaTo o0pa3nuTe Osixa oTrpsBanu Ha 460+5 °C B apronosa
aTMocdepa. HectexnoMeTpunaHOTO KHCIIOPOTHO ChIIBPIKAHNUE, J, 0€ oTpeieneHo criekTpogoToMeTpruaHo. [lapameTpute
Ha eJIeMEeHTapHa KJleTKa 0s1Xa onpe/eieHH 4ype3 IpaxoBa peHTreHoBa Judpakiys. l3BeneHa 6 3aBUCHMOCTTa MEKILY
¢ TIapaMeThpa Ha eJieMEHTapHaTa KJIeTKa M ChIbPKaHUETO Ha KUcIopos, y. [lomydeHuTe 3aBUCHMOCTH MOTar Jia ce
U3II0JI3BAT 33 OBP30 ITOIYKOJIUYECTBEHO ONPEISIIsIHE Ha ChIBPKAHUETO Ha KHUCIOPOI.
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Accounting for secondary extinction (SE) in a crystallographic direction, a straightforward approach
is devised for XRD characterizations of textures by nullifying the extinction effect. To this end, a proper
reconsideration of the nature of the extinction coefficients is carried out. It is shown that whereas the SE
coefficient g is proportional to the product of pole density P and incident-beam intensity /,, the empirical extinction
coefficient k is independent of the ratio g/PI,. Based on the invariability of the A-coefficient with respect to g/PI,,
the extinction effect is nullified by equating two its expressions defined by intensities of a reflection measured at a
series a levels interaction whose variation is controlled by P and /,. Techniques representing extended versions of this
approach are developed for (i) reliability-evaluation of the controlled variation of the levels of interaction by using
instrumental variable (generator current) and, hence, to test the capability of the XRD apparatus to collect accurate and
precise data, and (ii) determination of extinction-free data of the pole density that is a fundamental physical parameter.
The experimental results are discussed in terms of the influence of extinction coefficient g on the accuracy in the

determination of the pole density in ideal <100> direction of nickel texture.

Key words: extinction, texture, pole density.

1. INTRODUCTION

Extinction was introduced to account for the re-
flecting power of a real crystal with respect to the
power described by kinematical diffraction [1].
Extinction in a mosaic structure is power loss caused
by the production of the diffracted beam. Depending
on the block size, one has to distinguish between
primary extinction, which is extinction within a sin-
gle crystal block, and secondary extinction, which
occurs when a ray reflected by one mosaic block
is subsequently reflected by another block with the
same orientation.

To overcome the deficiencies in the theoretical
estimates of extinction correction factors, based on
simplified parameterization of the extinction effect
across the scan of reflection, devoted experimental
procedures were applied to decrease as well as can-
cel the extinction effect. In this respect, Schneider
(1976) designed y-ray diffractometry experiments
where extinction is only in the order of 10% or less
[2]. Analyzing the process of the X-ray scattering

* To whom all correspondence should be sent:
E-mail: iv_tomov@yahoo.co.uk

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria

and the level of interaction between radiation and
crystal medium, Mathieson substantiated an ap-
proach for derivation experimental structure-factor
values, which are free from extinction effects [3].
The approach involves “(i) determination of inte-
grated reflectivity at a series of levels of interaction
(attained by controlled variation of a suitable physi-
cal parameter) and (ii) extrapolation of an appropri-
ate function of the measurements to zero level of
interaction as identified by zero diffracted power”.
The procedures to experimental realizations of the
null-intensity (extinction-free) limit were illustrated
in the paper of Mathieson & Mackenzie [4] as well.
To attain a true zero-extinction kinematic limit val-
ue, the question of extrapolation to zero extinction
in case of wavelength in the y-ray region has been
discussed from different point of views in the litera-
ture [5-7]. In this connection, the y-ray data used
in each of these investigations have been fitted by
using polynomials of different types corresponding
to the particular conceptions of the authors for at-
tainment of the true zero-extinction kinematic limit
value.

The present study outlines an alternative ap-
proach for nullifying the extinction effect. In this
respect, careful considerations are carried out of
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the process of the scattering of X-rays and the level
of interaction between the radiation and the crystal
medium. Our concern here is essentially with mu-
tual connection between extinction coefficients and
their exact relationship with diffraction at a series
of levels of interaction attained by controlled varia-
tions of suitable physical parameters.

2. BASIC DEFINITIONS OF EXTINCTION
THEORY AND TEXTURE ANALYSIS

The formalism considered here is valid for the
symmetrical Bragg geometry with a plane-parallel
plate sample appearing infinitely thick to the X-rays.
According to theory [1, 8-14] and experiment
related with it [2, 5-7], the extinction decreases the
measured intensity / of a reflection with a factor y,
the extinction factor, defined by

[m :ylkin (1)

Here, [,,, is the intensity that a Bragg reflection
would have if kinematic theory would apply
exactly to the system being examined. Therefore,
the intensity /,,, delimits an imaginary (physically
non-attainable) level of interaction of the diffraction
process. In the symmetrical Bragg geometry, /,, has
to be expressed as

L, = PIOQS/zﬂ 2

where / is the intensity of the incident beam, S is
the cross section of the beam, Q is the reflectiv-
ity per unit crystal volume, x is the ordinary linear
absorption coefficient, and P is the pole density. It
is defined by the volume fraction dV/V of crystal-
lites whose <hkl>-poles fall into a (infinitely small)
space-angle element dQ (Bunge [15, 16]):

(dViv)d=P. 3)

The factor P connects (2) with the well known
formula

Ly = 1,08 1 2, 4)

which is derived under assumption for random
distribution of crystallites, i.e. P=1. Inthe case of pure
SE, Chandrasekhar gave an expression for the extinction
factor y [17]:

y=ulu, ()

where p, is an effective absorption coefficient. In
the symmetrical Bragg geometry with a plane parallel
plate sample one should use the effective absorption
coefficient as a first order approximation for the SE
correction € [9]:
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u.=u+g0(p,/ pl). 6)

Here g is the SE coefficient, which is a dimen-
sionless quantity [1]. The symbol p, denotes the po-
larization factor for incident X-ray beam [9]:

P, = [1 +cos” (26, )cos™" (26, )]/[1 +cos” (26, )} (7)

wheren=1,2, ..., 0, is the Bragg angle of reflection.
From (6) a formula follows for the SE correction &,
which has been derived by Darwin [1], and later the
polarization p,/ p? of the incident X-ray beam has
been incorporated in ¢ by Chandrasekhar [17] and
Zachariasen [9]:

e=20(p,/p})- (®)

3. ANISOTROPY AND BEHAVIOUR
OF THE EXTINCTION COEFFICIENTS

Bragg et al. [18] deduced the SE correction
empirically, whereas Darwin [1] deduced it theo-
retically. To this end, the authors have supposed
respectively that both the empirical extinction coef-
ficient k£ and the SE coefficient g are constants for
the crystal, that is, parameters independent of crys-
tallographic direction. Moreover, Darwin [1] had
assessed that the definition, deduced by Bragg et al.
[18], was correct to the first order approximation for
the SE correction alone. Consequently, in the discussed
frames, the two definitions for the SE correction have to
be equivalent. In order to account for the crystal and
textural anisotropy, the nature of k and g is recon-
sidered here. Replacing Q by its corresponding ex-
pression from (2) transforms (8) into

&= kI, (pz/pl2 )’ ©)

where the expression

k=2gu/PI,S (10)

shows that & and g are mutually connected.
Reforming (10) yields the expression for

(11

Evidently, (2) and (11) reveals that whereas /,,
defines the upper limiting value of the diffraction
process, g defines the extinction-induced weaken-
ing of the level of interaction of the same process.
Depending on P, g and k are anisotropic coefficients.
The anisotropy of P comprises the crystallographic,
microstructural and textural anisotropies. Acting to-
gether for all crystallites contributing to reflection,
anisotropy parameters such as size, shape, disloca-
tion substructure, crystallographic orientation and
crystallite arrangement (Bunge [19]) synthesize

g =kPI,S/2u.



1. Tomov: Extinction in textures: Nullifying the extinction effect

the resulting anisotropy of g and k. The coefficients
show different behaviour with respect to the level
of interaction of the diffraction process that is con-
trolled simultaneously by P and /, under otherwise
equal conditions. At lower limiting values of either
both P/,—0 or one of them makes it evidently that
in the only case of no diffraction (/,,,—0) (2), there
is no extinction (g—0) (11). This is in accord with
Mathieson’s statement that ‘extinction is only zero,
in absolute sense, when diffracted power is identi-
cally zero [3]. Moreover, whereas g is proportional
to the product PI, the coefficient k e is proportional
to the ratio g/PI,. Therefore, by virtue of the inter-
dependence between g and P, any change of either
both, P and 7, or one of them does not cause change
of the ratio g/PI and, hence, £ is independent of the
product of both P>0 and 7>0.

3.1. Definitions for k independence
of the levels of interaction

Suppose the incident beam changes its intensity
from /,; to 1, . under P=const. Here i and i* denote
the values of the generator current. Then, by analogy
of (10), we shell have

k; :2[ugi/P]0J.S, (12)

ko =2ugu [P Iy S (12a)

where it is accounted that g, and g,. are proportional
to /,; and /.., respectively, i.e.

(/10 )/ (g Too )=1. (13)

Dividing (12) and (12a) with accounting for (13)
yields

ki = ke, (14)

that k£ is independent of the level of interaction.
Second, suppose the pole density changes from P
to P’=1 under /;=const. Following (12), &, is then
transformed into &/, i.e.:

K =2ug! [1,S . (15)

Here it is accounted that g/ is proportional to P”
corresponding to random distribution of crystalline
orientations. Dividing (12) and (15) with taking into
account for P=g /g’ yields

k, =k . (16)

Thus, (14) and (16) constitute conditions for the
invariability of & from the level of interaction of
the diffraction process. Then, one can utilize & for
nullifying the extinction effects by equating two its
expressions that are defined by two different couples

Diffracted beam

P
<—— k[em”]

Incident beam

[
>

o\ At
b\

A /2 S 1/2

X

1k [em’]
A= wavelength

Fig. 1. Diffraction conditions design by means of the re-
ciprocal (scattering) space. The radius 1/4 of the Ewald’s
sphere is defined by the wavelength 4 of X-rays. O is the
origin of the real space and Phkl is a node of the recipro-
cal space where fall the <ikl> poles of the crystallites in
Bragg condition. The coefficient & defines the scanned
volume inside the node. The distance OP,, is defined by

d,, =1/d,, , where d,;, is the space between atomic net-
works (hkT).

of intensities of a reflection measured at a series of
levels of interaction.

To analyze what a constant is £, let us throw look
at Fig. 1, which designs the diffraction condition in
terms of the reciprocal (scattering) space (Ewald
[20]). The coefficient k£ has dimension of reciprocal
volume (see (10)). It corresponds to the scattering
space. Actually, this is the scanned volume in-
side the node P,,,. Due to the relationship be-
tween real and scattering space, the reciprocal
quantity of k [1/k=(S/2u)(PI,/g)] corresponds to
the real space. Then, one may consider 1/k as con-
sisting of two terms of different range. For an infi-
nitely thick sample, the term, S/2u, represents the ir-
radiated crystalline volume that is a constant for all
reflections of the XRD pattern, whereas Pl /g is a
constant inherent for any particular reflection. The
last is due to the interdependence of these three pa-
rameters since /; scales g by means of P (see (11)).
The quantity 1/k defines a volume in the real space
where the X-radiation, interacting with crystal me-
dium, produces the measured intensity /.

3.2. Expressing the SE coefficient g and SE
correction € in case of polycrystalline materials

Due to fine-crystalline structure and high den-
sity of imperfections [21], reflection broadening
in textures is about two orders of magnitude larger
than that one in single crystals, which amounts to a
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few ten of seconds of arc [5, 7]: for the same rea-
son, the textures exhibit pure SE as well [22, 23].
This reflects in the observed reflection broadening
recorded by conventional diffractometry. Actually,
it is a superposition of physical (microstructural)
and instrumental broadening. Since the determina-
tion of the SE coefficient g =1/ 277\/; is based on
the crystal-mosaic distribution alone [8]), it is not
justified to expect that this definition would ad-
equately account for the microstructural properties
of polycrystalline materials. (Here # is the standard
deviation of the Gaussian function). The only way
to account adequately for the anisotropic effects of
the pole density P on the SE coefficient is to de-
termine g using quantities corresponding to reflec-
tion whose profile synthesizes all microstructural
effects. Thus, if k and /,,, are known, from (8) and
(9) one obtains:

g=k,/O. 17

Replacing [, with its corresponding expression
obtained by reforming (1) in succession with (5),
(6) and (9), transforms (17) into

g Zkulm/Q[u—klm (pz/pf)]

By analogy, for the SE correction ¢ defined by (9),
one writes

e=ukl,, (p,/p})[n—H0,, (p. /Pl (170)

(17a)

These definitions account implicitly for parame-
ters describing as a whole the crystallographic, tex-
tural and microstructural anisotropy in the probing
direction of the sample as well as the measurement
conditions. Moreover, in the Appendix A is shown
that the basic source of the g-coefficient anisotropy

I: Ikin,i;gi;ki

is the loading density (the number of atoms per unit
area of {hkl} system of net-planes [24]). This con-
stitutes that g is grater for a denser atomic net-plane
system. In general, reducing the loading density of
net-planes, the lattice imperfections diminish thus
the coefficient g.

4. PARAMETERIZATION OF THE
RELATIONSHIP BETWEEN LEVELS
OF INTERACTION CONTROLLED
BY I,-INTENSITY

The levels of interaction of the diffraction proc-
ess at a series of measurements of a reflection are
defined by respective change of the incident X-ray
beam intensity /. The controlled variation of the /-
intensity can be caused by ether transmission fac-
tor of a thin foil crossed by the incident beam or
stepwise reduction of the generator current of the
XRD apparatus [26]. Meanwhile, the last type of
the procedures may supply information that is rep-
resentative for the internal consistency of the XRD
apparatus, i.e. for its capability to collect precise
and accurate data. Below this idea is depicted.

4.1. Expressing the relationship R between
a couple of levels of interaction controlled
by generator current

Suppose a reflection is measured in succession
at intensities, 1 ;, 1y, I jus, and I ..., of the incident
beam, where the generator tension V is constant,
and the reduction of the values of the generator
current i is dependent on geometric progression
(i=2*=4i**=8i***), In the equations listed inside
of Fig. 2, 4 is a constant, V. is the critical excitation

K = Ko TR e =2 %*

HI: L, s Qe —————————— Ly e = Ai**(V =V )
Kye = O - [HE= DA

IV: Ly eess Grons bopore —————————— Ly oo = AP**5(V =V )

Fig. 2. Parameterization of the relationship between couples of levels of interaction of the diffraction process. Since

diffraction and extinction are indissolubly linked (see (2) and (11)), /,

and g define in the same way any level of

in

interaction and, hence, the relationship R between couples of neighbor levels of interaction (18), (22) and (23).
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potential of the Ka radiation, and n = ~ 1.5 [27].
The intensity /, quantifies any level of interaction of
the diffraction process simultaneously by quantities
both the kinematical intensity 7, (2) and the SE
coefficient g (11). Then, in the frames of the straight
proportionality between /, and i ([;=4i(V-V)"), the
parameter R, . defines the relationship between the
first couple of levels of interaction:

Loi /1o =Tiini [ Tiini = &/ 8in =i/1* =R; ;» (18)
The intensities, 7, <1, ... defining the first and

second levels of interaction (Fig. 2) can be expressed
respectively by reforming (1) in succession with (5),
(6) and (9), i.e.:

Ly = {M/u kil,s (P2 pf)}}lm,p (19)

L v = {L‘/[ﬂ — kil (Pz P12 )}}gnz* (20)

Solving (19) and (20) for k... = k, = k.., with taking
into account for R

from (18), yields

1,i*

. #Reje = (L /10 ) |

" Im,i (pz /Pl2 IRi,i* - ]

Hereafter any coefficient of the type k;,. will
be denoted with indices i and i* corresponding to
the values of the generator current applied to the
measurement of the respective couple of intensities,
L, =1, 0 used for its expressing. With a view to ex-
pressing the parameters k;;» and R, .. by using meas-
ured intensities alone, one needs additional data.
Then, by analogy of (18), the parameters R.. .. and
Rjss juss» coOrresponding to the first- nelghbour Tevels
of interaction, are defined respectively with

e2y)

Lo iy e 8 _ i*

IO,i** Ikin,i** gi** I
Lo Ly g 0¥F
- - - - Ri** [k ,(23)
0,745+ Kin, i+ e

where the value of any of the parameters

R. .

i = Ri*,i** = Ri**,i*** (24)

has to be equal to any of the respective ratios defined
by the values of the generator current
fi*=p*[iRk = k[ RER =] (25)

By virtue of (14), k is constant for any level of
interaction under otherwise equal condition, i.e.

ki = ki* = kl** - ki*** . (26)

Then, the intensities, 1, ;.1 ;+--, are expressed
by analogy of (19) and (20), respectively:

Ly e = {ﬂ/ [l“ — ke, (Pz P12 )}}Im,i**’ @7

e T o (079 || Y e

Solving (27) and (28) for k.. jees = Kiuu =
accounting for R,.. ... from (23) yields

M{Ri** oo — ( i /[m s )}

I, o (Pz/ i )[R,** o —

Now, solving (21) and (29) for R, ;. = R jees
under nullifying the extinction effect by equating

ke With

1

(29)

k** Rk -

ki ju = Kiun june yi€lds
Rl» = Im zlm N (Im,i* - Im,i***) ‘ (30)
’ Im z*lm S (Im,i _Im,i**)

By analogy, one can derive the relationship
between the second-neighbor levels of interaction
assuming that R, ..=R, .R.. .. aNd R,s wes™Rs jisR s ns
(see Figure 2) as well. The coefficients K, jun andk I
are then expressed with the couple of intensities
L, L . and [, 1 ..., (see (19)<(27) and

kin,i in,i

(20)«>(28)), respectively:

. U R joe = (L Ty

, 31
" Im,i (Pz /p12 IRi,i** - 1] D

/M[Ri*,i*** - (Im,i* /Im,i*** )} .
[m,i* (pz /plz XRi*,i*** - 1]
At the end, solving (31) and (32) for R, ..=R . s

under nullifying the extinction effect by equating
k; sk s jene yi€lds

(32)

ki*,l'*** -

]m,i[m,i* <Im,i** - Im,i*** )
]m,i**lm,i*** (Im,i - ]m,i* )

Variation of the levels of interaction, and
hence of /,,, and g, with control has an additional
advantage in that it allows for the capability for
internal experimental checks that are based on using
of instrumental variables. Actually, the generator
current 7 is incorporated implicitly in this technique
as referent parameter. For instance, the capability of
the measurement tool to collect accurate and precise

R; e =

(33)

329



1. Tomov: Extinction in textures: Nullifying the extinction effect

data is controlled by the degree of approximation of
R to the ratio i/i*.

5. EXPRESSING THE EXTINCTION-FREE
POLE DENSITY P

By definition, the extinction-induced systematic
error of the pole density is expressed with the
difference AP, between P and P , i.e.

m?

AP, =P—P,, (34)
P = Ikin /I/:m s (35)
P, =11, (36)

Here P and P, are defined by using the kinemati-
cal intensities from (2) and (4) and the measured
intensities of the textured sample, / , and powder

5o

kin,i; i

T TP
) ——
i,i*
\’

Ikin,i*;ki*;P —————————————
) 1P
pegEe
l

]kin,i**;ki**;P —————————————

P

) ST S
Kin,i %"

— LV — L —
k=Kl =k, =kl =

1

standard, 7, respectively. To express P by meas-
ured intensities, a proper procedure is designed to
data collection (Fig. 3). In this respect, the same re-
flection of textured sample and powder standard is
measured at a series of the incident beam intensities
Ly, 1y s 1y e and I ... caused by stepwise reduction
of the values of the generator current, i.e. i, i*, i**
and 7%,

Any of the particular levels of interaction is
characterizedbyrespectivekinematic, /,, , intensities,
the pole densities, P and P, and the coefficient k.
According to the definitions (14) and (16), £ is the
same for each of the levels of interaction and P" is
equal to unit. Then, P, is expressed by the kinematic
intensities corresponding to the first couple of levels
of interaction measured at the intensity /, ;:

Pi = Ikin,i/ll:in,i . (37)

where

1" kTP =1 1 =4iV -V )"

kini’'i 0= AV =1)

r LV -pF_1- — A% (] _ n

Ikin,i*’ki*’P I; <_10,i* Ai*(V VK)

1" kT PT=1 1

kin,i** [** 0,7 %*

Izin’i***;klr***;Pr:L <_10,i**
k~**:k{**:ki***:k{***

Fig. 3. Data collection procedure that is designed by the levels of interaction of the diffraction process. The same
reflection of textured sample and random standard is measured at a series of the incident beam intensities /, caused by

variation of the generator-current values i.
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L = {ﬂ/[/‘_kirlr;,i (Pz p12 )}}I;u (3%)

Solving the system of equations (19) and (38) for
k.= k] (see (16)) yields:

k= :u[Pi_(]m,i/I;t,ij ' (39)
5, (p2/ 7 B —1]

Further, by analogy of (37), we write for the
second couple of levels of interaction measured at
the intensity / ;:

_ r
E* - [kin,i*/]kin,i* H

Liin g = {ﬂ/ [ﬂ — ki Ly e (Pz P12 )]}I >

Solving the system of equations (20) and (41) for
k.= k. (see (16)) yields:

. B = (e 1)
C (/PR —1]

At the end, solving (39) and (42) for the
unknown parameter P, = P, = P,. under nullifying
the extinction effects k, = k.. yields an extinction-
free value for the pole density corresponding to the
first and second couples of levels of interaction:

r r
p Im,ilm,i* (]m,i - m,i*)
o (-1 LY
myitm,i* \Em,i — Lm,i*

Therefore, starting from kinematic definitions
(37) and (40) for the pole density, an operative
formula (43) thatis in exactaccord with the kinematic
theory is derived using measured intensities.
Following the same procedure, extinction-free data
for the pole density P, .. Py s P, uss, COrresponding
to respective combination of the other couples of
levels of interaction are achieved as well. Once
determined, the empirical extinction coefficient &
can be employed for calculation of the kinematic
intensities, the SE coefficient g defined by (17a)
and the SE correction from (17b).

(40)

where

(41)

(42)

(43)

6. EXPERIMENTAL, RESULTS
AND DISCUSSION

As a model, an electrodeposited nickel coating
(Ni38) was used. It represents fiber texture with a
main <100> component. The 200 reflection was
measured with conventional goniometer using

CuK, radiation separated by graphite focusing
monochromator. The divergence slit was 1/2°, and
receiving one 0.05 mm. The four step measurement
procedure, shown in Figure 2, was carried out in such
a way to compensate the stepwise decrease of the
generator current from i to i*** (j=2i*=4;**=8;***)
by respective increase of the data collection time per
scanned step from 7 to 7¥**, i.e. (it=i*r*=i**r**=
P¥**0*%%) The compensative condition ensures the
same statistical errors in the respective points of the
measured profiles.

Fig. 4 illustrates the proportionality between co-
efficient g and incident beam intensity /. The ordi-
nate axis represents the values of the coefficient g
determined at different levels of interaction of the
diffraction process. The abscissa axis shows that the
1 -reduction is dependent on geometric progression,
re. [/R" (n =0, 1, 2, 3) where R is the ratio be-
tween neighbor levels of interaction. Figs. 4a and 4b
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.

.0 0.2 0.4 0.6 0.8 1.0
-n
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Fig. 4. a) Plot of the SE coefficient g* vs. incident beam
intensity /, whose stepwise reduction is dependent
on geometric progression [ ,R" (n=0,1,2,3), where R
[=2.00213] is the ratio between neighbor levels of
interaction. The measurement of the 200 reflection of
Ni38 sample representing sharp <100> texture (P=35) is
carried out by CuKa-radiation. b) Analogical plot for the
SE coefficient g” of random standard: the conditions of
its measurements are the same.
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show the degree of extinction effects measured at
the textured sample (Fig. 4a) and random standard
(Fig. 4b), respectively. The scale between g values,
corresponding to the textured sample and random
standard is equal exactly to P=g"/g".

In Table 1, results are listed about the pole
density. The first column shows that the stepwise
reduction of the incident beam intensity is dependent
on geometric progression, /,R ™" (n=0,1,2,3), where
R is the ratio between neighbor levels of interaction
caused by the generator current. The second column
contains extinction-free data, and third column
contains data affected by extinction. While the
extinction-free data represent constant values, the
extinction-affected data suffer systematic errors AP
of different values. The systematic error is highest
at the highest level of interaction and lowest at the
lowest level of interaction. The percentage errors
vary from about 6% to less than 1%.

7. CONCLUDING REMARKS

The main advantage of this approach is to gain
accuracy and, hence, physical reality of the data.
Accuracy can only be gained by care in the design
and implementation of an experiment. Actually, this
approach offers a possibility for existing methods
both to be re-considered and improved for texture
characterizations and to develop new ideas. In
general, one can state that no problem related to
using the integral intensities can be correctly solved
if secondary extinction effects are not nullified.

Since diffraction and extinction are indissolubly
linked, the formalism developed here is valid for
single crystals, textures and crystalline powders.
The loading density (number of atoms per unit
area of a net-plane) that is the source of the crystal
anisotropy unifies the general behaviour of these
three structural forms.

APPENDIX A

Source of the coefficient g anisotropy

To find the source of the anisotropic nature of the
coefficient g, one has to resort to P. Since P com-
prises as a whole the crystallographic, textural and
microstructural anisotropy, the resulting anisotropy
of the coefficient g is synthesized by their contribu-
tions to the probing direction. Suppose the space-
angle element dQ covers the range of the probing
direction and the volume element dJ" contains very
many crystallites [16]. Following (3), one can write
an extended expression for the factor P:

(@v/v)/do=P=29m. (44)
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Here m is all the number of crystallites per unit
volume of the sample, and 1} is the average volume
of the crystallites. If the crystallite size D is defined
as the cube root of the average crystallite volume,
913, one can rewrite (44) as

P=D®"m. (45)
where 97 is the area of the crystallographic plane
contributing to reflection. Replacing P with its
corresponding expression from (45) transforms (11)
into

g= DY ’mG, (46)
where G = kI S/2u is a number. Further, one can
represent the crystallite size as:
where (N + 1) is the number of the (4k/) atomic
planes having net-plane spacing, d. Kleber (1970)
showed that d is directly proportional to loading
density L (the number of atoms per unit area of a
net-plane):

d=V.L,

c (48)
where ¥V, is the volume of the primitive cell. By
virtue of (47) and (48), from (46) an expression
follows that connects the coefficient g with the
loading density L:
g=LNV.9*’mG (49)
Evidently, the coefficient g depends on the
crystallographic direction by means of the loading
density. This outcome qualifies L as the source of
the extinction anisotropy and constitutes that the
coefficient g is grater for a denser atomic net-plane
system under otherwise equal conditions. In general,
reducing the loading density of net-planes, the lattice
imperfections diminish thus the coefficient g.
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EKCTUHKIMWA B TEKCTYPU: AHYJIMPAHE HA EKCTUHKIIMOHHU E®EKTU

. TomoB

Hucmumym no onmuuecku mamepuanu u mexronoeuu ,,Axao. 4. Manunoscku “,
buvreapcka akademus na nayxume

Ilocrbnuna na 3 sHyapu, 2011 r.; npuera Ha 5 anpui, 2011 r.
(Pesrome)

Ortuwnraiiku BropuuHata ekctuHkiums (BE) B enHo kpucranorpadcku HarpasieHUe, aHAUIMTHYEH METO/ € OIHCaH
3a PEHTTeHOBO JU(PPAKIIMOHHO XapaKTepU3UpaHe Ha TEKCTYpPH Ype3 aHyJIMpaHe Ha eKCTUHKIMOHHY e(eKTH. 3a Ta3u
1eJT € U3BBPIICHO OAXOAAIIO Mpepas3IiiekIaHe Ha MpupoJiaTa Ha eKCTHHKIMOHHNTE KoeduienTu. [Tokaszano e, ue
Jokaro koeunueHTsT Ha BE g e mponopuuonaneH Ha IpOU3BEICHUETO OT HONIOCHATA ILIBTHOCT P ¥ UHTeH3UTeTa /),
TO eMIIUPUYHUAT €KCTUHKIIMOHEH KOS(UIIUEHT k € He3aBUCUM OT oTHoleHuero g/PJ,. Ha ocHoBaTa Ha HEM3MEHHOCT-
Ta Ha Koe(UIeHTa k 110 OTHOLIeHue Ha g/PJ, eKCTUHKIMOHHUAT e()eKT ce aHyIupa 4pe3 U3paBHsABAHE HA []Ba HETOBU
u3pasa, AepUHUPAHHU YPe3 MHTEH3UTETHTE Ha €THO OTpaKEHHE, N3MEPEHO TPH CEepHsl OT HUBA Ha B3aMMOJICHUCTBHS,
YHMEeTO U3MEHEHHE ce KOHTponupa oT P u /. TexHuku, npeacrapisiBally Pa3IIMPEHU BEPCUY Ca Pa3BUTH 3a (1) OLleHKa
Ha JIOCTOBEPHOCTTa HA KOHTPOJIMPAHOTO U3MEHEHUE HA HUBATa HA B3aUMOJIEHCTBUE Upe3 M3MONI3BaHE HA MHCTPY-
MEHTaJIHa TIPOMEHJIMBA (CHjlaTa Ha TeHEepaTOpHHMS TOK) M, OTTYK Clie/[Ba Ja C€ TEeCTBa ITOTECHIMAIHATA BH3MOXKHOCT
Ha PEHTTeHOBHS arapar Ja cCbOMpa TOYHHU U NPELU3HH AaHHH, U (i1) onpeiesisiHe Ha CBOOOIHU OT eKCTUHKIINS JJAHHU
Ha TIOJIFOCHATA TUIBTHOCT, KOSITO € OCHOBEH (pM3MUEeH mapaMeTsp. ExcriepuMeHTaiHuTe pe3ynTaT ca JUCKYTHPaH!
MOCPE/ICTBOM BIIMSIHUETO Ha EKCTUHKIIMOHHMS KOe(DUIIMEHT g BbPXY TOUYHOCTTA HA ONpE/esIsiHe Ha TTOJIF0CHATA TUIBT-
HOCT B ujeanHoto <100> HanmpaBiIeHUe HA HUKEJIOBH TEKCTYPH.
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Pole density is a fundamental parameter of the diffraction pole figures used for calculation of orientation distribution
functions that characterize the physical properties of textures. To gain accuracy and, hence, physical reality of the data,
an approach is elaborated to derive experimental pole-density values, which are free of extinction effects. The approach
is based on the intrinsic invariability of the empirical extinction coefficient k at a series of levels of interaction of the
diffraction process. The invariability of & is a precondition for nullifying the extinction effects by equating couple of
its expressions defined with the intensities measured at the same series of the levels of interaction. A nickel sample
representing <100> texture component is investigated. The resultant derived series of data for the distribution of pole
density P of the {200} diffraction pole figure is in exact accord with kinematic theory.

Key words: extinction, texture, diffraction pole figures, texture goniometer.

INTRODUCTION

Characterization of textural anisotropy is based
on using pole density P that is defined by relative
volume fraction of crystallites contributing with their
<hkl> poles to the ikl reflection [1]. As diffraction
and extinction are indissolubly linked [2], the pole
density P, determined by using the well-known
definition P, = [ /I’ suffers an extinction-induced
systematic error caused by the measured intensities
I and I of the same reflection of textured sample
and powder standard, respectively. To overcome the
inherent deficit of precision in the above definition,
a pioneer technique is developed for analytical
nullification of the extinction effects of diffraction
pole-figures measured with texture goniometer. The
techniqueisbased onthe invariability ofthe empirical
extinction coefficient & with respect to the level of
interaction of the diffraction process. Practically,
the nullification of the extinction effects is attained
by equating two expressions of £ defined properly
by measured intensities. To realize the purposes of
this study, our concern here is essentially with exact
relationship between diffraction and extinction at a

* To whom all correspondence should be sent:
E-mail: iv_tomov@yahoo.co.uk
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series of levels of interaction attained by controlled
variations of suitable physical parameters as in [3].

ANISOTROPY OF EXTINCTION
COEFFICIENTS: NULLIFICATION
OF THE EXTINCTION EFFECTS

Bragg et al. [4] and Darwin [5] have supposed
that the empirical extinction coefficient £ and the
secondary extinction coefficient g, respectively, are
constants for the crystal, i.e. they have considered &
and g as parameters independent of crystallographic
direction. Accounting for the crystal and textural
anisotropy, the nature of & and g is reconsidered
here. To this end, two definitions given by Darwin-
Zachariasen [5, 6] and Bunge [1], respectively, are
used:

e=20(p./p?), (1)

Ly, = P1,OS /21 )

Here ¢ is the secondary extinction (SE) correction,
g is a dimensionless quantity, p, (n=1,2,...,) is the
polarization factor for incident X-ray beam [6, 7], /,
is the intensity of the incident beam, S is the cross

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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section of the beam, Q is the reflectivity per unit
crystal volume, x is the ordinary linear absorption
coefficient. Combining (1) and (2) yields

e = ki, (Pz/ pi )S , &)

where the expression

k=2gu/PI,S 4)

shows that & and g are mutually connected.
Reforming (4) gives an expression for

g=kPI,S/2u (5)
illustrating that g depends on reciprocal way of
the same parameters. Thus, the coefficients & and
g should show different behaviour with respect to
the diffraction process, whose level of interaction is
controlled for any particular case by both P and /.
First, at PI;,—0, the lower limiting values of /,, =0
(2) and g—0 (5) show, respectively, that in the
only case of no diffraction, there is no extinction.
Second, whereas g is proportional to the product
PI,, the coefficient k e is proportional to the ratio
g/PI,. Therefore, by virtue of the interdependence
between g and P/, any change of P or /, or both
does not cause change of the ratio g/P/, and, hence,
k is constant for any measured point of a pole figure
and, hence, independent of the level of interaction
of the diffraction process. To prove this deduction
suppose the pole density changes from P to P=1
under /,=const. Following (4), k is transformed
respectively into ', i.e.

L @K P@)  ——mmmmme
T $ P
i
\2
]kin,i*(d));ki*;P((l)) —————————
TP
k.=kT=k., =
l 1 i

(6)

Here, it is accounted that g” is proportional to P
which corresponds to random distribution of crys-
talline orientations. Dividing (4) by (6) and taking
into account that P=g/g" yields

K =2ug" 1,8 .

k=k", (7)
irrespective k and k" correspond to different crys-
talline orientation distributions. Whereas & corre-
sponds to {Akl} diffraction pole figure (intensity
distribution function) of a texture, k" corresponds
to hkl reflection of a sample representing the same
substance with random orientation distribution.

The invariability of k constitutes its capability
to nullify the extinction effects by equating two
its expressions that are defined by the intensities
of a pole figure measured at a series of levels of
interaction. By virtue of the mathematical logics,
the condition (7) has to be in exact accord with the
kinematical theory and the resultant derived data
will be then extinction-free.

EXPRESSING POLE DENSITY P
BY NULLIFICATION OF EXTINCTION
EFFECTS

To express P by nullifying extinction effects,
a proper procedure is designed to data collection
(Figure 1). In this respect, the {hk/} diffraction pole
figure of textured sample and /kl reflection of a
powder standard with random crystalline distribu-

kP 1 =Aiy -V )"
PP <y = A=V

b

7 .

v .pr.
kin ok <1
b

0 = ATV =V )"

k7

l'*

Fig. 1. Data collection procedure that is designed by the levels of interaction of the diffraction process. The {ik/} pole
figure of textured sample and 4kl reflection of powder standard are measured at the incident beam intensities /;, and
I, .~ cased by the generator current 7 and i*. Here ¢ is the angle to the sample normal direction.
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tion are measured at the incident beam intensities
1, 1, . caused by stepwise reduction of the genera-
tor current values i and i* (i=2i*).

In the equations listed in Figure 1, 4 is a
constant, V, is the critical excitation potential of
the Ko radiation, and n=1.5 [8]. As a whole, the
measurement procedure is carried out at constant
generator tension V. Any of the particular levels of
interaction is characterized by kinematic intensities,
1,,(¢) and [/, of the texture and power standard,
respectively, the pole densities, P(¢) and P’, and the
coefficient k. Let us focus our attention that £ is the
same for each of the levels of interaction, and P is
equal to unit. Then, the pole density P(¢) is express
by the kinematic intensities corresponding to the
first couple of levels of interaction measured at the

intensity /, ;:

P(p)=1,,.@®)/1I,,.. (8)

The relation (8) is valid for the interval 0° < ¢ <70°
of the pole figure measured at the intensity /,,. As
shown in the paper [3], the kinematic intensities are
defined by the respective measured intensities / :

Lins@® = [ = 52,.,0) (02 92 )[} 1,9 )

kmt {/u/lu kz Ir:zt

Solving the system of equations (9) and (10) for
k, = k] (see (7)) yields the expression:

12 p1 }Im, (10)

WB@) = (@) 1;,)) .

= (11
L@ (p2/ P ) B(9) 1]

By analogy of equations from (8) to (11), the
coefficient k. = k/. corresponding to the second
couple of levels of interaction is expressed by using
the next three definitions:

PAP) =1Ly (D) 11 - (12)

Finse @ =4 [k 1,0 (02 P} )]}1,,,,,-*(@,(13)
e I A A | S A

Iu[};* (p)— (Im,i*(¢)/1r2,i*)} ‘

(15)
L@ (p2/ P JBe(®) 1]

*

Solving (11) and (15) for P, .(¢) = P($) = P.(¢)
under nullifying the extinction effect by equating
the coefficients k, = k. yields an extinction-free
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value for the pole density for the ¢-angle of the
diffraction pole figure:

L), l*(¢)( m) (16)

Pa(p)= 0 (Im,,- (@)=L, (¢))

1,0

Therefore, starting from kinematic definitions (8)
and (12) for the pole density, an operative formula
(16) that is in exact accord with the kinematic
theory is derived using measured intensities. This
procedure has to be repeated for any ¢-angle of the
measured interval 0° < ¢ <70°.

EXPERIMENTAL, RESULTS
AND DISCUSSION

As model samples, an electrodeposited nickel
coating (Nil) and a nickel powder standard with
random crystalline distribution were used. The
nickel coating represents fiber texture with a main
<100> component. The {200} pole figure and 200
reflection corresponding to the respective samples
were measured with texture goniometer using Ni
filtered CuK, radiation. The two-step measurement
procedure, shown in Figure 1, was carried out in such
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Fig. 2. {200} pole figure of an electrodeposited nickel
(Nil) measured at generator current i. It represents the
distribution of strongly extinction-affected pole densities:
P.(¢)=1,(p)I,, ¢ is the angle to the sample normal
direction.
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<221>

<100>

N A~ OO

PR I T I AU T |

0 10 20 30 40 50 60 70
o [degee]

Fig. 3. {200} pole figure of an electrodeposited nickel
coating (Nil) measured at generator current i* It
represents the distribution of less extinction-affected
pole densities: P, .(¢) =1, ()1

a way to compensate the stepwise decrease of the
generator current from i to i* (i = 2i*) by respective
increase of the data collection time per scanned
step from 7 to 7%, i.e. (it = i*c*). The compensative
condition ensures the same statistical errors in the
respective ¢-angles of the measured entity.

The pole density P, (¢) distributions determined
for the first and second measurements are shown in
Figure 2 and Figure 3, respectively. Due to lower
extinction effects, the P, .(¢) values (Figure 3)
are higher than those of the P, ; (¢) distribution
(Figure 2) that are strongly affected by extinction.
The systematic error is higher at the higher level
of interaction and lowest at the lowest level of
interaction. This error depends on the absolute
value P, of the pole density as well. Figure 4
shows extinction-free data determined by (16).
The percentage errors between the respective data
listed in Figure 4 and that ones listed in Figure 2 and
Figure 3 vary from about 5% to less than 1% for the
whole measured interval 0° < ¢ <70°.

CONCLUDING REMARKS

The main advantage of this approach is to gain
accuracy and, hence, physical reality of the data.
Accuracy can only be gained by care in the design

20

18-
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14-
12-

ii*

<100> <221>

0 10 20 30 40 50 60 70
¢ [degee]

Fig. 4. {200} pole figure of an electrodeposited nickel
coating (Nil) representing extinction-free data calculated

by (16).

and implementation of an experiment. Actually, this
approach offers a possibility for existing methods
both to be re-considered and improved for texture
characterizations and to develop new ideas. In
general, one can state that no problem related to
using the integral intensities can be correctly solved
in textures if secondary extinction effects are not
nullified.
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New perovskite-related compounds with general formula Pb, Ba Fe, Co O; (0.67<x<l, 0<y<I) were prepared by
solution-combustion technique. The compounds were characterized by X-ray powder diffraction, SAED TEM, and
"Fe Mossbauer spectroscopy. The structure is closely related to other perovskite-derived structures such as Ca,FeAlO;
and Ca,Mn,O; and can be described as an anion deficient perovskite in which half of the B** cations are located in the
octahedral coordination as in the prototype perovskite structure and the other half are five-coordinated in distorted
tetragonal pyramids. The pyramidal coordination is formed by glide of one perovskite block in respect to the previous
one at b/2 along [010] direction as a result of ordered oxygen vacancies. The pyramids share common edges and
form double chains and channels between them along the b-axis. Inside the channels there are Pb** cations that are
located coordinated by six oxygen atoms and one 6s? electron lone pair of the lead atom. The second cation position
is situated within the perovskite block and has mixed occupancy by the larger Pb*" and Ba®* ions. The study reveals
that substitution of iron by cobalt is possible only at high substitution levels of lead by barium. The influence of the

composition on the structural parameters and stability of the structure is discussed.

Key words: perovskites, crystallographic shear planes, cation substitutions.

1. INTRODUCTION

The perovskite structure is typical for compounds
with general formula ABX, where A" is cation with
ionic radius close to that of the anion X~ (oxygen or
halide anion) and B* is a smaller cation usually of
a transitional metal. The structure can be described
as cubic close packing of A" and X~ ions, where B*
is occupying “ of the octahedral interstices. Since
perovskite structure is very flexible towards modi-
fication of the composition and topological changes
perovskite-type materials exhibit great variety of
physical and chemical properties. Among the per-
ovskites one can find typical dielectrics, high tem-
perature superconductors, ion conductors, colos-
sal magneto-resistant materials, optical materials,
catalysts, etc. Many structures can be derived from
that of perovskite by different ways: by mixed occu-

* To whom all correspondence should be sent:
E-mail: p-tzvetkov@gmx.net

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria

pancy and cation ordering in A and B position; va-
cancy ordering in the anion sublattice; intergrowth
of perovskite and other structure type blocks (e.g.
NaCl, CaF,), and the formation of hexagonal per-
ovskite polytypes, thus, leading to a huge number
of compounds. Complex structural phenomena con-
cerning the anion sublattice of the perovskites were
observed and studied with regard to their influence
on the physical properties of the materials. Among
them are the oxygen vacancy distribution, ordering
and evolution [1-4] and the formation of crystal-
lographic shear planes [4-6]. The shear operation
changes the connectivity scheme of the metal-ox-
ygen polyhedra, replacing corner-sharing BO6 oc-
tahedra by edge-sharing BOS distorted tetragonal
pyramids. The introduction of periodically ordered
translational interfaces into the perovskite structure
was performed on the basis of detailed transmis-
sion electron microscopy investigations of a new
class of Pb and Fe-containing compounds [6-8].
These compounds are closely related to the brown-
millerite-type structure and are isostructural with
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Pb, ,,Sr, ,Fe,O; (Pnma, a = 5.687, b = 3.920, ¢ =
21.075 A) [9]. The structure is complex due to the
fragmentation of the perovskite matrix. The corner
sharing FeO, octahedra alter with double chains of
edge sharing mirror-related FeO, distorted tetrago-
nal pyramids. The FeO, chains running along the
b-axis and the octahedra of the perovskite blocks
delimit six-sided tunnels, where Pb atoms are locat-
ed. Two configurations of FeO, chains occur, arbi-
trary denoted as L- and R-chains. At room tempera-
ture they are fully ordered and alternate along the
c-axis. A phase transition between an ordered and
disordered arrangement of the chains was detected
in PbBaFe,O; around 270 °C [10]. The Sr(Ba) and
Pb atoms occupy mixed positions located in the
cuboctahedral cavities inside the perovskite blocks.
The accommodation of lone 6s? electron pair (Pb*,
Bi*") in the A position of the perovskite structure
is a condition for ferroelectric properties. In addi-
tion, the coordination of Fe*' in the structure with
B—O-B angles of 180° and 90° can lead to unusual
magnetic behavior [6]. The perovskite structure is
flexible and accommodates variety of substitutions.

The purpose of the present work is to study
the tolerance toward cation substitutions in A and
B positions of the perovskite structure modified
by translational interfaces (crystallographic shear
planes). We report the synthesis and structural char-
acterization of a new series of polycrystalline com-
pounds with general formula Pb, BaFe, Co O,
(0.67<x<1, 0<y<l1).

2. EXPERIMENTAL

Polycrystalline samples with chemical composi-
tionPb, Ba Fe, Co,0;(0.67<x<I,0<y<l)were pre-
pared by the solution-combustion technique [11, 12].
The starting compounds used were Fe(NO,),.9H,0,
Pb(NO,),, Ba(NO,),, Co(NO,),.6H,0 and sucrose
(C,,H,,0,,), all of analytical grade purity. A stoi-
chiometric mixture of the reagents was dissolved
in a minimum quantity of distilled water. The dish
containing the reaction mixture was placed on an
electric heater and evaporated until drying. After
drying, the samples were left on the heater to raise
the temperature and initialize the combustion re-
action. The samples burned quickly, forming light
fine powders. The obtained powders were further
homogenized in agate mortar and heated at 400°C
for 2 hours in order to burn the organic residue, ho-
mogenized again and pressed into pellets (14 mm
diameter) at 714 atm [kg/cm?] pressure. The pellets
were placed into corundum crucibles and heated
for 24 hours at 850 °C in air with one intermediate
grinding after the first 12 hours. The samples were
grinded and heated again at 930 °C for 1 hour in
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order to promote the reaction of BaPbO, detected as
a minor impurity phase in the samples.

Mossbauer spectra were taken in the transmis-
sion mode at room temperature using a constant ac-
celeration spectrometer. A source of ¥’Co(Rh) was
used. PbBaFe, Co O, (x =0, 0.5, 1) powder mate-
rial was mixed with polyvinyl alcohol powder (glue
substance) and then pressed into a disk. The thick-
ness of the disk was chosen to achieve Mossbauer
absorber thickness of 50 mg cm 2. The spectra were
fitted using an integral Lorentzian line shape ap-
proximation [13, 14]. The isomer shifts are referred
to the centroid of a-iron foil reference spectrum at
room temperature. The geometric effect was taken
into account.

The TEM investigations for PbBaFe, Co O;
(x =0.5, 1) were performed by TEM JEOL 2100
with 200 kV accelerating voltage. The specimens
were grinded and dispersed in ethanol by ultra-
sonic treatment for 6 min. The suspensions were
dripped on standard holey carbon/Cu grids.

Powder X-ray diffraction patterns were collected
at room temperature on Bruker D8 Advance diffrac-
tometer using CuKa radiation and LynxEye PSD
detector within the range 5-140° 20, step 0.02° 20
and 6 sec/strip (total of 1050 sec/step). To improve
the statistics, rotating speed of 60 rpm was used.
The crystal structure parameters were refined using
TOPAS 3 program [15].

3. RESULTS AND DISCUSSION

According to the results of the powder XRD
analyses it was found that the substitution of cobalt
for iron in the structure of Pb, Ba Fe,O, depends
strongly on the degree of substitution of lead by bar-
ium. For x < 0.9 only small amount of cobalt can be
accommodated in the structure. With the increase of
the substitution level to x = 1 a solid solution series
with composition PbBaFe, Co O,(x =0, 0.25, 0.5,
0.75, 1) was successfully synthesized. Unit cell pa-
rameters of the corresponding phases are presented
in Table 1. The substitution leads to slight increase
of b parameter and simultaneous decrease of both
a and ¢ parameters. As a result, the volume of the
unit cell decreases with the increase of the substi-
tution level. This fact is consistent with the differ-
ence of the ionic radii of Fe’* (0.645A) and Co?**
(0.61A) [16].

The Rietveld refinement of the compounds within
the series PbBaFe, Co O (x =0, 0.25,0.5,0.75, 1)
revealed that they all are isostructural with the end
member PbBaFe,O;. Detailed structural parameters
for the composition PbBaFeCoOj are presented in
Table 2. Due to the small difference of the atomic
scattering factors of Fe** and Co®", the distribution of
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Table 1. Unit-cell parameters for the PbBaFe, Co,O; solid solutions

calculated from XRD data
x a(A) b(A) c(A) V(A%
0.00 5.76504(6) 3.99197(4) 21.1376(2) 486.440(9)
0.25 5.76277(6) 3.99414(5) 21.0965(2) 485.62(1)
0.50 5.76075(5) 3.99950(4) 21.0468(2) 484.96(1)
0.75 5.75921(4) 4.00445(3) 20.9975(2) 484.297(7)
1.00 5.75834(4) 4.00866(3) 20.9558(2) 483.745(9)

Table 2. Refined structural parameters for PbBaFeCoOj, space group Prnma(62),
a=15.75834(4), b =4.00866(3), c = 20.9558(2), Z=4

Atom Wyck. x/a y/b z/c SOF Biso(A%)
Pb(1) 4c 0.00518) 1/ 0.56867(7) 1.00 0.6903)
Ba(2) 4c 0.4888(9) 1/4 0.68424(9) 1.00 0.44(5)
Fe(1) 4c 0.521(2) U4 0.4463(2) 1.00 0.38(6)
Co2) 4c 1.000(2) U4 0315503) 1.00 0.38(6)
o(l) 4c 0.962(4) 3/4 0.3188(7) 1.00 132)
0(2) 4c 0.728(4) U4 0.235(1) 1.00 132)
0(3) dc 0.201(4) U4 0.394(2) 1.00 132)
04) 4c 0.747(4) 1/4 0.387(2) 1.00 1.3(2)
o(5) 4c 0.542(4) 3/4 0.4608(6) 1.00 1.3(2)

R, = 1.46, R, =3.52, R, = 1.09, GOF = 3.23

cobalt over the two possible cation sites could not be
determined from the XRD experiments. Therefore,
a Mdssbauer spectroscopy was performed.

The Mossbauer spectra of the two types of
samples PbBaFe,O4 (Type I) and PbBaFe, .Co, O,
(Type II) are shown in Fig. 1. The fitted parameters
corresponding to isomer shift (IS), full width at
half maximum (FWHM) of the absorption lines,
quadrupole shift (QS), magnetic field at the site of
the Fe nucleus (H), and relative spectral area are
summarized in Table 3.

Each spectrum was fitted by superposition of
two well-resolved magnetic Zeeman sextets, (1) and

(2), corresponding to the two positions of the iron in
the crystal lattice of the investigated material. For
the first sample (that without Co) we obtained the
isomer shift of the sextet (1) as 0.329 mm/s, while
for the sextet (2) it is 0.418 mm/s. For the second
sample (with Co) the isomer shifts are 0.33 mm/s
and 0.42 mm/s, respectively. Therefore, within the
experimental error, there is no difference as to the
isomer shift for the two samples. In both positions
the valence state of the iron is Fe*'. However, in
general, taking into account the systematic decrease
of the isomer shift on decreasing of the coordination
of iron, we should assign, for both types of samples,

Table 3. “Fe Mossbauer spectral parameters of hyperfine interaction for PbBaFe,O; and

PbBaFe, ;Co, ;O;

Sample Site IS FWHM QS H Relative
P [mm/s] [mm/s] [mm/s] [kOe] area [%]
. . . . NENR
Type 1 0.329(3) 0.17(1) 0.107(3) 434.6(3) 50.7+1.4
2 0.418(3) 0.18(1) —0.106(4) 502.5(2) 493+14
0.33(1) 0.26(2) 0.128(6) 431.6(4) 46.6+1.8

Type II
2 0.42(1) 0.25(2) —0.106(5) 496.2(3) 53.4+1.8
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Fig. 1. Mossbauer spectra of PbBaFe,O; (a) and PbBaFe, ;Co, O, (b)
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Fig. 2. Experimental and calculated selected area electron diffraction patterns of
PbBaFeCoO; in [001] and [100] directions
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sextet (1) to the pyramidal site (Fe-O,) and sextet (2)
to the octahedral site (Fe-O,) [14]. The sample with
Co shows a significant increase of the resonance line
width for both sites: the pyramidal and octahedral
ones. There is also a small decrease of the magnetic
field at the site of the Fe nucleus when going from
Type I (without Co) to Type II (with Co) samples. It
should be mentioned some difference of the relative
spectral area as well. The sample without Co shows

[010]
1200
. - .
- G .o
- - s .

IR ETEET I R EET DR T PR N
SO B E AR SE e SRR N E s
L IR T EEEY DEEEEE I DR T
L R LR T X )
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L IR T EEEY DEEEEE I DR Y )
e Be siene e

TR EEET T T DR T PR Y

[010] Pnma

[010] Imma

nearly equal spectral area for both sites, while the
sample with Co shows that the pyramidal site is
several percent less populated by iron (Fig. 1 and
Table 3).

Summarizing all the data we can conclude that
cobalt replaces iron in both sites, but with more
preference to the pyramidal one. The broadening of
the resonance lines for Type II sample is connected
with the random distribution of cobalt and different

[110]
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D ® co s e e
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----------
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Fig. 3. Experimental and calculated selected area electron diffraction patterns of PbBaFeCoO;. In directions [010] and
[110] both low (Pnma) and high (Imma) temperature phases are observed
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exchange interactions Fe—Fe and Fe—Co. The small
increase of the cobalt population in the pyramidal
site could be explained by the different ion radii
of Fe and Co. The cobalt ion has a smaller radius
than the iron ion and it is easier for Co ion to be
placed into the pyramidal site than iron ion since
the pyramidal site volume is smaller than that of
the octahedral site. The asymmetric population
of cobalt in the octahedral and pyramidal sites is
an additional way to assign magnetic sextet (1)
to the pyramidal site (Fe-O;) and sextet (2) to the
octahedral site (Fe-Oy).

Experimental and calculated SAED patterns of
sample PbBaFeCoO, are shown in Figs. 2 and 3. The
complete indexing of the patterns was performed
using an orthorhombic unit cell as determined from
the XRD data. The reflection conditions: Okl:k+1 =
2n, hkO:h = 2n, h00:h = 2n, 0k0:k = 2n, 001:1 = 2n
are unambiguously derived from the [100] and [001]
electron diffraction patterns, in agreement with the
proposed Pnma space group.

The parent structure PbBaFe,O, undergoes a
phase transition from Pnma to Imma space group
at 270 °C [10]. The same transition was observed
for the substituted sample PbBaFeCoO, during
the TEM studies. The SAED patterns for [010]
and [110] directions can be indexed by using
two sets of diffraction patterns — one for the low-
temperature phase and a second one for the high
temperature phase. We suppose that this transition
is caused by the electron beam irradiation.
Experimental [100], [010], [001], [110] SAED
patterns are compared with calculated ones and a
good accordance is observed.

Acknowledgements: The authors thank the National
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Upes MeTo1a Ha KOMOYCTHS OT pa3TBOP Os1Xa CHHTE3UPAaHU HOBH IIEPOBCKUTOITOI00HH CheJUHEHHUS ¢ 001112 hopMyTa
Pb, BaFe, Co O, (0.67<x<l, 0<y<l). Beuecrsara ca xapakresusupanu ¢ X-ray mpaxosa mudppakuus, SAED
TEM u ’Fe Mossbauer ciekrpockonusi. CTpyKkTypara e OJM3Ka Ha IpyrH NPOU3BOAHU cTpyKTypu Kato Ca,FeAlO;
u Ca,Mn,O, 1 Moxe Ja Obe onucaHa KaTo aHHOHHO JS(HIMTEH NEPOBCKUT, B KOITO mojoBHHATa OT B** kaTnoHU
3aeMar OKTaeJpruiHa KOOPAWHALKS, a OCTaHAIaTa IOJIOBUHA Ca B IIETOPHA KOOPMHAIMS B N3KPUBEHH TETPArOHAIHU
nupamuan. IleropHata KoopAMHALMS HA MUPAMHUIUTE CE II0JIydaBa OT NMPHUXJIb3BaHE HAa €IUH NEPOBCKUTOB OJIOK
cipamo cheeqHus Ha b/2 mo Hanpasnerue [010], kaTo pe3ynraT OT HOAPEICHN KUCIOPOTHY BakaHIUH. [TnpamunuTe
CHO/IENAT 001IH pPHOOBE U 00pa3yBaT ABOIHM BEPUTH U KAHAIIH 110 IbJDKMHA Ha b-ocTta. BbhTpe B kananute Pb** katnonu
ca KOOPJMHHUPAHH OT IIECT KHCIOPOJHH aTOMa M eiHa 6s’ eNeKTPOHHA JBOWKA OT OJIOBHUS aToM. Bropara romsma
KaTHOHHA [O3MIUsI CE HAMUPA B IEPOBCKUTOBHS OJIOK M MMa cMeceHO 3acenBaHe ot Pb?* u Ba?* nonu. Msciensanero
MOKa3Ba, Y€ 3aMECTBAHETO Ha XKEJSI30 C KOOANT € Bh3MOXKHO CaMO NP BHCOKM HUBA HAa 3aMECTBAaHE Ha OJIOBO OT
Oapuii. OOcHIEHH ca BIUSHHUETO HAa ChCTaBa BEPXY CTPYKTYPHHTE ITapaMeTPH U CTAOMITHOCTT Ha CTPYKTypara.
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There are applied different methods as high temperature X-ray, microscopic, spectroscopic, calorimetrical, heat-
mechanical etc. There are mostly studied the deformation and destruction of the elementary cells of the polycaprolactam
basic crystal forms. By change of the intensity distribution of the powder X-ray diffraction there are controlled as
the profile and angle deviation on different diffraction reflections, as well as the alterations in the packing of the
macromolecular chain segments in the crystal phase. There are defined the critical deformation values caused the
polymorphic transitions. The present results are connected with the crystal phase perfection and with the quantitative
proportion of the simultaneously existed crystallographic modifications in the studied objects at the given conditions.
There is supposed a mechanism of structural development connected with the specificity in the H-bonds redistribution

at the polycaprolactam.

Key words: Polycaprolactam, thin films, structure, polymorphic transitions, X-ray diffraction.

INTRODUCTION

Undoubtedly the structure-properties relation-
ship remains currently actually. At the strongly
crystallizable flexible chain polymers and espe-
cially at polycaprolactam the studying of the rela-
tionship crystal structure/properties is particularly
important. The influence of the hydrogen bonds
between the amide groups as in the crystal as well
as in the amorphous polycaprolactam regions fully
defines its strength/deformation properties. The
effect multiplies from the fact that the polycaprol-
actam structure/properties relation is consider in the
borders crystal structure in isotropic state — defor-
mation behaviour in orientated state, and includes
basic stages as follows: nascent structure — forming
conditions — isotropic structure — orientation draw-
ing conditions — structure in orientated state at given
drawing stage — utmost drawing conditions — utmost
orientated structure — deformation behaviour of ut-
most orientated polycaprolactam. The studding of
the relationships begins with temperature possibili-
ties for optimal modifications of the initial isotropic
structures and it can starts with investigation of the

* To whom all correspondence should be sent:
E-mail: hristo_uzov@abv.bg
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polycaprolactam polymorphism at cyclical repeat-
edly heating and cooling in the most wide possible
temperature interval.

EXPERIMENTAL

There are used different modes polycaprolactam
with different molecular masses and molecular-mass
distribution (characteristic viscosity in 1% solution
ofH,SO,n,,=2.11+2.83), contents of low-molecular
tie in the interval 1.0+12.0% mass, moisture content
from 0,1 to 0,01% mass, as a necessary condition
about the obtaining of crystal structures with differ-
ent perfection. There are formed thin folios in a large
diapason of forming conditions: T =483+513 K n
T, = 77+473 K. The high temperature X-ray inves-
tigations are carried out by repeated cyclical heating
and cooling in the temperature interval from 293 K
to 513 K with heating rate of 5 K/min and 5 min
tempering for every scanned temperature at interval
of 5 K. The initial isotropic structure of the pressed
folios was characterized by light-microscopy, elec-
tron-microscopy and with powder X-ray diffrac-
tion methods using a polarization light-microscopy
Amplival Pol, Karl Zeiss, Jena, Germany, SEM BS
— 340, Tesla, Brno, Cheh Republic, TEM Opton
10B, Feintechnik, Oberkochen, Germany. Using

© 2011 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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an universal powder X-ray diffractmeters URD 6
(“Prazisionsmechanik — Freiburg”, Germany) and
JPOH 3 equipped with a high temperature chamber
YBJ 2000 (“BypeBectauk — Cankr IlerepOypr”,
Pycus), at applying of Cu,, radiation (B-filtered by
Ni filter, A = 1.5418 A) there are obtained low- and
high-temperature X-ray diffraction curves under
different time/temperature conditions of simul-
taneous modification. The crystal phase perfec-
tion was defined by the packing compactness of
the macromolecular chain segments in the crystal
phase of the a-crystal modification [1, 2]. The de-
formation/strength investigations are carried out at
differen temperatures by an apparatus “Tiratest-
1027, Germany.

RESULTS AND DISCUSSION

The intensity distribution of the diffracted from
isotropic structures X-ray beam is basically con-
centrated in the angle interval 18—19 + 25-26 °20.
In that interval appear the fundamental diffraction
reflections of the all known polymorphous forms
(o, a*, B, B*, v, v*), the other possible meso-states,
as well as the known as overcooling melt d-phase
[3-11]. Because of that the powder diffraction
in the interval 15+30 °20 is fully sufficient about
polymorphous phase investigations in the studying
of its structure rearrangement. The relation struc-
ture — properties investigation needs of a detailed
notion about the polycaprolactam crystal structure,
because of the existence of direct connection with
the morphology and determining of its mechanical
behaviour amorphous regions. The obtained experi-
mental data show that the most using morphologic
structures cause the simultaneously existence of
more than one crystal forms. Usually it can be ob-
served the simultaneously existence of all possible
polymorphous forms and mesophases in different
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Fig. 1. High temperature X-ray diffractograms of thin
PCL folios formed and scanned at different conditions:

1) PCL-2, Tpr =220 °C, Tcool = 0 °C, Tsc =20 °C;
2) PCL-2, Tpr =230 °C, Tcool = 0 °C, Tsc = 20 °C;
3) PCL-2, Tpr =240 °C, Tcool = 0 °C, Tsc = 20 °C;
4) PCL-1, Tpr =240 °C, Tcool =20 °C, Tsc =180 °C;
5) PCL-2, Tpr =240 °C, Tcool = 0 °C, Tsc = 20 °C;
6) PCL-2, Tpr =240 °C, Tcool =20 °C, Tsc = 20 °C;
7) PCL-2, Tpr = 240 °C, Tcool =20 °C, Tsc =200 °C;
8) PCL-2, Tpr =240 °C, Tcool =20 °C, Tsc =180 °C;
9) PCL-2, Tpr = 240 °C, Tcool =20 °C, Tsc =240 °C;
10) PCL-2, Tpr =240 °C, Tcool =20 °C, Tsc =140 °C.

Table 1. Crystallographic and morphological information for some of the investigated objects

Object, Ne T, K Teay, K T, K 0., % a:y:d Initial morphology CPI' ICP
1. PCL-1 230 ~196 120 4 3:8:89 Fine spherolitic 0367 0.5
Narrow size distribution
2. PCL-1 230 200 160 49 2:11:87 Large spherolitic lamellar 0.704 1
Wide size distribution
o, Middle spherolitic

3. PCL-2 240 20 180 41 19:38:43 Middle st diatrbution 0.604  0.846
4. PCL-2 240 200 210 1.5 94:2:4 Large spherolitic 0.424  0.583

Wide size distribution

*Crystalline Perfection Index (CPI)
“Index of Chain Packing (ICP)
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Fig. 2. High temperature X-ray diffractograms of thin
PCL folios formed and scanned at different conditions:

1) PCL-2, Tpr =200 °C, Tcool =20 °C, Tsc =20 °C;
2) PCL-2, Tpr =240 °C, Tcool = 25 °C, Tsc =25 °C;
3) PCL-2, Tpr =240 °C, Tcool = 20 °C, Tsc = 100 °C;
4) PCL-2, Tpr =240 °C, Tcool =20 °C, Tsc = 140 °C;
5) PCL-2, Tpr =240 °C, Tcool =20 °C, Tsc =50 °C;
6) PCL-1, Tpr =240 °C, Tcool =20 °C, Tsc =20 °C;
7) PCL-2, Tpr =245 °C, Tcool =25 °C, Tsc =30 °C;
8) PCL-2, Tpr =240 °C, Tcool =20 °C, Tsc =20 °C;
9) PCL-1, Tpr =215 °C, Tcool = 20 °C, Tsc =210 °C;
10) PCL-1, Tpr =220 °C, Tcool =-95 °C, Tsc =20 °C.

quantitative proportions. The specific conditions
just strongly increase the content of some of them
(Table 1). So by changing of the forming conditions
of different structures is possible to affect strongly
the properties of the polycaprolactam materials and
products. It is possible by reason of the fact that
every determining the mechanical behaviour mor-
phology is genetically connected with own crystal-
lographic content. For example the known with the
better mechanical behaviour fine spherolitic struc-
ture with not so large as a size of the morphological
components distribution (Fig. 4d) is described with
significant presence of almost every polycaprol-
actam polymorphous forms and mesophases and
approximately equally content of o- and y-forms
(Curve 1, Fig. 2; Fig. 4c; Table 1, Ne 3).
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The large-spherolitic structures with narrow
size-distribution possess high (490 MPa) and
lower strength characteristics (31-37 MPa). The
large-spherolitic structures with very widely size-
distribution of the morphological components are
characterized with better mechanical features (E,
=430 MPa, c,,= 42 MPa) in comparison with the
structures having whopping morphological com-
ponents but with narrow size-distribution. The
biggest spherolitic and lamellar polycaprolactam
structures (Fig. 4a) with a little dispersion show
very high modulus (1.6 GPa) only in the little de-
formations range (g = 0.01+0.5%).

It was found, that it is easy to find out form-
ing conditions for every kind of polycaprolactam
with purpose to obtain the desired isotropic struc-
ture with crystallographic modifications in the
crystal phase are connected with the morphologi-

100

rel’

=

-100 ~

-150 ~

-200 +

-250 1111+ 1°
14 16 18 20 22 24 26 28 30

2Theta, deg

Fig. 3. High temperature X-ray diffractograms of thin
PCL folios formed and scanned at different conditions:

1) PCL-1, Tpr =240 °C, Tcool = 20 °C, Tsc =230 °C;

2) PCL-1, Tpr =220 °C, Tcool =-95 °C, Tsc =230 °C;
3) PCL-1, Tpr =220 °C, Tcool =-95 °C, Tsc =200 °C;
4) PCL-1, Tpr =220 °C, Tcool =-95 °C, Tsc =160 °C;
5) PCL-1, Tpr =220 °C, Tcool =-95 °C, Tsc =220 °C;
6) PCL-1, Tpr =220 °C, Tcool =-95 °C, Tsc =140 °C;
7) PCL-1, Tpr =220 °C, Tcool =-95 °C, Tsc =100 °C;
8) PCL-I1, Tpr =220 °C, Tcool =-95 °C, Tsc =20 °C;

9) PCL-1, Tpr =220 °C, Tcool =-95 °C, Tsc =120 °C;
10) PCL-1, Tpr =230 °C, Tcool =-196 °C, Tsc =20 °C.



Chr. Uzov et al.: On the relationship crystal structure — properties at flexible chain polymers. 1. Polycaprolactam

Fig. 4. Polarization microphotos of thin PCL folios
Formed by pressing at: a) Tpr =240 °C, Tcool = 0 °C;
b) Tpr =240 °C, Tcool =20 °C; ¢) Tpr =200 °C, Tcool
=20 °C; d) Tpr =230 °C, Tcool =—-196 °C. Micr. mag-
nification 200x.

cal type, and respectively with the mechanical
behaviour, too. On the basis of the initial isotrop-
ic structure 3 (Table 1, Curve 1, Fig. 2, Fig 4c)
subjected to gradually orientated drawing in the
temperature interval from 393 K to 433 K were
reached E_ = 1.1 GPa and o, , = 350 MPa at 7.2
multiple extension. Besides, every structure can
be easy temperature modified in other desired
one using different modes. It is most important
the circumstance that at one and the same condi-
tions it can be formed different structures (with
different quantitative proportion of crystal forms)
or at different conditions — identical structures,
depending on the objects preliminary history. As
a result of heating, for example of the amorphous
O-phase forming itself y-modification, turns into
the polycaprolactam a-form. Up to 140-160 °C
there are running improving processes of the both
co-existence modification. At farther temperature
raising begins increase of the y-form contents.
Over 180 °C starts the crystal phase melting that
is finish around 220-230 °C. The first cooling

forms first of all the a-form that is perfecting up
to room temperature.

At variance of the time/temperature modifica-
tion conditions at different temperatures and dif-
ferent heating and cooling cycles it can be obtain
different structures with different perfection (Fig.
1-3, Table 1). Namely the different quantity and
quality of the crystallographic modifications deter-
mine the suitable density and mode of the segments
packing for different structural reorganizations de-
pending on the implement conditions. Their big
multiform and complexity should to be investi-
gated concrete in detail for all used in the prac-
tice polycaprolactam materials. On Figures 1-3
are present a number of powder diffractograms of
thin polycaprolactam folios formed under different
conditions. Accepting the B-form [3] as an a- and
y-forms blend, supplemented up to 100% with the
d-phase, we can characterize the roughly presented
isotropic structures in first approach by the quan-
titative proportion of the a- and y-forms. If accept
the basic peaks of the crystal forms appears in the
angle intervals 20.1-20.2° £ 0.4-0.8° 20 for 200,
21.6-21.8 £ 0.4-0.8° 26 for 100, and 23.4-23.8° +
0.4-0.8° 20 for 002, 020, we can interpret quali-
tative, or with some approximation, their quantita-
tive content in the experimental powder diffracto-
grams. As it can be seen from the shown diffrac-
tograms there are observed one-, two-, three- and
multilineal polycaprolactam models in the studied
diffraction interval 18—19+25-26°. It is not easy
to interpret similar multiplicity in the light of the
polycaprolactam complicated polymorphism, that
is strongly dependent on different physics influ-
ences. By the realizing of different degrees and
modes of overcooling during the initial isotropic
structure forming, is possible to obtain various
variants of the diffracted beam intensity distribu-
tion. It turned out, that the same or similar pictures
can be obtained by means of different hating and
cooling modes. L.e., from every one obtained initial
isotropic structure, using different modes of tem-
perature modification, it is possible to receive an-
other possible from that group isotropic structure.
Moreover, with different degree of perfection.

CONCLUSION

Depending on the forming conditions of
thin folios by pressing and basically, from the
overcooling ratio at the recrystallization processes
it is possible to obtain strongly different isotropic
structures, that contains all known polycaprolactam
polymorphous phases, with differently quantitative
proportion and perfection. By different modes of
heating and cooling of the initial polycaprolactam
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phases it can be received various desired isotropic
structures;

There are observed at first sight illogogical
polymorphous transitions, namely — form more
steadily to less steadily crystal modifications,
depending on the initial structure, time-temperature
pre-history and the transition scheme, as well as from
the perfection of the a- and y-crystal modification
at the moment of the polymorphic transition. The
present diffractograms, connected with the relevant
forming conditions, can be obtained with a good
repetition at consecutively heating and cooling
cycles in the temperature interval 20-240 °C.
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BBPXY BPBH3KATA MEXJTY KPUCTAJIHATA CTPYKTYPA 1 CBOMCTBATA
TP I'bBKABOBEPWXXHUTE ITOJIMMEPU. 1. ITOJINKAITPOJIAKTAM
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2 Vuusepcumem ,, Enuckon Koncmanmun Ipecaascku* — Hlymen, 9712 [lymen, Boieapus
3 Jlykotin Hegpmoxum Bypeac AJ], Bypeac, bvaeapus

ITocrbnuna Ha 31 nexemspu, 2010 r.; npuera Ha 30 mapt, 2011 1.

(Pesrome)

W3nomn3Banu ca BUCOKOTEMIIEPATypHH PEHTICHOBH, MHUKPOCKOIICKH M Je(hOpMallMOHHO-IKOCTHH METO/N U Me-
TOJMKH 3a W3CJie/[BaHe NonuMopdu3mMa Ha MoJIMKanposiakraMa. VM3yuaBanu ca, OCHOBHO, Jedopmanusra u paspy-
IICHHETO Ha EJIEMEHTapHHUTE KJIETKH Ha OCHOBHUTE KpHCTAIHM (JOPMHU Ha IMOJMKAIpOJaKTaMa MpH Npexoja UM B
JpYTH KpUCTAIHK Moxudukaiyu. KoHTpoaupaHu ca, NOCPeJICTBOM M3MEHEHNE Ha MHTEH3UTETHOTO paslpelielieHne
Ha IpaxoBara peHTreHoBa Audpakius, npoduia 1 brioBaTa AeBUalys Ha ONpeeSeHN TUPPAKIIMOHHN OTPaKeHHUS,
0Tpa3sBallli IPOMEHHTE B OITAKOBKAaTa HAa MAKPOMOJICKYJIHITE BEPHIKHU CETMEHTH B KpUCTaIHaTa (asa. Pesynrarure
ca CBbP3aHH ChC ChBBPIIECHCTBOTO HA KpUCTAIHATA (Paza U C KOJMYECTBEHOTO CHOTHOILCHNE Ha €JHOBPEMEHHO Chb-
IECTBYBAIMTE KpUcTaIOrpad)cku MOAN(DUKALINY B U3CIIEIBAHUTE OOSKTH TIPH J1aICHUTE YCIIOBHSI.
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