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3D modelling of heat and mass transfer processes during the combustion of liquid 
fuel 

A. Askarova1, S. Bolegenova2*, N. Mazhrenova2, R. Manatbayev2, Sh. Ospanova1,  Symbat 
Bolegenova2, I. Berezovskaya1, V. Maximov1, A. Nugymanova2, Zh. Shortanbayeva2

1 SRI of Experimental and theoretical physic, Al-Farabi Kazakh National University, Almaty, Kazakhstan 

2 Faculty of Physics and Technology, Al-Farabi Kazakh National University, Almaty, Kazakhstan 

In this article numerical study of the processes of atomization and combustion of two kinds of liquid fuel by using the statistical 
model of breakup and dispersion of the drops was conducted. The octane and dodecane were used as liquid fuels in the researches. 
There was also constructed the model of the combustion chamber in a cylinder form. During the numerical simulation has been 
determined optimum combustion mode for two types of liquid fuel. The initial temperature in the combustion chamber was varied 
from 700 to 1500 K. It was shown that for the two types of liquid fuel the oxidant’s optimal initial temperature in the combustion 
chamber is 900 K. It was determined the optimum value of the initial temperature in the combustion chamber. Computational 
experiments on research of the distribution of the maximum temperature, the concentration of the combustion products and the 
dispersion of liquid particles were performed.   

Keywords: liquid fuel, numerical modeling, octane, dodecane, combustion, statistical model, initial temperature 

INTRODUCTION 

At the present time, despite the ongoing efforts 
in the development and use of renewable energy, 
85% of all energy consumed in the world are 
received from the combustion of fossil fuels. 
Statistics show that 39% of the total energy 
consumption are accounted for the liquid types of 
fuels’ combustion and 97% of this total energy is 
used in the transport sector [1]. While still in the 
world widely liquid fuels are used as a primary 
energy source, it is paramount the increasing the 
efficiency of their combustion and thereby 
minimizing the impact on the environment. 

The development of energy conversion systems 
with high efficiency and low emissions plays a 
major role in reducing of greenhouse gas emissions 
to the atmosphere. Necessity of a detailed study of 
physical and chemical processes occurring during 
combustion of liquid types of fuels is determined 
by increasing requirements for effectiveness of the 
various technical devices, necessity of accurately 
determine the moment of ignition and due to 
modern environmental requirements. On the other 
hand the results of basic research of physical and 
chemical processes of combustion allow to find 
effective modes of various technical devices, 
including internal combustion engines [2]. 

In this regard computer simulation of the 
physical and chemical processes of breakup, 
dispersion,  vaporization and combustion  of  liquid 

* To whom all correspondence should be sent:
saltanat.bolegenova@kaznu.kz

fuel droplets at different initial conditions in 
internal combustion engines is relevant. The 
combustion of liquid fuels has a number of specific 
features, due to chemical reactions in a dynamic 
and thermal interaction between of the reagents and 
the intensive mass transfer during phase transitions, 
as well as the dependence of the process parameters 
as the thermodynamic state of the system and of its 
structural characteristics. As the investigation of 
combustion is impossible without a detailed study, 
that comes to the fore the problem of the 
fundamental laws of processes of heat and mass 
transfer research during the combustion of various 
types of fuels. This article is devoted to the 
numerical simulation of the processes of 
atomization and combustion of two kinds of liquid 
fuel.  

Atomization of the fuel jet has wide application 
in many fuel supply systems, as well as in 
combustion chambers of the modern aircraft 
engines. This type of flow in a radial cross-flow 
enhances fuel atomization characteristics which 
generated injection and vaporization and is used in 
premix and evaporative fuel-air mixture chambers. 
When liquid fuel is sprayed from the gas turbine 
engine nozzle droplets sizes may reach several 
microns, while the sizes of the fuel channels 
exceeds by several orders.  

With the development of modern science of jet 
technology, many researchers have begun to focus 
on thermal and chemical processes occurring inside 
the engines of missile and aviation technology. So 
M. Gorokhovski in his work [3] has developed a 
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new subgrid stochastic model for liquid particles 
breakup at high turbulence. The developed model 
describes the decay of elementary particles in a 
space where the liquid spreads through the 
relaxation time in the distribution of the droplet 
radii. This model was implemented in the KIVA-II 
software package together with the Lagrangian 
particle trajectory tracking model. 

In [4] M. Gorokhovski and V. Savel'ev in the 
framework of Kolmogorov decay theory for large 
numbers of Weber studied the decay of liquid 
droplets. In this paper it was given balance equation 
for the droplet population distribution radially in 
the form of the invariant under the group of large-
scale transformation. In this work the authors have 
shown that due to the law of symmetry ultimate 
solution of this equation is a function of power.  

Also in the [4] work the authors used subgrid 
stochastic model for the study of atomized liquid 
droplets. Following Kolmogorov concept, 
considering the collapse of solid particles in the 
form of a discrete random process, the authors 
studied the work of spray liquid clumps at a high 
relative velocity of the moving gas during the 
uncorrelated breakup events that turn to howl do 
not depend on the initial droplet size. Also the 
discrete model of the Kolmogorov’s breakup has 
been modified in the form of the Fokker-Planck  
differential equation for the probability density 
function of droplet radii. 

In this paper KIVA-II was used as a starting 
package of computer programs, which was 
developed by scientists from the Los Alamos 
National Laboratory (LANL). All the 
computational experiments were done by using this 
computer program which are used for the numerical 
calculation of two- and three-dimensional chemical 
reactive fluid flows with sprays. The KIVA-II 
equations and numerical solution procedure are 
very general and can be applied to laminar or 
turbulent flows, subsonic or supersonic flows and 
single phase or dispersed two-phase flows. With 
this software package is possible to explore the 
complex processes of ignition, combustion of the 
fuel and air mixtures, as well as the processes of 
formation of pollutants released into the 
atmosphere as a result of the internal combustion 
engine’s work [3-5].  

In this paper a computer package KIVA-II 
software has been optimized to simulate the 
chemical kinetics of combustion processes in diesel 
and aircraft engines. This software package has 
been adapted to the task of the incineration of the 
liquid fuel in the combustion chamber at  high 

turbulence. With KIVA-II it was possible to 
calculate the aerodynamic of the flow, injection 
mass, oxidant’s temperature, pressure, turbulent 
characteristics, the concentration of combustion 
products, fuel vapor and other characteristics of the 
process of liquid fuel combustion across the 
combustion chamber space. 

A statistic particle method is used to calculate 
evaporating liquid sprays, including the effects of 
droplet collisions and aerodynamic breakups. The 
initial and boundary conditions and mesh 
generation have been written for internal engine 
calculations. 

MATHEMATICAL MODEL 

In this article the Kolmogorov's discrete model 
has been reproduced in the form of evolution 
equation for distribution function of the drops’ 
radius. The asymptotic solution of this equation has 
been applied to simulate the drop breakup alongside 
with statistical model of spray dynamics [3]. 

The breakup of parent drops into secondary 
droplets is viewed as the temporal and spatial 
evolution of this distribution function around the 
parent-droplet size according to the Fokker-Planck 
differential equation [4-5]:  
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balance between the aerodynamic and surface 
tension forces. The critical radius of breakup 
becomes [6]: 
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where lam
is the kinematic viscosity (St), l  is the

liquid density (kg/m3),   is the viscous dissipation

rate, crWe  is the critical Weber number, which is 

assumed to be on the order of six over a wide range 
of Ohnesorge numbers:  
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where gu  (m/s) and lu  (m/s) are the velocities of 

liquid and gas, respectively, lD  (cm) is the inlet 

diameter for the liquid jet. 
In the statistical model the discrete particle 

distribution function is approximated by a discrete 
particle dispersion [7]: 
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where p  is the particle, pN  - the total number of 

the particle, px


 - the location of the particle in 

space, pv


 - velocity of the particle (m/s), pr  - 

radius of the particle (µm), py  - deviation from a 

spherical particle shape. 
During the dispersion of the particles in a 

turbulent gas flow fluctuation of the velocity 
component  is a function of the time which changes 
intermittently after the passage of turbulent 
correlation time, which in turn is determined by the 
following relationship [8]:  

3
2 1

min( , c )turb ps

k k
t

u u v 


 
   ,             (5) 

here psc  is an empirical constant with a value of 

0,16432, k – turbulent kinetic energy,   - its 

dissipation rate. Therefore turbt  (ms) represents the 

minimum of an eddy breakup time and a time 
required by a droplet to traverse or pass through an 
eddy.  The sum of the mean and fluctuating 
velocity component is the gas velocity which a 
particle sees during the computation of drag, mass 
transfer, momentum transfer, oscillations and 
breakup. 

When a particle moves in a turbulent gas stream 
with a large-scale structures whose dimensions are 
much greater than the particle diameter, the relative 
velocity between the particle and the gas flow is 
determined as follows: 
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The majority of currents by the nature have 
turbulent character, a condition of turbulence 
strongly influences on such parameters of a current 
as transfer of an impulse, temperatures and 
concentration of substances in the mixture during 
the flow motion. In this chapter, the thesis shows 
the mathematical model describing the burning of 
liquid fuels on the basis of the equations of 
conservation of mass (  , kg/m3), momentum 

( u


, kg m/s)  energy ( E , J) and concentration 

( c , kg/kg). 
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where u  - the velocity of the fluid (m/s). The 

source term massS  is a local change of gas density 

due to evaporation or condensation. 
The conservation equation of an impulse of gas 

has the following appearance: 
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  for a single-phase flow of gas; momS  is 

the local rate of change in momentum in the gas 
phase due to the movement of droplets for two-
phase.  

Conservation equation of an internal energy: 
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where q– the specific heat flux (W/m2), it is the 

Fourier law of heat transfer, : D
 

 is the rate of 
increase of the internal energy due to viscous 

dissipation. Source term energyS  denotes the 

contribution to the change of an internal energy due 
to the presence of atomized liquid or solid phase. 

The conservation equation of concentration of a 
component: 
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where m - a mass density of a component 

m (kg/m3),  - full mass density (kg/m3). 

More universal models in engineering 
calculations of turbulent flows are models with two 
differential equations. Using in technical flows 
model with two differential equations is the most 
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common. k   is model when two equations for a 
kinetic energy of turbulence and dissipation rate are 
solved: 
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This is the standard k  equations. Values 

1
c , 

2
c , 

3
c , k ,   are modal constants 

which are determined from the experiment. Typical 
values of these constants are commonly used in 
engineering calculations and are taken from the 
literature [4-5]. 

Chemical kinetics of combustion is represented 
as generalized chemical reactions for the two kinds 
of fuel - octane and dodecane: 

8 18 2 2 22 25 16 18C H O CO H O   ,          (13) 

12 26 2 2 22 37 24 26С Н О CO H O   ,        (14) 

as a result 2CO  and 2H O  combustion products are 

formed.  
Octane is a hydrocarbon and an alkane. Octane 

has many structural isomers that differ by the 
amount and location of branching in the carbon 
chain. One of its isomers isooctane is used as a 
standard value in fuel octane rating scale. Octane is 
a part of the gasoline. Kazakhstan oil is 
characterized by the predominance of normal 
paraffins, so straight run gasoline of them have low 
octane numbers. As octane is used as an index of 
the fuel in the engine to resist the high compression 
ratio, which is a characteristic of the octane 
branched chain isomers, especially of them can be 
identified isooctane. Octane is contained in large 
amounts in the composition of oil, straight run 
gasoline (10%) and in a large amount in the 
synthetic gasoline produced from CO and H2. In 
industry octane was isolated by distillation, and 
then purified by urea using molecular sieves. 

Dodecane is a liquid hydrocarbon from class of 
alkane, oily liquid from the paraffin series. 
Dodecane is used in industrial and laboratory 

practice as a solvent. It is used for analytical 
purposes in the study of the composition of oil 
fractions. Also it is used for the manufacture of 
olefins and biodegradable detergent component as 
vaseline oil. In recent years it has begun n-
dodecane used as a possible substitute for kerosene 
fuels, such as Jet-A, S-8, and other conventional 
aviation fuels. The fuel of the second generation, 
which is dodecane, ousted n-decane because of its 
higher molecular mass, it is best to interact with the 
n-alkanes in the composition of jet fuel.  

In this work a model of the combustion chamber 
in the cylinder form the height of which is 15 cm, 4 
cm in diameter has been used. General view of the 
combustion chamber is shown in Fig.1. Liquid fuel 
is injected by a nozzle which is located in the lower 
part of the combustion chamber. The initial 
temperature of the gas in the combustion chamber 
is 900 K, the fuel is injected at 300 K. The initial 
radius of the injected droplets is 25 microns. 

Air was used as oxidant, stoichiometric 
composition of which was calculated by using the 
mass of used fuel. This air composition provides a 
complete combustion without of excessive oxidant 
residue. In internal combustion engines the 
oxidizing agent is atmospheric oxygen. An ordinary 
air is composed of 78% nitrogen and 21% oxygen, 
which are the predominant elements.  

NUMERICAL RESULTS 

This work presents the results of numerical 
simulation of the octane and dodecane combustion 
depending on the oxidant’s initial temperature in 
the combustion chamber. The initial optimal values 
of the pressure and mass were 6 bar and 100 mg for 
the octane and 80 bar and 7 mg for the dodecane, 
which have been identified in previous works [5, 9-
13]. The initial temperature in the combustion 
chamber was varied from 700 to 1500 K. The 
results of numerical experiments of two kinds of 
liquid fuel combustion by using the statistical 
model of atomization are presented in this work. 

In this work we measured the area of injection 
of liquid fuel spray in the combustion chamber. The 
investigation results are shown in Fig.2. This figure 
shows a comparison between the results of the 
numerical data and the experiment, which was 
staged by the authors of work [12]. The authors of 
work [12] used a diesel, the main component of 
which is tetradecane C14H30. As shown in Fig.2, the 
experimental points for diesel fuel (green line) and 
numerical calculations for dodecane (blue line) are 
consistent with each other better than the numerical 
calculations for octane (red line). 
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Fig.1. General view of the combustion chamber 

Fig.3 shows the distribution of the maximum 
combustion temperature depending on the oxidant’s 
initial temperature. Analysis of Fig.2 shows that if 
the oxidant’s temperature in the combustion 
chamber takes values higher than 800 K, in this 
case the fuel burns intensively and the large amount 
of heat is generated and the combustion chamber is 
warmed up to 3000 K. The oxidant’s initial 
temperature influences on the dodecane’s 
combustion, since the increasing of the initial 
temperature from 900 to 1500 K leads to increasing 
of the  maximum temperature from 2080.09 to 
2684.69 K.  

 
Fig.2. The injection area of liquid fuel spray in the 

combustion chamber (green line - diesel, blue line - 
dodecane, red line – octane) 

Fig.4 shows the distribution of the maximum 
concentration of carbon dioxide for the two types of 
fuel (octane and dodecane) depending on the 
oxidant’s initial temperature in the combustion 
chamber. During the dodecane’s combustion the 
concentration of carbon dioxide takes higher values 
than the octane’s combustion. As can be seen from 
the Fig.3, when the temperature increases from 900 
K to 1500 K the concentration of carbon dioxide 
emitted by combustion of the octane reaches values 
from 0.08459 g/g to 0.08561 g/g and the 
combustion of dodecane from 0.11986 g/g to 
0.14142 g/g. 

 
Fig.3. The dependence of the maximum combustion 

temperature on the oxidant’s initial temperature in the 
combustion chamber during the combustion of octane 
and dodecane (red line is octane and blue line is 
dodecane) 

From the analysis of the Fig.3 and Fig.4 it can 
be concluded that for the octane and dodecane the 
oxidant’s optimal initial temperature in the 
combustion chamber begins with 900 K. Beginning 
from this value of the temperature the fuel reacts 
rapidly with the oxidant, the combustion chamber is 
warmed up to high values of temperature, and the 
concentration of generated carbon dioxide didn’t 
exceed permissible limits. 

 
Fig.4. The dependence of the carbon dioxide’s 

concentration on the oxidant’s initial temperature in the 
combustion chamber during the combustion of octane 
and dodecane (red line is octane and blue line is 
dodecane) 

This conclusion is supported by the two-
dimensional distribution graphs of the basic 
parameters describing atomization, dispersion and 
combustion processes of two types of liquid fuel 
(octane and dodecane), which are listed below. 

Fig.5 shows the temperature distribution in the 
combustion chamber for octane and dodecane at 
time t=2.5 ms for oxidant’s initial temperature of 
900 K. From these figure it can be seen how the 
temperature changes in the combustion chamber at 
a given time. The maximum temperature in the 
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combustion chamber during octane’s combustion is 
1726 K, and for the dodecane its value is 2080 K. 

Fig.6 shows the octane and dodecane droplets 
distribution by temperature at time t=2.5 ms. At 
time t=2.5 ms octane and dodecane droplets is 
concentrated in a small region of the width of the 
combustion chamber. Droplets rise up by the height 
of the combustion chamber to 0.45 cm during 
octane’s combustion. During the combustion of the 
dodecane at time t = 2.5 ms droplets of liquid fuel 
reaches the height of the chamber 0.4 cm. 
 

 
a) octane b) dodecane 

Fig.5. The distribution of the temperature in the 
combustion chamber for octane and dodecane at time 
t=2.5 ms 

 
a) octane b) dodecane 

Fig.6. The distribution of the octane and dodecane 
droplets by the temperature at time t=2.5 ms 

In Fig.7 it is shown the results of numerical 
simulation of the carbon dioxide formation during 
the octane and dodecane combustion at the optimal 
temperature. The analysis of the figure shows that 
the maximum amount of the carbon dioxide for 
octane is formed on the axis of the combustion 
chamber and is equal to 0.08455878 g/g. During the 

dodecane combustion on the axis of the combustion 
chamber concentration of carbon dioxide reaches a 
value equal to 0.103878 g/g. At the outlet of 
combustion chamber the concentration of carbon 
dioxide is reduced and takes minimum values for 
both fuels. 

 

 
a) octane b) dodecane 

Fig.7. The distribution of the CO2 concentrations in 
combustion chamber for octane and dodecane at time t=3 
ms 

ACKNOWLEGEMENT 

This work was financially supported by the 
Ministry of Education and Science of the Republic 
of Kazakhstan – Grant №0115RK00599. 

CONCLUSION 

In this work numerical study of the influence of 
the oxidant’s initial temperature on the combustion 
process of octane and dodecane was conducted. 
The optimal parameters for the fuel mass and 
pressure in the combustion chamber had been 
previously identified in the works of scientists, 
specializing in the modeling of two-phase flows [5, 
9-13]. Also, similar studies have been conducted by 
various scientists who specialize in the field of 
modeling of two-phase reacting flows in real 
geometry areas. Various types of solid fuels are 
used by these authors, especially coals of 
Kazakhstan of various grades and ash content, 
which are burnt in thermal power stations and the 
various thermal centers of the country [14-20]. 

 In this work it was shown that for the two types 
of liquid fuel the oxidant’s optimal initial 
temperature in the combustion chamber is 900 K. 
Beginning from this temperature the fuel burns 
completely, the chamber is heated to the 
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sufficiently high temperature, and the produced 
concentration of carbon dioxide takes smallest 
value. 
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This article presents the results of numerical simulations on research of influence of moisture of the burned Ekibastuz coal in the 

combustion chamber of Kazakhstan Aksu power plant on processes of heat and mass transfer. Graphs of distribution of such 
characteristics as temperature, concentration of carbon oxides and nitrogen oxide are attached. It is shown that the increase in 
moisture of fuel leads to the reduction of average values of temperature and concentration of carbon dioxide in the combustion 
chamber, and to the reduction of concentration of carbon monoxide CO and nitrogen oxides NO in the field of active combustion. 

Keywords: moisture of coal, coal-dust torch, combustion, heat power plant, heat and mass transfer 

INTRODUCTION 

It is known, fuel moisture is the ballast that 
substantially reduces the effectiveness of its 
combustion. However, the studies on burning of 
coals of various moisture carried out by groups of 
scientists [1-3] showed the need for a more 
complete investigation. 

Today, numerical modelling is rather effective 
method for predicting the behavior of systems 
difficult for analytical research, among them is the 
burning of low-grade coal in the combustion 
chambers of boilers on power plants. Computer 
simulation allows obtaining of qualitative and 
quantitative characteristics of the process and also 
the response of the system to the change of its 
parameters and initial conditions [4-7]. The main 
stages of process of modelling are: 1) the stage of 
subject modelling consisting of the formulation of 
basic laws, rules and approximations; 2) stage of 
mathematical modelling – the description of the 
main equations; 3) the stage of computer modelling 
including mathematical calculations and graphic 
interpretation of the obtained data. 

Numerical modelling was carried out with 
FLOREAN [8, 9] software on the basis of the three-
dimensional equations convective warm and a mass 
transfer for a prediction of influence of moisture of 
coal for the general operation of the fire chamber 
and formation of products of combustion [1,7]. This 
software package was used for a basis of numerical 
researches  and   added   by   us   the   new   GEOM 

 

* To whom all correspondence should be sent: 
   saltanat.bolegenova@kaznu.kz 

software, which is always written in the selection of 
a new object of study (the combustion chamber), 
taking into account the geometry, sizes of burners, 
their shape and location in the space of the 
combustion chamber [10-15]. In this model all the 
characteristics of complex real physical and 
chemical processes in the object of research chosen 
by us also the boundary conditions for the solution 
of the chosen research problem which are 
adequately reflecting this process are set [16, 17]. 

EXPERIMENTAL 

Mathematical and physical formulation of the 
problem 

A mathematical model describing the processes 
of turbulent heat and mass transfer in this case is as 
follows [8- 11]: 

a) Continuity equation: 

 
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if – volume forces; ,i j  – tensor of viscous tension. 

c) Energy equation: 
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h – enthalpy; qi
res  – energy flux density due to 

molecular heat transfer, Sh – a source of energy. 
d) Conservation law for substance 

components:  

    ,
n n

n
n i n c c

i i i

c
c u c D S

t x x x
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 (4) 

SCn – the source term taking into account the 
contribution of the chemical reactions in the change 
in the concentration of components.  

e) Standard k-ε turbulence model: 
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Р – the production of turbulent kinetic energy, 
which is determined by the following equation: 
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and the equation for the turbulent kinetic energy 
dissipation ε: 
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   – the conversion of kinetic energy pulsating 

movement in the internal energy (dissipation). 
Empirical constants are defined and equal to the 

following values: 

сμ=0,09; σk=1,00; σ=1,30; С1=1,44; С2=1,92. 

By consideration of the heat transfer processes 
in technical reacting flows in combustion chambers 
heat transfer by radiation makes the largest 
contribution to the total heat transfer. In a zone of a 
flame, the contribution of radiant heat exchange 
makes up to 90 % and even more. 

Physical quantity, which describes heat transfer 

by radiation, is the spectral intensity I . In general 

terms, the radiation energy balance equation has the 
form: 
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To describe the radiant heat exchange the six-
line model in Cartesian coordinates, proposed by de 

Marco and Lockwood. In this model, the 
distribution of radiation energy flux at appropriate 
sites is approximated using power series and 
spherical functions. 

The intensity distribution in various directions is 
approximated using a Taylor power series over the 
solid angle: 

   
2

,i i i iI A n B n   
 

                    (9) 

where Аi, Вi – the coefficients in the Taylor series 
expansion – functions of intensity of radiation. 

Integrating all six directions with a constant 
angle of integration Ωi=2π and infinitely small 
angles in the positive and negative directions of 
coordinates we obtain a system of differential 
equations of six-line model: 
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where σ=5,67*10-8 W/m2.K4 – Stefan-Boltzmann 

constant; ijb  is the matrix coefficient and is defined 

as 
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Parameters / /
ix depend on intensity of directing 

radiation and are defined by 
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The value of the constant Sса  is defined in [18] 

and equals 0.1. Source term associated with radiant 
heat transfer in the energy equation is obtained by 
integrating the total intensity over the solid angle 
Ω=4π. Thus, we have 

4
, 1 2 3

4
( ) 4 .

3
h Sса abs absS K B B B K T


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As the object of study was chosen real industrial 
steam boiler PK-39, mounted on the Aksu power 
plant (Kazakhstan) with dimensions 7,762 x 10,76 
x 29,985 m. The combustion chamber of the boiler 
is equipped with 12 vortex coal-dust torches located 
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on two tiers. The scheme of the combustion 
chamber of the boiler and its breakdown on control 
volumes is submitted in Fig.1.  

 
Fig.1. PK-39 boiler combustion chamber 

RESULTS 

Fig.2 to Fig.5 show the results of modelling 
experiments of the study of heat and mass transfer 
taking into account various value of moisture 
content in fuel in weight percent (wt%). As it is 
possible to notice, qualitatively provided 
characteristics don't change depending on moisture, 
however, it is possible to notice that curves in these 
drawings differ in a quantitative sense. 

Along with the results of modelling 
experiments, Fig.2 shows the results of a natural 
experiment on the power plant [19] for coal with a 
moisture content equal to 7%. We see that the 
behavior of the experimental and calculated 
(numerical simulation) curves coincide. It is 
possible to see the existence of a minimum curves 
in areas of an arrangement of a line of torches that 
is connected with the low temperature of the aero 
mix (150 °C) given through these torches. 
Temperature reaches the maximum values in the 
central part of the combustion chamber where there 
is a torch core. In process of advance to an exit 
from the combustion chamber, the field of 
temperature is leveled, and the values are reduced. 

The greatest differences between the calculated 
and experimental data (Fig.2) are observed when 
ignited coal torch. This can be explained by the 

instability of the combustion process in this area 
and, accordingly, the difference between the actual 
physical conditions of the dust mixture and ignition 
of a mathematical model that describes the process 
of combustion of solid fuels in this area. 

 

 
Fig.2. The temperature distribution along the height of 

the furnace chamber during combustion of varying 
moisture coal 

 

By analyzing the curves of Fig.2, it should be 
noted that an increase in fuel moisture results in a 
decrease in average temperature in the combustion 
chamber (Table 1). This can be explained by the 
fact that moisture of fuel reduces its thermal value, 
as transformation of 1 kg of water into steam takes 
2,5 MJ of heat.  

The greatest distinctions between temperature 
curves for coal of different moisture can be noticed 
in the combustion chamber in the field of a line of 
torches. At the exit from the combustion chamber 
differences in values of temperature for coals which 
moisture changes from 5% to 11%, decrease and 
makes no more than 35 °C (Table 2).  

As a result of modelling experiments on burning 
Ekibastuz coal concentration fields of harmful dust 
and gas products of combustion were calculated. In 
figures 3-5 schedules of distribution of 
concentration of CO and CO2 carbon oxides and 
NO nitrogen oxide are submitted. 

The analysis of Fig.3 shows that formation of 
carbon monoxide occurs mainly in the main body 
of the torch, where its average temperature reaches 
its maximum value. Moreover, with decreasing of 
moisture content in coal, maximum of CO 
concentration increases and moves to the region of 
the burners. In process of advance to an exit from a 
fire chamber, concentration of carbon monoxide 
decreases.  

Thus, increasing the fuel moisture reduces the 
concentration of carbon monoxide CO in the active 
combustion, which coincides with the experimental 
data given in works [1, 19]. It can be explained to 
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that at low temperatures fuel carbon reaction with 
air oxygen with formation of carbon dioxide 
prevails, however at temperature increase reaction 
between coal and the formed carbon dioxide starts 
proceeding. 

 
Fig.3. The distribution of the CO concentration along 

the height of the furnace chamber during combustion of 
varying moisture coal 

Fig.4 shows the distribution of average values of 
the CO2 concentration in each section of the height 
of the combustion chamber. It can be seen that 
increasing moisture leads to reduction of 
concentration of carbon dioxide that is connected 
with temperature conditions of process. This in turn 
creates worse conditions for the reaction connected 
with afterburning of CO to CO2. Consequently, the 
concentration of carbon dioxide CO2 at the outlet of 
the fire chamber with increasing fuel moisture is 
reduced.  

 
Fig.4. The distribution of the CO2 concentration along 

the height of the furnace chamber during combustion of 
varying moisture coal 

Fig.4 shows the results of an experiment 
conducted directly at the power plant [19]. We see 
that the greatest distinctions in results of modelling 
and natural experiments are observed in the field of 

ignition of gas mixture that is connected with 
instability of burning and distinction between the 
modeled and experimental conditions for aero mix 
ignition. 

Currently distinguish 3 mechanism of formation 
of nitrogen oxides: thermal NOx and fast NOx 
formed from nitrogen of atmospheric air and fuel 
NOx formed from the fuel nitrogen. The greatest 
contribution to formation nitrogen oxides bring fuel 
and thermal NOx. 

Thermal oxides – are formed by the oxidation of 
atmospheric nitrogen at high temperatures. 
Zel’dovich proposed the mechanism of their 
formation and proved that the formation of nitrogen 
oxides is not directly connected with the 
combustion reaction, and goes through the 
dissociation of molecular oxygen at high 
temperatures. 

Fuel nitrogen oxides are formed as a result of 
transformation fuel the nitrogen which is contained 
in fuel oil and all types of solid fuel. Therefore, at 
combustion of coal dust the share of fuel NOx is 
very high. Considerable part (up to 80%) of NOx 
are formed on an initial site of a torch, in a zone of 
an exit and ignition of volatiles. 

Fig.5 shows a field of concentration of NO 
nitrogen oxide on height of the combustion 
chamber of the boiler PK-39 Aksu power plant for 
different values of the moisture content of the fuel. 
From the figure, we can see that the greatest 
distinctions in average concentration fall on the 
central part of the furnace where burners are 
located.  

 
Fig.5. The distribution of the NO concentration along 

the height of the furnace chamber during combustion of 
varying moisture coal 

Increasing the moisture of coal reduces the 
temperature (see. Fig.2) in a zone of active burning 
that conducts to reduction of concentration NО in 
this area. These results are confirmed by the 
researches described in works [1, 3, 19]. However, 
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it is possible to notice that to an exit from the 
furnace chamber a field of concentration of nitric 
oxide NO are aligned and differences in the 
concentrations according to Table 1 in the order of 
3-18 mg/Nm3. 

 

Table 1. The distribution of average values of the 
temperature, concentrations of CO, CO2 and NO in 
section of the lower tier of burners for various values of 
fuel moisture 

Character
istics 

Moisture, Wp 
5% 7% 9% 11% 

Т, °C 1178,86 1079,82 976,46 885,72 
CO, 

mg/Nm3 
2938,94 2391,9 1912,79 1550,57 

CO2, 
kg/kg 

0,104 0,094 0,085 0,077 

NO, 
mg/Nm3 

914,58 766,67 589,49 431,33 

 

Table 2. The distribution of average values of the 
temperature, concentrations of CO, CO2, and NO at the 
outlet of the combustion chamber for different fuel 
moisture 

Character
istics 

Moisture, Wp 
5% 7% 9% 11% 

Т, °C 1247,9 1236,1 1225,0 1214,6 
CO, 

mg/Nm3 
614,4 724,5 907,4 1183,1 

CO2, 
kg/kg 

0,204 0,199 0,194 0,189 

NO, 
mg/Nm3 

516,97 527,79 524,78 509,25 
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CONCLUSION 

The study has shown that an increase in 
moisture leads to a decrease in fuel temperature and 
the average concentration of carbon dioxide CO2 in 
the combustion chamber, and also to reduce the 
carbon monoxide concentration CO in the active 
burning zone (Table 1). With reduction of moisture 
content in coal the maximum of concentration of 
CO increases and is displaced to area of an 
arrangement of torches. Out of the combustion 
chamber reduces the concentration of carbon 
monoxide (Table 2). It is also shown that the 
increase in moisture of coal leads to reduction of 
concentration of NO in the central part (Table 1) of 
the combustion chamber. The greatest differences 
in the results of modelling and physical 
experiments are observed in the ignition of the 

combustible mixture. Concentrations of CO, CO2, 
NO, which are the main substances polluting the 
atmosphere, at the outlet of the flue space does not 
exceed maximum permissible concentration norms 
adopted in the Republic of Kazakhstan.  

NOMENCLATURE LIST 

iu  – components of the velocity, m/s; 

t – time, s; 
 – density, kg/m3; 

,i j  – tensor of viscous tension, N/m2; 

p – pressure, Pa; 

if – volume forces, N; 

h – enthalpy, kJ/kg; 
resq  – energy flux density due to molecular heat 

transfer, kg/s3; 
Sh – a source of energy, kJ/m3∙s; 
сn – mass concentration of the components of 

the substance, kg/kg; 

ncD  – the diffusion coefficient of a component, 

m2/s; 

ncS – the source term taking into account the 

contribution of the chemical reactions in the change 
in the concentration of components, kg/ m3∙s; 

k – turbulent kinetic energy per unit mass, m2/s2; 
eff – effective viscosity, kg/m∙s; 

k ,   – turbulent Prandtl numbers – empirical 

constants in turbulence model; 
Р – the production of turbulent kinetic energy, 

which is determined by the following equation, 
kg/m∙s3; 

ε – dissipation rate of turbulent kinetic energy 
per unit mass, m2/s3; 

δij – Kronecker delta; 
turb– turbulent viscosity, kg/m∙s; 
с1, c c – empirical constants; 
I – 

spectral intensity, kW/m2∙rad; 

ν – frequency of radiant energy emitted from the 
element area, s-1; 

ds – length of the infinitesimal element allocated 
in space, m; 

absK , scaK  – optical absorption and scattering 

coefficients, m-1; 
Ω – the solid angle, rad; 
Аi, Вi – the coefficients in the Taylor series 

expansion – functions of intensity of radiation, 
kW/m2∙rad; 

σ – Stefan-Boltzmann constant, W/m2∙K4; 

ijb – the matrix coefficient. 
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The paper reports cost analysis of house heating and preparation of hot water by means of the different heating systems. The 

following heating systems were analyzed: electrical heating, boilers fired with the different types of biomass (firewood, wood pellets, 
wood briquettes, wheat straw, sunflowers husks pellets and conventional fuels (hard coal, fine coal, natural gas, light oil fuel).  Based 
on heat demand for house heating and preparation of hot water, properties of the fuels, current prices of the biomass, fossil fuels, 
electricity and boilers unit costs of heat production, operational costs and economic effect covering 15 years of exploitation were 
determined. 
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INTRODUCTION 

Climate and energy package for 2020 includes 
four targets: to reduce emissions of greenhouse 
gases by 20% by 2020 taking 1990 emissions as the 
reference, to increase energy efficiency to save 20% 
of EU energy consumption by 2020, to reach 20% 
of renewable energy in the total energy 
consumption in the EU by 2020, to reach 10% of 
biofuels in the total consumption of vehicles by 
2020, [1]. EU countries have 3 times more 
renewable power per capita than the rest of the 
world put together [2]. In EU countries share of 
renewables for heating and cooling - 17%, transport 
-6%, electricity – 26 %, [2]. 

In 2013 share of renewable energy in gross final 
energy consumption in Poland was 11,3% [3]. 
Table 1 presents the share of renewable 
commodities in the total obtaining primary energy 
form renewable energy sources in 2013, [3]. 

The estimated technical potential of biomass in 
Poland amounts to 755 PJ/year, Janowicz [4].  
Availability and competitive prices cause that 
biomass and biomass originated fuels are 
considered for energy production in individual 
houses, dwellings [5, 6], Zawistowski [7, 8] and for 
combined heat and power generation [9]. 

Presented paper is aimed at comparative 
analysis of the use of electricity, alternative and 
fossil fuels for heating and preparation of warm 
water in an individual house. Comparative 
analysis will be based on the previously 
determined energy demand for the house. The 
real  object consists  of  the  one  floor   individual  

 

* To whom all correspondence should be sent: 
   anna.majchrzycka@zut.edu.pl 

house with attic and garage annex. The ground 
floor (without cellar) consists of: vestibule, wc, 
kitchen, dining room, saloon, hall, 2 bathrooms, 
3 bedrooms, store room and garage. Attic is 
excluded from a living space. The house is 
covered with the gable roof of the slope 15°. The 
total house area of 225,5 m2; the usable area of 
146,0 m2, the cubature of 496,1 m3. Energy 
demand for heating and preparation of warm water 
was estimated at the following assumptions: 
number of the household members n =5, minimal 
24-hour consumption of warm water of t = 60 oC, 
V=60 l /capita, comfort temperature   ti =20 oC, 
location of the house in the region of the mean 
ambient temperature in winter te = -16oC [10, 11]. 
Estimated thermal power demand for the house 
heating and preparation of the warm water    

Q =11,4 kW. House heating load Qco = 68 149 MJ 

was estimated taking into account the different 
heating periods during a year [10, 11]. The total 
annual energy demand for heating and preparation of 
the warm water for the house in question                 
Qa = 88 795 MJ.  

Table 1. Share of renewable commodities in the total 
obtaining primary energy form renewable energy sources 
in 2013, [3] 

RES EU , [%] Poland , [%] 
Solid biofuels  45,83 80,30 
Hydropower  16,10 2,46 
Wind energy 10,53 6,07 
Biogas  7,05 2,13 
Liquid biofuels 6,71 8,23 
Solar energy 5,54 0,18 
Municipal waste 4,64 0,42 
Geothermal energy 3,08 0,22 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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HEATING SYSTEMS 

Selection of the heating system should be 
preceded with an economic analysis of the use of 
different fuels and heating systems. It was 
assumed that energy demand for the house in 
question will be the same for each of analysed 
heating systems. The cost effectiveness analysis 
will be carried out for electric heating and heating 
systems based on combustion of the different fuels 
presented in Table 2.  

Table 2 presents net calorific values of biomass 
and fossil fuels, current prices of the fuels, electricity 
and purchase prices of the different types of boilers 
[12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23]. 

Table 2. Net calorific value of the fuels and current 
purchase prices of the fuels and boilers 

 
Heating system 

Qi kf I 
[MJ/kg] [€/t] [€] 

Firewood  
(15 % of moisture) 14,7 57,9 1134,3 
Willow chips 12,0 46,3 1134,3 
Wheat straw 14,3 50,9 1134,3 
Wood briquettes 17,8 138,9 1134,3 
Pellets-wood 18,5 185,2 2083,3 
Sunflowers husks pellets 20,0 92,6 2083,3 
Pea-ecocoal   26,0 185,2 2083,3 
Hard coal 23,0 162,0 1134,3 
Fine coal 19,0 138,9 1134,3 
Natural gas  E 49,5 578,7 1064,8 
Light fuel oil 42,6 601,9 5248,6 
Electric heating  
G11* -24-h tariff 0,0719 [€/kWh] 

 
1851,8 

Electric heating  
G12* - the night  tariff 0,0438 [€/kWh] 

 
1851,8 

*G11  - 24-h tariff for electricity , 
*G12  - the night  tariff for electricity, 
I - capital cost of heat source ,[€], 
kf - purchase price of the fuel, [€/t] 
kf  - purchase price of electricity, [€/kWh] 
Qi - net calorific value of the fuel, [MJ/kg] 

Purchase prices of electricity were taken from [24] 
for two tariffs: G11 – 24 hour tariff and G12 - the 
night tariff (transmission fee is not included).  

For combustion of biomass and coal (hard and fine 
coal) the following types of the boilers were applied: 
Warmet 200 Ceramic [19] - boiler designed as fit for 
combustion of firewood (15 % of moisture), willow 
chips, wood briquettes, straw, hard coal, and fine coal 
(it is also possible combustion of coke,), then Farmer 
Bio [19] designed as fit for combustion of wood 
pellets, sunflowers husk pellets, eco-pea coal boiler.  

For combustion of natural gas and light oil fuel gas 
boiler Junkers Ceropur Midi ZWB 24-1 AR, [18] and 
light fuel oil boiler Vitoladens 300-C/300-T, 
produdced by Viessmann [26] were applied.  

For electrical heating the programmable 
accumulative heaters ZP DGN 30 RTS 007, [20] were 
applied. Purchase prices of the fuels and the boilers 
were taken from actual price lists presented in bids 
[12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 24, 25, 26]. 
For combustion of hard coal, pea - ecocoal, fine coal 
and biomass efficiency of the boilers was assumed to 
be = 0,80 and  = 0,90 for combustion of natural gas 
and light fuel oil. 

HEATING COSTS 

To analyse profitability of the different heating 
systems, the unit cost of heat production, annual 
investment outlays and the running costs are 
determined.  There are two components of heat 
production cost: cost of energy  supplied in the fuel 
(electricity) and cost resulting form the investment 
outlays.  Cost resulting from the investment outlays 
depends upon purchase and installation costs, 
annual heating consumption and the investment 
outlay service rate. 

The unit cost of heating produced by the 
different heat sources can be determined from the 
equation presented by Rubik [27]: 

a

z
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Ipk
k





  (1) 

kz   - unit cost of energy delivered in the fuel [€/GJ],  
   - heat source efficiency,  

p   - annual investment outlays service rate, 
 I   - capital cost of heat source ,[€],  
Qa   - annual heat demand [GJ/a]. 

Heat production unit cost is determined from the 
following equation: 


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Annual house heating load is calculated as 
follows: 
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where:  

Q    - heating power demand  for the house, [kW],  

Sd   - degree-day number, Sd = 3781,[10,11] 
t i –  comfort temperature, ti = 20°C 
te -   computational temperature in space adjacent to 

the wall ( ambient temperature) te = - 16 ° C, 
[10, 11]. 

Annual operating costs of the fuel is 
detetermined from equation; 

fo kBk  
          (4) 

Rate of the fuel is determined as follows : 
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Annual service rate of the investment 
expenditures includes the rates of discount and 
depreciation. At calculation of profitability at the 
constant prices, usually the rate of discount is 
assumed to be 6 - 8 %, taken from Górzyński [28]. 
The real rate of discount was assumed 8 %, 
depreciation rate was assumed to be constant 5,6 %.  

Capital costs given in equation (1) refer only to 
heat source, costs of the pipelines, fittings and 
heaters are not included. Estimated annual 
operating costs determined from annual heating 
demand and unit heat production costs  are 
presented in Table 3. 

Table 3. Production unit costs and annual operating 
costs for different heating systems  

Heating system kz ke kc ko 
[€/GJ] [€/GJ] [€/GJ] [€/year] 

Firewood 
(15% of moisture) 

 
3,9 

 
4,9 

 
6,7 

 
437,0 

Willow chips  3,9 4,8 6,6 428,2 

Wheat straw 3,6 4,5 6,2 395,3 

Wood briquettes 7,8 9,8 11,5 866,1 

Wood pellets 10,0 12,5 15,7 1111,0 

Sunflower husks 
pellets 

4,6 5,8 9,0 513,9 

Pea-ecocoal 7,1 8,9 12,1 790,6 
Hard coal  7,0 8,8 10,5 782,0 
Fine coal 7,3 9,1 10,9 811,4 
Natural gas E  11,7 13,0 14,6 1153,4 
Light fuel oil 14,1 15,7 23,7 1393,9 
Electric heating G11    20,0 22,8 1774,4 
Electric heating G12     12,2 15,0 1081,4 
kz – unit  cost of  energy delivered in fuel, [€/GJ] 
ke – heat production unit cost , [ €/GJ] 
kc -the unit cost of heat produced in the  heating 

system,[€/GJ] 
ko -operating (fuel) costs, [€/year] 

Estimated annual operating costs determined from 
annual heating demand and heat production costs 
are presented in Table 3. Estimates from Table 3 
enable to compare the heating unit costs, taking into 
consideration the fuel cost, fuel net calorific value 
and efficiency of the heat source and the heating 
costs including capital costs of the heat source and 
annual operating costs for the different heating 
systems.As it follows from Table 3  the highest  
unit cost of heating  was obtained for heating 
system equipped with the boiler fired with light oil 
fuel, then for  case of electrical heating, boiler fired 
with wood pellets, natural gas E, eco-peacoal, wood 

briquett, hard coal and biomass (sunflowers husks 
pellets, fireewood, willow chips and wheat straw). 

High unit cost of heat produced in boiler fired 
with wood pellets results from the high cost of the 
fuel and capital cost of the modern boiler designed 
as fit for combustion of the different types of 
biofuels, pea ecocoal and fine coal [19].  

DISCOUNTED HEATING COSTS 

Economic effect covering the whole exploitation 
period of the heating system is described as Net 
Predicted Value, NPV. In fact, it is total predicted 
profit discounted to year zero, expressed in 
currency of this year.  

It is the objective function of the analysis in 
question Górzyński [28], Skorek and Kruppa [29]: 

 
 
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where: 
CIt  - cash inflow, €, 
COt - cash outflow, €, 
 r     - discount rate, 
 t     - successive year of exploitation, 
 n    - number of time periods 

Fig. 1 shows discounted expenditure for house 
heating and preparation of warm water at the 
assumption of 15 years of exploitation. 

 
Fig.1. Discounted expenditures of heating system after 

15 years of exploitation. 1- firewood (15% of moisture), 
2- willow chips 3-wood briquettes, 4-wheat straw, 5- 
wood pellets, 6- sunflower husks pellets, 7- pea-ecocoal, 
8- hard coal, 9- fine coal, 10- natural gas, 11-light fuel 
oil, 12-electric heating G11(24-h tariff ), 13 - electric 
heating G12 ( the night tariff)  

It follows from calculations that discounted 
expenditures of heating system after 15 years of 
exploitation are the most advantageous for heating 
systems fired with firewood, then willow chips, 
wheat straw, wood briquettes, wood pellets, 
sunflowers husks pellets, pea-ecocoal hard coal and 
fine coal. The highest discounted expenditures of 
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heating system after 15 years of exploitation were 
estimated for electric heating for G11 (24-h tariff ) 
and G12 ( the night tariff)), light fuel oil and natural 
gas E.  

ECOLOGICAL EFFECTS 

Emissisons arising from combustion of biomass 
(firewood, willow chips, wood briquetts, wheat 
straw , wood pellets, sunflowers pellets) and fossil 
fuels ( hard coal, pea-ecocoal, fine coal, natural gas 
E, light fuel oil) in the different types of  the boilers 
were determined  using  emission factors presented 
in [30] for the boilers of thermal power < 5 MW. 

Indirect emissions, resulting from electricity 
consumed for house heating and preparation of 
warm water were determined using  emission 
factors  presented in [1,31] for public electricity and 
power production. Contents of sulphur and ash in 
the fuels used in house heating systems [15, 16, 17, 
32] are presented in Table 4. 

Table 4. Contents of sulphur (S) and ash (A) in the 
fuels 

Estimates for emissions from combustion of the 
different fuels are presented in Table 5.1 and Table 
5.2. 

Table 5.1. Emissions of gases in combustion process 

Heating system Emission, [kg/year] 
CO2 CO SO2/SOx 

Firewood 
(15% of moisture) 9060,7 196,3 0,8 
Willow chips  11099,4 240,5 1,0 
Wood briquettes  9314,2 201,8 0,9 
Wheat straw 7482,7 162,1 0,7 
Wood pellets 7199,6 156,0 0,7 
Sunflowers husks pellets 6659,6 144,3 0,6 
Pea-ecocoal 7897,6 192,1 24,6 
Hard coal 8927,8 217,2 115,8 
Fine coal 10807,3 262,9 140,2 
Natural gas E  5240,4 0,79 0,0025 
Light fuel oil 7488,8 1,6 4,7 
Electric heating G11  10208,8 9,2 36,3 
Electric heating G12  41151,3 37,3 146,2 

Table 5.2. Emissions of pollutants in combustion 
process 

Heating system 
Emission, [kg/year] 

NO2/NOX BAP TSP 
Firewood (15% of 

moisture) 7,6 0 12,5 

Willow chips  9,2 0 15,3 
Wood briquettes  7,8 0 12,8 

Wheat straw 6,2 0 28,1 
Wood pellets 6,0 0 9,9 

Sunflowers husks 
pellets 5,5 0 33,3 

Pea-ecocoal 9,4 5,98E-02 38,4 
Hard coal 10,6 6,76E-02 72,4 
Fine coal 12,9 8,18E-02 87,6 

Natural gas E  4,0 0 0 
Light fuel oil 5,5 0 0,9 

Electric heating G11  9,2 3,10E-08 5,0 
Electric heating G12  37,3 1,25E-07 20,3 

 
As it follows from Table 5.1 and Table 5.2 

heating systems with the boilers fired with biomass 
are characterized with the low emissions of sulphur 
and nitrogen oxides and zero emission of bezo 
(alfa) pyren (BAP). In case of biomass combustion 
carbon monoxide emissions  are  realtively high.  
TSP (Total Suspended Particulate) emissions are 
relatively high for biomass combustion, however 
lower than in case of hard coal, fine coal or pea-
ecocoal. 

The combustion of biomass and fossil fuels to 
produce heat and electricity is the largest  source of 
CO2 emissions. Carbon dioxide emissions resulting 
from combustion of biomass is considered neutral 
as long as carbon dioxide is sequestrated by living 
biomass. As it follows from [33] mean emission for 
EU countries is EEU28= 7721,2 kg CO2/capita,  for 
Bulgaria  EBG = 5985,3 CO2/capita and for Poland   
EPL = 8437,5 kg CO2/capita. 

RESULTS 

Economic and ecological analysis of the 
conventional and alternative fuels use for heating 
purposes of an individual house was performed. 
Unit costs of heating system are influenced by the 
quality and the unit price of the fuel and efficiency 
of the boiler.  As it follows from analysis biomass 
and hard coal are the most cost effective for energy 
production in an individual house, however 
combustion of hard coal is not environmentally 
friendly as emissions of pollutants are high. 
Performed study shows that the highest costs of 
heat production refer to electrical heating and 
combustion of light fuel oil, natural gas E and wood 

Type of the fuel A ,[%] S,[%] 
Firewood(15% of moisture) 1,1 0 
Willow chips  1,1 0,005 
Wooden briquettes  1,1 0 
Wheat straw 3,0 0,2 
Wooden pellets 1,1 0 
Sunflower pellets 4,0 0 
Pea-ecocoal 6,0 0,36 
Hard coal 10,0 1,5 
Fine coal 10 1,5 
Natural gas E  0 0,942 
Light fuel oil 0,01 0,1 
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pellets. Discounted expenditures of heating system 
after 15 years of exploitation are the most 
advantageous for combustion of firewood, then for 
willow chips, wheat straw, wood briquetts, wood 
pellets and sunflowers husks pellets. 

It would be also interesting to compare obtained 
results with available data from the literature. 
Comparison of the results is difficult as the annual 
costs of heating depends on costs of the fuels and 
appliances and their efficiency. For households the 
end-user price comprises of the following 
components: fuels and electricity price as traded on 
the markets, fuel transport and transmission of 
electricity to local distribution centres, local 
distribution to households, administrative costs, 
different taxes (green taxes, VAT etc.).  

Paper [34] presents calculator based on USA 
national averages that enables to estimate and 
compare fuel costs. In order to compare the results 
obtained from equation (2) two series of 
calculations were performed by means of calculator 
presented in [34].   To compare fuel costs current 
fuel prices given in [34] and in Poland were entered 
at the assumption that appliance efficiency for solid 
fuels is   = 0,8, for natural gas and light oil fuel   
=0,9, for electricity =1. Estimated comparison of 
the results is presented in Fig.3. 

 
Fig.2. Comparison of heat production unit costs  

As it follows from Fig.2 the results are different 
due to the different prices of the fuels. Heat 
production unit cost (equation 2) depends upon unit 
cost of energy delivered in the fuel. The differences 
in the obtained results may be considered also as 
the consequence of the different net calorific of the 
fuels given in Table 2 and included in the   
algorithm of calculator [34]. 

Papers [35, 36] present comparing heating costs 
of heating and cooling systems for different 
variants of the fuels and appliances, electric 
heating, kerosene heating and heat pump. 
Comparison of estimated costs of wood heating and 
pellet heating costs is given in Table 6. 

Table 6. Comparison of heating costs  

Fuel 
price 
[€/t] 

    Appliance Heating  
cost 
[€/GJ] 

Source 

181,8 Typical pellet stove  14,8 [35,36] 
185,0 Farmer  Bio  12,5  
 54,4 EPA Certified wood 

stoves  =70% 
11,5 [35,36] 

 57,9 Boiler Warmet 200 
Ceramic =80% 

4,9  

As it follows from calculations performed for 
boiler Farmer Bio [19] of efficiency =0,8 fixed for 
combustion of  pellets heating cost equals 12,5€/GJ.  
Data taken from the literature [35,36] shows that 
combustion of pellets of comparable pellet prices in 
typical pellet stove gives heating cost 14,8€/GJ. 
Calculations performed for combustion of firewood 
in boiler Warmet 200 Ceramic [19] of efficiency 
=80% give the lower heating costs 4,9€/ GJ 
compared to combustion in  EPA Certified wood 
stoves of efficiency =70% [35,36].  

Comparison of determined annual cost of heat 
production with available data from the literature 
[37] is shown in Fig.3. Comparison was performed 
for the different fuels and their prices and 
appliances of different efficiency, therefore it 
should be treated approximately.  
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1a- accumulative heaters ZP DGN[20]; 1b- baseboard 
[37]; 2a- gas boiler Junkers Ceropur Midi ZWB24 1AR 
[18]; 2b-energy star boiler [37]; 3a-boiler Farmer Bio 
[19]; 3b- EPA certified wood stove  [37]; 4a-boiler 
Vitoladens  300-C/300-T, Viessmann, [26]; 4b-energy 
star boiler [37]; 5a-boiler Farmer Bio [19]; 5b-EPA 
certified wood stove  [37] 

Fig.3. Comparison of annual cost of heat production  

CONCLUSIONS 

Heating sytems fired with biomass (sunflowers 
husks pellets, willow chips, wood briquettes, 
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firewood ) except wheat  straw and wood pellets are 
characterized with  the lowest unit costs of heat. 
Recently, current purchase prices of  straw and 
wood pellets increased very much. In case of pellets 
the range of the purchase price is variable and 
depends upon quality. The highest heat production 
unit costs were estimated  for electric heating ( both 
tariffs G11 and G12) , then for light oil fuel  
heating, natural gas E and pellet heating systems. In 
case of the systems fuelled with:  hard coal, pea-
ecocoal or fine coal unit heating costs are between 
biomass systems and natural  gas,  light oil fuel and  
electric heating (both tariffs).  In case of stationary 
combustion of fine coal , hard coal, pea-ecocoal 
TSP  emissions are higher than for sunflowes husks 
pellets, wheat  straw , willow chips, wood briquetts, 
and pellets. Combustion of light fuel oil is 
connected with  very low TSP emission.  

Analysis that has been carried out can be useful 
for comparison of the different heating systems. 
The results obtained for heating systems based on 
combustion of biomass might be  interesting  for  
households in the rural region of high potential in 
biomass.  

The combustion and conversion technologies  of 
biomass are  increasingly relevant for countries to 
meet the targets of  climate and energy package for 
2020. 
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Australia 
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This study examines the different modes that users of the World Wide Web employ to search for Renewable Energy. Up to this 
point, both terms –‘Clean Energy’ and ‘Green Energy’- have been used. Our aim is to compare the terms’ Google searches from 
January 2007 to December 2015 using data from Google Trends, a popular and powerful open tool for providing data on online 
search traffic. We calculate the ratios between the ‘Clean Energy’ and ‘Green Energy’ hits’ normalized search volumes in the US and 
Australia, and analyze the quantified percentized hits. The results show that the ‘Clean Energy’ search volumes are higher in 
Australia, while, in the case of the US, ‘Green Energy’ is searched for more, consistent with the Worldwide trend. As is evident, the 
term ‘Green Energy’ is significantly more popular than ‘Clean Energy’ in online searches, contrary to the scientific community that 
uses the term ‘Clean Energy’ more often, judging by the number of documents in the Scopus database containing these terms in the 
titles. Results are further analyzed and compared with how these countries perform in terms of Renewable Energy consumption, in 
order to contribute to the discussion of choosing the term that best represents Renewable Energy. 

Keywords: big data, clean energy, green energy, google trends, renewable energy 

INTRODUCTION 

According to the Australian Renewable Energy 
Agency (ARENA), Renewable Energy is defined as 
“energy which can be obtained from natural 
resources that can be constantly replenished”, 
implementing technologies that use “one or more 
renewable energy sources”, such as bioenergy, 
geothermal energy, hydropower, ocean energy, 
solar energy and wind energy [1]. 

USA’s Environmental Protection Agency (EPA) 
defines Clean Energy as including “renewable 
energy, energy efficiency and efficient combined 
heat and power” [2]. Though Green Energy as a 
concept is not defined by EPA, the term ‘Green 
Power’ is defined as a subset of Clean Energy [3]. 
Based on the above, it is safe to assume that 
defining these terms is quite ambiguous, especially 
for those that have no special experience in the 
subject.  

But how and in what volumes do researchers use 
these two terms? A search in the Scopus database 
shows that the number of documents containing the 
term ‘Clean Energy’ in the title is significantly 
higher than the ones containing ‘Green Energy’. 
Table 1 consists of the two terms’ total number of 
documents and their combinations in “Article Title” 
and “Article Title -Abstract- Keywords” as search 
fields until March 2016, and Table 2 consists of the 
number of documents for each year from 2007 to 
2015  for  the  same  combinations. It is evident that  

* To whom all correspondence should be sent:
ktsagar@env.duth.gr

the academic community uses the term ‘Clean 
Energy’ more often. 

Table 1. Scopus Total Number of Documents in Clean 
and Green Energy until March 2016 

T: Title, TAK: Title Abstract Keywords 

Table 2. Scopus Number of Documents in Clean and 
Green Energy from 2007 to 2015 

T: Title, TAK: Title Abstract Keywords 

As definitions seem to differ, is the respective 
term attributed to the more suitable meaning? Why 
do people use the term ‘Green Energy’ when 
referring to ‘Renewable Energy’? Is ‘Clean Energy’ 
the correct term? Keramitsoglou et al. [4] argue that 
the term ‘Clean’ is better than ‘Green’ when 
describing Renewable Energy Sources (RES).  

As the interest in Renewable Energy is growing, 
what kind of information does the public has easy 

Search Term 2016 2015 2014 2013 2012 2011 2010 2009 2008 2007 Field
Clean Energy 904 893 815 721 641 529 425 367 317 271 T
Green Energy 630 624 555 461 382 302 247 195 156 123 T
Clean Energy + 
Green Energy 85 83 69 59 47 39 31 27 19 15 TAK

Clean Energy + 
Green Energy 0 0 0 0 0 0 0 0 0 0 T

Green + Clean + 
Energy 30 27 24 19 13 12 9 7 3 3 T

Green +Clean + 
Energy 1785 1754 1568 1364 1206 1011 858 701 547 423 TAK

Search Term 2015 2014 2013 2012 2011 2010 2009 2008 2007 Field
Clean Energy 79 95 80 112 104 58 50 46 43 T
Green Energy 72 93 79 80 55 52 39 33 36 T
Clean Energy + 
Green Energy 15 10 12 8 8 4 8 4 1 TAK
Clean Energy + 
Green Energy 0 0 0 0 0 0 0 0 0 T
Green + Clean + 
Energy 3 5 6 1 3 2 4 0 1 T
Green +Clean + 
Energy 195 207 158 195 153 157 154 124 97 TAK

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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access to when searching for these terms in 
Google? The first result for both ‘Clean Energy’ 
and ‘Green Energy’ is Wikipedia’s page for 
Renewable Energy [5]. For ‘Green Energy’, the 
second result is the section “Green Energy and 
Green Power” in Wikipedia’s “Sustainable Energy” 
page [6]. In the respective Wiki pages, ‘Clean 
Energy’ is defined as “electricity or nuclear power, 
that does not pollute the atmosphere when used, as 
opposed to coal and oil, that do” [5], while ‘Green 
Energy’ is defined as the energy “that can be 
produced in a way that protects the natural 
environment, for example by using wind, water, or 
the sun” [6]. Do these definitions bring even more 
confusion over which one is used for which term?  

To address these questions, and in order to 
examine how the public views these two terms, 
large amount of information is needed. Handling 
such volumes of data requires new innovative tools. 
But in what way is it possible to obtain and analyze 
these vast amounts of data on online behaviour? A 
possible answer is Big Data; characterized by the 
three V’s: ‘Volume’, ‘Variety’, Velocity’, i.e. 
exponentially-increasing volumes [7], wide range 
of datasets, and high processing speed, respectively 
[8]. A trending Big Data tool is Google Trends [9], 
becoming all the more popular in academic 
research in several fields, such as medicine [10-11], 
economics and finance [12-14], politics [15-16], 
behaviour [17-19], and the environment [20-21]. 

We aim at quantifying and analyzing the 
public’s online interest in the US and Australia in 
Clean and Green Energy, using data from Google 
Trends. Following this introduction, the rest of the 
paper is structured as follows: the next section 
covers the data collection and methodology, 
followed by the results and discussion of our 
analysis, and, finally, the overall conclusions are 
presented. 

DATA AND METHOD 

We analyze the normalized in the ‘Clean 
Energy’ and ‘Green Energy’ hits data provided by 
Google Trends in the US and Australia from 2007 
to 2015; search volumes before 2007 are not large 
enough to be evaluated.  

In our initial search, we observed that Australia 
was the only major English-speaking country where 
Google hits were more in ‘Clean Energy’ than 
‘Green Energy’. We chose USA to perform a 
comparative analysis, as they perform similarly in 
economic, social, and environmental issues.  

Google Trends’ data are downloaded online in 
‘.csv’ format and are normalized over the selected 

period: “each data point is divided by the total 
searches of the geography and time range it 
represents, to compare relative popularity. The 
resulting numbers are then scaled to a range of 0 to 
100” [22]. 

For our search, Google Trends provide weekly 
data for the two terms, normalized over the selected 
period. We denote ܥ௧೔ and ܩ௧೔  as the weekly hits of 
the downloaded Google Trends’ data for the search 
terms ‘Clean Energy’ and ‘Green Energy’ of the i-
th week, respectively. For each week of our data, 
we percentize the hits in the two terms, and define 
௧೛೔ܩ ௧೛೔ andܥ 	as the percentized weekly values of 
the normalized ‘Clean Energy’ and ‘Green Energy’ 
searches of the i-th week, respectively, with 
 ௧೛೔=1 for each week. The percentized valuesܩ+௧೛೔ܥ
are calculated using Equations (1) and (2). 

 
௧೛೔ܥ =

஼೟೔
஼೟೔ାீ೟೔

	                      (1) 

 

௧೛೔ܩ =
ீ೟೔

஼೟೔ାீ೟೔
                       (2) 

 
For each year, we calculate the average of the 

weekly percentized hits for USA and Australia. 
Furthermore, we compare how the two countries 
perform in terms of production and use of 
Renewable Energy, in order to determine which 
term is used the most in the country performing 
better in Renewable Energy consumption. In 
addition, we examine if a relation exists between 
the number of documents in Scopus containing the 
terms ‘Clean Energy’ and ‘Green Energy’ in their 
titles and their affiliations, and the searches in 
Google for ‘Clean Energy’ and ‘Green Energy’ 
from 2007 to 2015.  

RESULTS AND DISCUSSION 

The first step is to examine how the Worldwide 
trend is changing in the use of the terms ‘Clean 
Energy’ and ‘Green Energy’. Over the period 2007-
2015, we see that the searches for the term ‘Green 
Energy’ are constantly and with significant 
difference above the ones for the term ‘Clean 
Energy’ (Fig.1). The weekly ratios of the ‘Clean 
Energy’ over the ‘Green Energy’ searches are 
always below the value ‘1’, showing that search 
volumes for ‘Clean Energy’ are at no point above 
the ones for ‘Green Energy’ over the examined 
period. What is observed is that there are two peaks 
in 2009 and 2011 with a ratio over 0.8, meaning 
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that at those specific times, the use of the term 
‘Clean Energy’ showed a sudden, but short-in-time, 
boost (Fig.2).  

Overall, we observe that the internet users 
worldwide search for the term ‘Green Energy’ in 
significant higher volumes than the term ‘Clean 
Energy’, which is in contrast to the scientific 
community, as shown in Table 1, i.e. the published 
papers containing the term ‘Clean Energy’ in their 
title over the last 30 years are about 40% more than 
the ones containing ‘Green Energy’. Furthermore, 
we observe a periodic decrease in searches for both 
terms during Christmas vacations, which is an 
expected finding.  
 

 
Fig.1. Worldwide Hits in Clean & Green Energy  

 

 
Fig.2. ‘Clean Energy’ per ‘Green Energy’ hits 

Worldwide 

 
We proceed to analyze the online interest in 

Clean Energy and Green Energy in the US and 
Australia; Figures 3 and 4, respectively. In Google 
Trends, we select the period from January 2007 to 
December 2015 and search for the weekly hits in 
the terms ‘Clean Energy’ and ‘Green Energy’. 

For the US (Fig.3), the term that is mostly used 
is ‘Green Energy’. In Australia, though up to 2010 
the term ‘Green Energy’ was used more than 

‘Clean Energy’, there is a shift in volumes (Fig.4), 
that reverses the percentages of the hits of 2009 and 
2012. Up to this point, i.e. March 2016, the term 
‘Clean Energy’ is searched for more in Google than 
‘Green Energy’ in Australia.  

 
Fig.3. Hits in “Clean Energy” & “Green Energy” in 

USA  

 

 
Fig.4. Hits in “Clean Energy” & “Green Energy” in 

Australia 

 
Fig.5 and Fig.6 consist of the ratios of the 

‘Clean Energy’ over ‘Green Energy’ hits in the US 
and Australia, respectively.  
 

 
Fig.5. ‘Clean Energy’ per ‘Green Energy’ hits in USA  
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Fig.6. ‘Clean Energy’ per ‘Green Energy’ hits in 

Australia 

 
In the case of the US, there is only one peak in 

2009 with values above ‘1’, for a two-week period 
(June 21th to July 4th), showing that the hits in 
‘Clean Energy’ are over the ones in ‘Green  
Energy’. Apart from this, all other weeks from 
2007 to 2015 show that ‘Green Energy’ is searched 
for significantly more than ‘Clean Energy’.  

The analysis of the peaks is significant, as they 
could be attributed to important national or 
international incidents. We observe that the peak in 
the hits in the term ‘Clean Energy’ in the US in 
2009 (Fig.5) influences the worldwide recording in 
the terms’ hits. Google Trends can be useful in 
examining the reasons of this boost. 

We see in the ‘Region’ field in Google Trends 
that the most searches occur in 3 countries, i.e. 
Australia (with a 100 score), USA (with a 74 score) 
and Canada (with a score of  50). There is a boost 
in the term’s hits with the top searches in the 
‘Related Searches’ field including ‘clean energy 
act’ (100 score), ‘American clean energy’ (90 
score), ‘clean energy power’ (50 score), ‘green 
energy’ (45 score), ‘clean energy council’ (35 
score), and ‘clean energy fund’ (35 score), 
suggesting that the aforementioned boost is 
attributed to the ‘American Clean Energy and 
Security Act’ of 2009.  

In Australia, all ratios after 2010 are above ‘1’, 
showing that the hits in ‘Clean Energy’ are more 
than the hits in ‘Green Energy’ at all times from 
2010 to 2015.  

Similarly, there is a peak in Australia in 2011 in 
‘Clean Energy’. An in-depth worldwide search for 
this year shows that the countries with the most hits 
on the term, in the ‘Region’ field in Google Trends,  
are Australia (100 score), and, with lower 
contribution, USA (26 score) and Canada (24 
score). The top searches in the ‘Related Searches’ 
field include: ‘clean energy council’ (100 score), 

that could be attributed to the ‘Clean Energy 
Council’ in Australia, ‘clean energy solar’ (85 
score), ‘clean renewable energy’ (60 score), ‘clean 
energy future’ (55 score), ‘clean green energy’ (55 
score), ‘green energy’ (55 score), and ‘clean energy 
act’ (40). 

Table 3 consists of the yearly averages of the 
weekly percentized hits in ‘Clean Energy’ and 
‘Green Energy’ in the US, Australia and 
Worldwide from 2007 to 2015. 

Table 3. Yearly Averages of the Percentized Hits: 
‘Clean Energy’ & ‘Green Energy’ Hits 

 
We observe that USA closely follows the 

percentages of the Worldwide trend, with the hits in 
‘Green Energy’ being above the ones in ‘Clean 
Energy’ with a percentage around 70% for all 
examined years. Australia, though starting with a 
percentage of 1% in 2007 for the ‘Clean Energy’ 
hits, interest in this term rises continuously till the 
peak in 2012, with almost reversed percentages of 
the hits in ‘Clean Energy’ over the ones in ‘Green 
Energy’. Hits in ‘Clean Energy’ start declining 
afterwards, with a percentage of 52.37% in 2015. 
From 2010 to 2015, the average online interest in 
Australia in ‘Clean Energy’ is 58.71%, while in 
‘Green Energy’ it is 41.29%. 

Fig.7 consists of the chart pies of the Google 
Trends’ hits in ‘Clean Energy’ and ‘Green Energy’ 
compared to the Scopus’ publications with the two 
terms in their titles from 2207 to 2015. While in the 
scientific community the term ‘Clean Energy’ is 
used in larger volumes (55%) compared to ‘Clean 
Energy’ (45%), the public prefers the term ‘Green 
Energy’ (70%) over ‘Clean Energy’ (30%), with 
statistically significant difference (Ζ=3.576, 
p<0.001).  
 

 

Fig.7. Google Trends’ hits vs. Scopus Publications 
terms for ‘Green Energy’ and ‘Clean Energy’ 

 Worldwide USA Australia 
Year Clean(%) Green(%) Clean(%) Green(%) Clean(%) Green(%) 
2007 28.90 71.10 30.96 69.04 1.00 95.15 
2008 29.68 70.32 30.97 69.03 10.41 79.97 
2009 29.96 70.04 33.28 66.72 30.23 65.93 
2010 29.67 70.33 32.87 67.13 48.69 51.31 
2011 30.11 69.89 28.98 71.02 61.17 38.83 
2012 31.19 68.81 28.53 71.47 68.38 31.62 
2013 28.29 71.71 26.96 73.04 65.47 34.53 
2014 27.56 72.44 27.68 72.32 56.18 43.82 
2015 30.44 69.56 33.12 66.88 52.37 47.63 
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A possible reason for the difference between 
Google Trends (public) and Scopus (scientific 
community) is the way that RES are communicated 
to the general public by the media, politicians, and 
other organizations, private or public. Since ‘green’ 
is mostly a ‘folksy’ word for the clean environment 
and all drivers related to it (e.g. green funds, green 
economy, green development etc), it is generally 
more ‘trendy’. On the other hand, scientists and 
engineers are more orthological on average, thus 
refer to energy with more real or clear adjectives. In 
sense, energy is not ‘green’; actually it is colorless, 
thus the term ‘clean’ is more rational than the term 
‘green’, as the former is related to the production 
technology rather than a color of nature. 

But how do researchers from Australian and 
USA report energy in their publications? To 
address this question, we ran two scopus searches 
with the terms ‘Clean energy’ and ‘Green energy’ 
in the title of the published hits. We included an 
additional term for the affiliation of the authors to 
be from Australia or USA. The comparison is 
shown in Fig.8. Though the portion of papers 
published in Australia with the term ‘Clean energy’ 
in their title is considerably higher, this is not 
statistically significant compared to those published 
in USA (X²=2.3943, p=0.1218).  

What is observed is that Australia’s public’s 
interest in the two terms agrees with what the 
scientific community suggests, i.e. ‘Clean Energy’ 
is used in larger volumes than ‘Green Energy’. This 
could be attributed to the overall wording that is 
used in the country, that could be influenced by 
several factors, such as important political 
statements or events. 
 

 
Fig.8. USA and Australia affiliations in Scopus 

Publications containing the terms ‘Green Energy’ and 
‘Clean Energy’ in the title  

 
Fig.9 shows the yearly percentages in 

Renewable Energy Consumption (% of total final 
energy consumption) in the US and Australia from 
1990 to 2013 (data obtained from the World Bank 
[23]). Apart from the years between 2008 to 2011, 
Australia’s percentages in Renewable Energy 

consumption are higher than USA’s from 1990 to 
2013. A Z-test calculated per year (Fig.9) shows 
that Australia was better performing up to 2002. 
From that point on, including our selected study 
period i.e. from 2007 on, we cannot claim 
statistically significant better performance of one 
over the other country. 

 

 
Fig.9. Yearly Percentages of Renewable Energy 

Consumption from 1990 to 2013 in USA and Australia  

 
Based on the above, it is evident that both 

countries are actively concerned about 
environmental issues and promote the production 
and use of Renewable Energy. In the US, apart 
from the Environmental Protection Agency that is 
responsible for all environmental issues and 
legislation, there are the ‘National Renewable 
Energy Laboratory’ [24] and the ‘Department of 
Energy’ [25]. The most important Renewable 
Energy policy is the “US Climate Action Plan” 
(2013) [26]. In Australia, though the Department of 
the Environment by the Australian Government is 
the main agency responsible for environmental 
issues, there is also the ‘Australian Renewable 
Energy Agency’ [27]. The key Renewable Energy 
policies in force are the ‘Australian Renewable 
Energy Agency’ (2012) and the ‘Renewable Energy 
Target’ (2010) [26]. A key policy that has ended is 
the ‘Clean Energy Future Plan’ (2012) [26].  

CONCLUSIONS 

This study aimed at examining the online 
interest in the terms ‘Clean Energy’ and ‘Green 
Energy’ for the US and Australia from 2007-2015. 
Using data from Google Trends, we quantify the 
normalized search volumes over the selected period 
and explore each country’s selection in terminology 
for Renewable Energy. We find that, though USA 
follows the worldwide trend, i.e. uses the term 
‘Green Energy’ in higher volumes, Australia shows 
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an increasing use of the term ‘Clean Energy’ from 
2007 to 2010, and the percentages in ‘Clean 
Energy’ searches are dominant over the ‘Green 
Energy’ ones from 2010-2015, with significant 
difference.  

Comparing the performances of the two 
countries in terms of Renewable Energy, as long as 
the implementation of policies and projects are 
concerned, it is evident that both countries are 
actively concerned for and promote Renewable 
Energy. This could be attributed to the fact that 
USA and Australia have been integrating all the 
more Renewable Energy issues in their way of 
governance. In addition, we observed that the 
scientific community uses the term ‘Clean Energy’ 
significantly more than ‘Green Energy’ in terms of 
containing these terms in the title of the published 
papers.  

Google Trends as a tool has been shown to be 
useful and effective in assisting us to elaborate on 
the different use of the terms ‘Clean Energy’ and 
‘Green Energy’. This, compared to the use of these 
terms in published papers, shows a different 
approach from academics compared to the public, 
thus contributing to the discussion of redefining 
Renewable Energy, as ‘Clean Energy’ could be a 
more suitable term for describing it. 

This paper provides ground for further research 
on redefining Renewable Energy, as the same 
methodology could be applied to other countries of 
interest. Further research could be especially 
applied to developing countries, so as to examine 
the relation between the public’s change in online 
interest in Renewable Energy with other economic 
and social factors, like per capita income, industry 
levels, human development, social progress, and 
environmental performance. 
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Renewable Energy Sources. Are they ‘Clean’ or are they ‘Green’? What do those with no previous or biased experience think? 
This study examines how the term “Renewable Energy” is viewed by primary school students in Bulgaria. For this purpose, a face-
to-face survey was applied, aiming at the elicitation of the students’ preferences for the naming and the colour that best represents 
Renewable Energy Sources. This was done with an in-class information project, followed by the completion of a questionnaire. 
Findings contradict what is, so far, established, i.e. that Renewable Energy Sources are ‘Green’ and that Renewable Energy is ‘Green 
Energy’.  

Keywords: clean energy, education, green energy, public awareness, renewable energy sources 

INTRODUCTION 

Over the last decade, the terms ‘Renewable 
Energy’, ‘Clean Energy’ and ‘Green Energy’ are 
becoming all the more popular in academic 
research and the public. But are their definitions 
clear? Are ‘Green Energy’ and ‘Clean Energy’ just 
other terms for Renewable Energy? If this is the 
case, which term is more suitable to define 
Renewable Energy? The various different 
definitions that exist have led to the confusion 
about the meanings that each term is attributed.  

For example, in the USA’s Environmental 
Protection Agency’s (EPA) website, Clean Energy 
is defined as including “renewable energy, energy 
efficiency and efficient combined heat and power” 
[1], suggesting that Renewable Energy is a subset 
of Clean Energy. Green Energy is not defined by 
EPA; the closest term is ‘Green Power’, defined as 
“electricity produced from solar, wind, geothermal, 
biogas, eligible biomass, and low-impact small 
hydroelectric sources”; a subset of Renewable 
Energy [2]. The combining of these two definitions 
merely suggest that Green Power is a subset of 
Clean Energy. 

As far as the academic community is concerned, 
is it ‘Clean Energy’ or ‘Green Energy’ the term that 
is used in larger volumes? Extracting information 
from the Scopus database [3] from 1990 to 2016, 
we observe that the  number  of  studies  containing  

* To whom all correspondence should be sent: 
ktsagar@env.duth.gr 

the term “Clean Energy” in their title are 901, while 
the ones containing the term “Green Energy” are 
625. Interestingly enough, there is not one study 
containing both terms in the title, and only 16 
containing both terms in their keywords. 

In addition, there are several academic Journals 
with reference to Renewable, Clean, or Green 
Energy. For example, Springer, in its category-
search field, it includes the category “Renewable 
and Green Energy” [4]. Table 1 consists of 
examples of Journals that make references to 
Renewable Energy, Green Energy, or Clean Energy 
in their titles or Aims and Scope. 

Τhe ‘International Journal of Renewable Energy 
Research’ [8] merely equates Renewable Energy to 
Green Energy: “…. the various topics and 
technologies of renewable (green) energy 
resources”, “Green (Renewable) Energy Sources”, 
while it refers to Clean Energy as a different 
subject: “Sustainable and Clean Energy Issues”. 

How informed is the public about subjects 
related to Renewable Energy? On Google, a hit on 
the terms ‘Green Energy’ or ‘Clean Energy’ gives 
Wikipedia’s page on ‘Renewable Energy’ [17] as 
the first result. In addition, the ‘Green Energy 
Institute’ [18] states that “Our policy program and 
projects promote renewable energy development”. 
These are examples indicating that Green Energy is 
regarded as having the same meaning as Renewable 
Energy. Could it be that these three terms are 
regarded as synonyms by the public?  
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Table 1. Journals Referencing to Renewable, 
Green or Clean Energy 
Journal With reference to: 

Renewable 
Energy 

Green 
Energy 

Clean 
Energy 

Renewable Energy [5] ✓ ✗ ✗

International Journal of 
Green Energy [6] ✗ ✓ ✗

Journal of Modern 
Power Systems and 
Clean Energy [7] 

✗ ✗ ✓

International Journal of 
Renewable Energy 
Research [8] 

✓ ✓ ✓

International Journal of 
Sustainable Energy [9] ✓ ✗ ✗

International Energy 
Journal [10] 

✓ ✗ ✗

Journal of Technology 
Innovations in 
Renewable Energy 

✓ ✗ ✗

International Journal of 
Smart Grid and Clean 
Energy [12] 

✗ ✗ ✓

Journal of Clean 
Energy Technologies 
[13] 

✗ ✗ ✓

International Journal of 
Sustainable and Green 
Energy [14] 

✓ ✓ ✗

Current 
Sustainable/Renewable 
Energy Reports [15] 

✓ ✗ ✗

Renewable and 
Sustainable Energy 
Reviews [16] 

✓ ✗ ✗

On the contrary, Google’s page on ‘Renewable 
Energy’ [19] makes no reference to the term ‘Green 
Energy’. It only uses the term ‘Green Power’; the 
same as EPA. The page’s section in ‘Investing in a 
Clean Energy Future Investments’, contains the 
following sentences: “We're investing in clean 
energy” and “... agreements to fund nearly $2.5 
billion in renewable energy projects”. Is Google 
equating Clean Energy to Renewable Energy? 

As defining Renewable Energy is a quite 
complex issue, we aim at examining the term and 
colour preference of primary school students, as 
they are less biased by previous formal or informal 
education. Keramitzoglou et al. [20] conducted 
face-to-face interviews with students and adults in 
Greece, in order for them to choose their preference 

in the naming and colour that best represent 
Renewable Energy Sources (RES). We conduct a 
similar experiment in Plovdiv, Bulgaria, over a 
sample of 203 primary school students, aged 7-10, 
with face-to-face interviews and the completion of 
questionnaires.  

We focus on introducing a method that could be 
applied to other regions and countries, so as to 
extract information on how the untrained eye views 
the subject, aiming at redefining Renewable 
Energy. What is important is the integration of the 
analysis of behavioural patterns in environmental 
issues, so as to examine the ways with which 
resources could be better managed. The rest of the 
paper is structured as follows: Section 2 consists of 
the detailed method of the data collection, Section 3 
consists of the results and discussion of our 
analysis, and Section 4 of the overall conclusions 
and further research suggestions. 

DATA AND METHOD 

In this section, the education system in Bulgaria 
is presented, followed by the description of the 
school where the survey took place, and the 
discussion of the questionnaire used to conduct our 
research. We describe how we reach an answer to 
the hypothesis that the choice of the colour Green 
for best representing RES results from the way 
energy is represented in nature textbooks, in 
addition to education in and out of school. 

Curriculum 
School education in Bulgaria is mandatory for 

all children aged between 7 and 16. Grades 1 to 4 
form the primary school education, with pupils of 
ages from 7 to 10. One of the main subjects taught 
in Bulgarian Primary Schools is ‘Natural sciences 
and ecology’, with energy related subjects 
appearing for the first time at the end of the first 
semester in the 3rd grade in the course called “Man 
and Nature” [21]. The students are taught the basics 
in water and air purity, as well as introductory 
references to sources of electricity. In the 4th grade, 
the subject "Bodies and substances" covers several 
topics, such as types of energy, energy sources and 
clean water protection [22].  

Sample 
The students participating in the face-to-face 

interviews and the completion of the questionnaire 
are all from 1st to 4th grade; 7 to 10 years old. The 
survey was conducted at the Secondary School 
Bratia Miladinovi in Plovdiv, Bulgaria, established 
in 1935 and covering the school districts "Ear" and 
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"Brickworks" in the Ist urban area Kuchuk-Paris. 
The school area consists of two well-preserved and 
maintained school buildings, with two computer 
laboratories with internet access, and a well-
established library. Sufficient infrastructure is 
available, so as to allow one-shift learning mode. 
"Brothers Miladinovi" is the only school in Plovdiv 
that implements the project "Inclusive Education" 
BG051PO00-4.1.07, funded by the European Social 
Fund of The European Union, with its overall 
objective being to provide a supportive 
environment for opening up education and 
providing equal access, aiming at detecting learning 
difficulties, promoting successful socialization and 
integration, and quality education tailored to the 
individual students’ needs.  

Questionnaire 
The school teacher conducting the survey was 

given a 4-Step instruction quide on how to brief the 
students before the interviews. The teacher had 
strict instructions as not to make any reference to 
pollution or clean energy throughout the process. 
The steps are as follows: 

1. Explaining of the definition/ notion of
Energy. For example, humans, in order to move, 
they need energy, which is covered by daily intakes 
of food. 

2. What do electrical equipment, such as lamps,
need in order to function? Electricity. How is it 
produced in Bulgaria?  

3. If we constantly consume our sources from
which electricity is produced, are they ever going to 
end? Explaining of “Renewable Energy Sources” 
and “Non-Renewable Energy Sources”.  

4.  Provide examples of RES. Sun, wind,
waterfalls, waves, biomass, etc. Utilization 
technologies of RES. Solar panels, windmills, 
watermills etc. 

The questionnaire, apart from demographics 
such as age, grade etc, consisted of two main 
questions: 1) Which of the following definitions 
best describes, to your opinion, «Renewable Energy 
Sources»?, with the options being ‘Clean Energy’ 
or ‘Green Energy’, and 2) Select the colour that, to 
your opinion, best describes «Renewable Energy 
Sources», with the options being a green box, a 
yellow one, and a white one. We prepared six 
variations of the questionnaire, with the order or the 
answers being changed, so as to avoid order bias. 
They were given out in the order shown in Table 2. 

The teacher interviewed each student one by 
one, in a quite space, where the students could not 
communicate with one another while responding to 

the questions. The interview was the first time that 
the terms Clean Energy and Green Energy were 
mentioned to the students. The above mentioned 
research protocol was the same as the one used by 
Keramitsoglou et al. [20]. 

Table 2. Variations in the order of options in the 
questions 
Variation 1st Question 2nd Question
I Green - Clean Green White Yellow 

II Clean - Green White Yellow Green 

III Green - Clean Yellow Green White 

IV Clean - Green Green White Yellow 

V Green - Clean White Yellow Green 

VI Clean - Green Yellow Green White 

RESULTS AND DISCUSSION 

During the experiment, a total of 203 students 
participated; 46 students are in 1st grade (about 7 
years old), 59 in the 2nd grade (about 8 years old), 
50 in the 3rd grade (about 9 years old), and 48 in 
the 4th grade (about 10 years old). Out of 203, 111 
were girls and 92 were boys. This experiment took 
place during February 2016. In all four grades, the 
preferred term for representing Renewable Energy 
is ‘Clean Energy’. Fig.1 shows the percentages in 
the selection of ‘Clean Energy’ and ‘Green’ 
Energy, and the colour for the better representation 
of Renewable Energy per grade level. 

In the 1st, 2nd and 3rd grade, ‘Clean’ got scores of 
76%, 80% and 70%, respectively. In the 4th grade, 
though ‘Clean’ was again the students’ choice, it 
got a score of 56%; significantly lower than the 
other grades (X²=6.5764, p<0.05, if 1st to 3rd grade 
are compared as a group with the 4th grade). These 
figures complement the findings of Keramitsoglou 
et al. [20], showing that, for students of the same 
age in Greece, about 78% of the 1st and 2nd grade 
chose the term ‘Clean’ for best describing RES. 

Table 3 consists of the Chi2 figures for the 
comparisons among grades for selecting Green as 
the term of choice (compared to ‘clean’) for 
naming RES. Statistical differences are not 
observed among students attending the 1st, 2nd and 
3rd grade. On the other hand, students attending the 
4th grade report statistically significant higher rates 
for ‘Green’ compared to ‘Clean’ as their preferred 
term for naming RES, compared to those attending 
the 1st and 2nd grade (X²=4.117, p<0.05 and 
X²=6.801, p<0.01, respectively). Students attending 
the 3rd grade provided responses close to the first 
two grades, but this was not statistically different 
compared to the responses of the 4th grade.  
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Fig.1. Percentages in the naming and colour selection for representing Renewable Energy per grade level 

Table 3. Chi2 figures for selecting ‘Green’ for 
naming RES 

Grade G1 G2 G3 G4 

G1 0

G2 0.1930 0

G3 0.4495 1.3556 0 

G4 4.1166* 6.801** 1.9923 0 

*p<0.05, **p <0.01

As far as the preference in colour is concerned, 
in the 1st and 3rd grades ‘Yellow’ is the colour 

achieving the highest scores, with 48% and 50% 
respectively, with ‘White’ being the second choice. 
Yellow was also the most preferred colour in 
representing RES in the 1st and 2nd grade students in 
Greece [20]. In the 2nd grade, yellow and white each 
received 42%. In all three grades, ‘Green’ achieved 
the lowest scores. In the 4th grade, though, ‘Green’ 
got the highest percentage (52%), supporting our 
hypothesis that the choice of ‘Green’ for the colour 
best representing RES results from the way energy 
is represented in nature textbooks, in addition to 
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education in and out of school. Table 4 consists of 
the Chi2 figures for the comparisons among grades 
for selecting Green (instead of yellow or white) as 
the colour of choice for labelling RES.  

Statistical differences are not observed among 
students attending the 1st, 2nd and 3rd grade about 
their preference in the green colour as their choice 
in representing RES. On the other hand, the 
preference of the students attending the 4th grade for 
‘Green’ was significantly higher than those of the 
students attending the 1st, 2nd and 3rd grade 
(X²=7.888, p<0.05, X²=16.560, p<0.001, and 
X²=8.219, p<0.01, respectively). 

Table 4. Chi2 figures for selecting ‘Green’ as the 
colour of choice for labelling RES 

Grade G1 G2 G3 G4 

G1 0

G2 1.2568 0

G3 0.0001 1.3309 0 

G4 7.8882* 16.5599*** 8.2187** 0 

*p<0.05, **p<0.01, ***p<0.001

Based on the above, we suggest that very young 
students with little or no exposure to the concept of 
Renewable Energy in Bulgaria are most likely to 
choose ‘Clean’ as the term for labelling RES and 
(not Green but) Yellow as the colour for best 
representing it. As students receive formal 
(followed by informal) education, their preferences 
start to shift, and they choose Green Energy and 
Green as the term for labelling and the colour for 
representing RES, respectively. These findings 
support those of Keramitzoglou et al. [20], who 
reached the same conclusions for students attending 
primary schools in Greece. While the 
implementation of energy education projects 
increase awareness in energy issues [23-24], it is 
important to elicit the students’ preferences and 
adjust the findings in behavioural patterns, so as to 
contribute to the efficient use of RES and, 
consequently, natural resources. 

CONCLUSIONS 

This study examined the preferences in naming 
and colour for the best representation of RES of 
primary school students, by conducting face-to-face 
interviews to 203 primary school students aged 7-
10, in Plovdiv, Bulgaria. We aimed at introducing 
the methodology to be also applied in other regions 
and countries, so as to contribute to the discussion 
of defining Renewable Energy as ‘Clean’ instead of 
‘Green’. 

The results show that, for describing Renewable 
Energy, the preferred term is ‘Clean’ for all grades, 
but with significantly lower percentage in the 4th  
grade. In selecting the colour that best describes 
Renewable Energy, in the first three grades the first 
choice was yellow, followed by white, but in the 
4th grade the students selected Green with 
significantly higher percentages than the other three 
grades.  

Overall, though ‘Green’ seems to be the term 
and colour that most select as the one describing 
RES, we see evidence that, for children not yet 
exposed to formal or informal education on the 
subject, the term ‘Clean Energy’ is the first choice 
for describing Renewable Energy, while for the 
colour, yellow and white are clearly the choice for 
representing RES. Similar research on the subject 
should be applied to other regions, so as to further 
explore the name and colour that is the most 
suitable to represent Renewable Energy. 
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Kazakhstan 

In this paper a study of physical and technological processes that occur during combustion of high-dust fuel in the combustion 
chamber of Kazakhstan's boiler unit. Computational experiments were obtained the distribution of concentrations of harmful dust and 
gas emissions during the combustion of high-ash coal in the combustion chamber.  The main purpose of the present work is to study 
different possibilities to improve the performance of the coal-fired furnace. Different influences which lead to decrease in pollutant 
emissions have been analysed. 

Keywords: coal-dust torch, combustion, thermal power plant, heat and mass transfer, pollution 

INTRODUCTION 

It is fair to say that the ability to use fire is an 
important factor in ushering the dawn of 
civilization. Today our dependence on the service 
of fire is almost total, from heating and lighting our 
homes to powering the various modes of 
transportation vehicles. Useful as it is, fire can also 
be menacing and sometimes deadly. Wild land and 
urban fires cause tremendous loss of property and 
lives every year; the noxious pollutants from 
automotive and industrial power plants poison the 
very environment in which we live; and the use of 
chemical weapons continues to be an agent of 
destruction with ever greater efficiency. 
Combustion is certainly one branch of science that 
affects almost every aspect of human activities [1]. 

Heat transfer problems pertaining to the 
combustion in industrial furnaces are of great 
importance to the engineering designer of boilers 
and steam generators. In most industrial flame 
applications, the achievement of high heat transfer 
rates is a main target and is desirable. 

Pulverized coal combustion is the most 
commonly used method in the coal-fired power 
plants and it will continue to be important way for 
electricity production due to large stocks of coal 
worldwide. Since coal is a natural resource that 
depends on many factors, parameters and 
conditions it has variable properties and 
composition. 

* To whom all correspondence should be sent:
rustem1977@mail.ru

Pulverized coal combustion in industrial 
furnaces is a quite complex process and involves 
many physical and chemical sub-processes. Hence 
a proper description for the dynamic, thermal and 
reactive behaviors of pulverized air-coal flows is 
essential for a better prediction of combustion and 
pollutant emission formation in a coal-fired 
furnace. 

Using of different types of coals combined with 
some modifications of the combustion furnaces and 
equipment can be a cost-effective way of improving 
combustion behavior and lowering pollutant 
emissions from power plant. Comprehensive 
modeling of pulverized coal combustion has 
become a commonly used tool for designing and 
optimization. 

The purpose of the presented research was to 
investigate numerically the characteristics of 
reacting flows and heat transfer due to oil and coal 
turbulent combustion in large-scale boiler furnaces. 

EXPERIMENTAL DETAILS 

Description of furnace 

The computer simulation is performed for 
furnace chambers of Kazakhstan Power Plants. The 
case-study boiler PK-39 with swirl burners in 
boxer-firing system is installed at Aksu Thermal 
Power Plant (Fig.1). The unit generates a nominal 
steam capacity of 475 t/h and electrical output of 
160 MWe. Twelve swirl burners are placed in two 
layers: three in each layer on the front and rear wall 
of the furnace. The nominal-load operating 
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conditions (all burners operating) of the furnace are 
given in Table 1. Existing distribution of coal 
particle sizes is represented by using five different 
size classes of pulverized coal. 

Table 1. Summary of the furnace operation parameters 

Steam 
generating 
capacity,  

t/h 

Total air, 
 
 

 kg/s 

Coal 
flow rate,  

 
kg/s 

Excess 
air 

Load,  
 
 

MWe 

475 157 24.32 1.18 390 
Coal composition 

W Ash C H O N S 
0.07 0.41 0.79 0.05 0.13 0.015 0.015 

 

 
Fig.1. Scheme of the furnace PK-39 

Mathematical model 
Program FLOREAN is based on the numerical 

solution of the Reynolds averaged balance 
equations for mass, species, energy and momentum 
[1-3]. It predicts gas flows, species concentrations, 
temperature fields due to combustion, radiation and 
convective heat transfer and the pollutant formation 
and destruction in furnace chambers. 

The transport by diffusion of each value is 
calculated by an effective exchange coefficient, 
based on the effective viscosity and the empirical 
Prandtl-Schmidt number. The mean flow equations 
are closed by the k-ε turbulence model. 

The changes of the concentrations of the flue 
gas components and the fuel due to the combustion 
are taken into account in the source/sink terms by 
appropriate sub-models. In addition, in the 
source/sink term the heat balance takes into account 
the energy release due to the combustion reactions 
and the significant heat transfer due to radiation 
using a six flux radiation model by Lockwood etc. 
[4]. The energy balance equation is written in terms 
of the enthalpy. 

In many practical combustion processes the 
fuels are liquids or solids, which have to be 
evaporated, and/or gasified usually prior 
combustion. The additional consideration of a 
phase change leads to more complex heterogeneous 
combustion processes than combustion processes in 
the gas phase. 

Coal Combustion Model 
The coal particle size distribution is modeled 

through different mean diameters. During the 
combustion process the coal particle diameters 
changes. The change depends on the coal type e. g. 
swelling coal. At the end ash and unburnt carbon is 
left. 

The coal combustion model is divided into five 
submodels for drying, pyrolysis, combustion of 
volatiles, carbon monoxide and residual char. The 
drying model considers the heat necessary for 
evaporating the moisture content. The pyrolysis 
model is usually a first order reaction model; more 
detailed models are available. Three different 
reactions between char and flue gas are considered. 
The oxidation of the char to carbon monoxide or 
carbon dioxide and the reduction of carbon dioxide 
at the surface of the char particle to carbon 
monoxide. The model incorporates the different 
effects of oxygen and carbon dioxide diffusion to 
the particle surface and in the pores and the kinetics 
of the chemical reaction at the surface as a function 
of temperature and particle diameter. The Eddy 
Dissipation Model according to Magnusson et al. 
[5] is used to predict the combustion of the volatiles 
and the carbon monoxide formed during char 
combustion. Gaseous fuels are treated like volatiles. 

In the case of coal combustion the two phase 
flow can be treated using the Eulerian or the 
Lagrangian approach to calculate the flow pattern 
of the solid phase. 

Fuel Oil Combustion Model 
Three phases of droplet combustion are 

considered: 
Heating phase: heat from the gas phase causes 

the droplet surface to heat up. Much of the energy 

261



A. S. Askarova et al.: CFD study of harmful substances production in coal-fired power plant of Kazakhstan 

  

is convected into the droplet until the entire droplet 
is approaching the boiling temperature. 

Fuel evaporation stage: Fuel evaporates into the 
gas phase and a combustible mixture is formed; the 
droplet diameter decreases in time. The droplet 
evaporation model includes heat and mass transfer. 
Usually the continuous gas phase is at a higher 
temperature than the fuel droplets. 

Combustion phase. The oil combustion model 
uses the Eddy Dissipation Model for the 
combustion of evaporated combustible species in 
the gas phase. The changes of the concentrations of 
the flue gas components and the fuel due to the 
combustion are taken into account in the 
source/sink terms. 

NOx formation model 

Within the combustion of fossil fuels, nitric 
oxide is built up through different reaction paths. 
The main reactions are the oxidation of molecular 
nitrogen (thermal NO–formation) and the oxidation 
of the fuel bounded nitrogen (fuel–NO). 

Detailed kinetic models for predicting fuel NO 
with 29 elementary reactions are used, for example, 
by Lendt [6]. In the case of three–dimensional 
simulation, such models consume too much CPU–
time. Therefore global mechanisms are used. For 
simulation of nitrogen oxides formation the 
Zel’dovich mechanism for thermal NOx, De Soete 
[7] or the Mitchell-Tarbell [8] mechanisms for fuel 
NOx formation are applied. 

Depending on the coal type, fuel-bound nitrogen 
is released during pyrolysis and char burnout. It is 
supposed that the main gas species containing 
nitrogen produced during coal combustion are HCN 
and NH3. In some modeling approach, volatile and 
char nitrogen is released only as HCN proportional 
to the char burnout rate [9-13]. 

De Soete mechanism 

Recognizing the importance of HCN as a 
precursor to the subsequent nitrogen compound 
intermediates, De Soete correlated the rate of NO 
formation and decay with a pair of competitive 
parallel reactions, each first order in HCN and NH3. 
HCN and NH3 are competitively oxidized and 
reduced according to the following generic scheme 
involving four reactions: 

 

 

 

 
Where R1… R4, – reaction rate, 1/s; XHCN, XNO, 

���
�  – mole fraction, mol/mol; T – temperature, K. 

This model describes the gas phase reaction of 
HCN and NH3 with an oxidation rate to NO and a 
reduction rate to N2. 

Mitchell and Tarbell model 

A global model has been proposed by Mitchell 
and Tarbell [8], involving NH3, HCN, NO and N2 
as N-containing species. The first reaction step is 
the conversion of HCN to NH3 by an attack of an 
oxidizing agent.  

The NH3 forms and destructs NO within a pair 
of competitive parallel reactions. In their global 
model, Mitchell and Tarbell propose the recycling 
of NO back to HCN through hydrocarbons CxHy. 

The postulated reaction rate of the NO recycling 
is not temperature dependent [14-17]. The 
suggested value of the C atom number x in the 
hydrocarbons is eight; the value of y is calculated 
from coal analysis. The H2 − concentration is 
calculated from equilibrium. In addition NO is 
reduced by a heterogeneous reaction between NO 
and char particles [18]. 

RESULTS OF SIMULATION 

Computer simulations were carried out with the 
aim to investigate different possibilities to improve 
the boiler performance, to decrease pollutant 
emissions and analyze different influences. 

Thermal wall conductivity is dependent on 
several factors including accumulation of ash on the 
walls [19-23]. Hence, it also has significant impact 
to overall heat pick up of the furnace walls and 
thermal performance of the boiler (Fig.2). 

 

Fig.2. Influence of the wall conductivity on heat pick 
up of the walls and heat losses by unburned species at 
the furnace outlet 

262



A. S. Askarova et al.: CFD study of harmful substances production in coal-fired power plant of Kazakhstan 

  

Fig.3 shows dependence of NO and CO 
emissions on the wall conductivity. It predicts that 
both emissions increase with increases in wall 
conductance. 

Fig.4 shows predicted NO and CO 
concentrations at the furnace outlet as a function of 
swirling. Studies have shown that swirling of the 
incoming air stream which surrounds the coal 
stream can significantly influence the NO and CO 
concentrations. 

 

 

Fig.3. Influence of the wall conductivity on NO2 and 
CO concentration at the furnace outlet 

These variations in NO and CO result 
principally from difference in mixing process, when 
the swirling incoming air results in sufficient 
mixing to promote earlier ignition, hence the extent 
of mixing of the coal and air has a significant 
impact on the volatile N-containing species 
conversion to NO. 

 
Fig.4. Influence of the incoming air stream swirling on 

NO and CO concentration at the outlet 

To reduce NO emissions air staging was used. 
The penetration of the over fire air jets into the 
furnace can be seen in the velocity distribution 

(Fig.5). A significant increase of the flue gas 
temperature arises along the jets induced by the 
carbon monoxide combustion. 

Temperature distributions in the furnace for full 
load operation (with coal and oil combustion) are 
presented in the Fig.6 and Fig.7. It’s seen that the 
zone of maximum temperatures is concentrated in 
the center of the fire-chamber on the level of the 
burners. 

The minima in the presented temperature field 
are caused by the low temperatures of fuel and 
transporting gas supplied to the furnace through the 
burner nozzles. Calculated data show good 
agreement with experimental data (Fig.6) [24]. 

 

Fig.5. Velocity distribution in the level of the OFA jets 
during coal combustion at 100% load 

 
Fig.6. Simulated temperature distribution over furnace 

height during coal combustion at 100% load compared 
with experiment [24] 

263



A. S. Askarova et al.: CFD study of harmful substances production in coal-fired power plant of Kazakhstan 

  

 
Fig.7. Temperature distribution in the middle vertical 

section during coal combustion at 100% load 

Fig.8 shows predicted NO2 and CO 
concentrations at the furnace outlet as a function of 
different air distribution between main burners, 
over fire air (OFA) and curtain air (CA) nozzles. 

 

 

Fig.8. Influence of OFA and additional curtain air on 
CO and NO2 concentrations at the outlet of the furnace 
PK-39-steam generator 

Fig.8 shows that using the OFA-technology at 
the outlet of the combustion chamber observed a 
clear reduction in nitrogen dioxide (NO2). 
However, the concentration of carbon monoxide 
(CO) is the same. When using a curtain air, 
conversely, decreasing the concentration of carbon 
monoxide (CO) and the concentration of nitrogen 
dioxide (NO2) almost does not change. 

Studies have shown that these parameters of the 
incoming air streams redistribution can 
significantly influence on the NOx and CO 
concentrations. These variation in NOx and CO 
emissions result  principally from  difference in  
mixing process staging of  combustion in furnace 
and  results in  a  significant impact  on  the  
nitrogen conversion to  NO  and  CO formation. 
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CONCLUSION 

The present paper is showing the dependence of 
NO and CO emissions on the wall conductivity and 
the prediction of NO and CO concentrations at the 
furnace outlet as a function of swirling. Moreover, 
to reduce NO emissions air staging was used. It 
shows the effect of OFA-Technology for 
distribution of velocity, temperature, and 
concentration characteristics (NOx and CO).  

The data resulting from the present study allow 
an improved understanding of combustion 
processes and provide detailed description of 
furnace performance. Results from CFD simulation 
can be useful for engineers to choose an appropriate 
burner and furnace design, to reduce pollutant 
emissions, as well as to optimize furnace operation. 
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The present study investigates the exploitation of Concentrated Solar Power (CSP) for the in-situ production of wear resistant 

carbide-based surface layers onto steel base metal. The use of alternative thermal sources, such as laser or solar, for remelting or 
cladding pre-deposited powder layers has been implemented in order to achieve continuous, non-porous coatings, well-adhered to the 
substrates. Compared to laser sources, concentrated solar energy is mainly characterized by its renewable nature and, in addition, by 
higher efficiency. For this purpose, “solar” experiments were carried out at the installations of Plataforma Solar de Almería (Spain). 
Carbide-based powders (TiC and WC) were pre-deposited onto carbon steel and subsequently exposed to concentrated solar 
irradiation for various dwell time values. The temperature field developed during solar exposure was recorded in real-time by the aid 
of an optical pyrometer that allowed monitoring the temperature evolution of the irradiated surface, as well as by the aid of a 
thermocouples’ set placed at different loci within the base metal that allowed determining the progress of thermal fields within the 
steel. Microscopic observations of the obtained surface layers allowed the correlation between the treatment parameters and the 
microstructure achieved. Subsequently, preliminary sliding tests against an alumina ball and a cutting insert with a cBN-coated tip 
were performed using a pin-on-disc apparatus, in order to evaluate in-service performance and machinability of the elaborated 
hardfacings, respectively. Based on these experimental results, the proposed technique was compared to Flux Cored Arc Welding 
(FCAW), to which it exhibits many fundamental commonalities. 

Keywords: Concentrated Solar Power, surface modification process, carbide-based hardfacing, microstructure, 
tribological performance 

INTRODUCTION 

“Cemented carbides” are two-phase, ceramic- 
metal (CerMet) materials, consisting of hard 
carbide particles such as WC, TiC, Cr3C2 etc. 
bound together by a metal binder phase. They are 
the primary materials of choice in harsh 
applications, like hard metal cutting, rock drilling, 
excavation [1], due to their high hardness and wear 
resistance under non-lubricated conditions. Besides 
their use as sintered monolithic wear resistant 
components, they are also applied as coatings of 
metallic parts operating under sliding, abrasion and 
erosion conditions in high temperature and 
corrosive atmospheres [2, 3]. The principal 
deposition technique to obtain such coatings, with 
thickness in the range of 200-400 m, is High 
Velocity Oxy-Fuel thermal spraying, which, like all 
thermal spraying techniques, requires specially pre-
treated feedstock powders having a suitable particle 
size distribution to be sprayable. In addition, the 
coatings obtained are prone to decarburization/ 
dissociation of the carbide particles during in-flight 
towards the substrate, due to the high temperatures 
developed. 

In an effort to mitigate such high processing 
temperature  problems,  non- conventional   thermal 
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sources, such as laser, or alternative ones, like 
concentrated solar power (CSP) have been 
implemented. Compared to laser sources, 
concentrated solar energy is mainly characterized 
by its renewable nature and, in addition, by higher 
efficiency [4] and lower capital costs [5]. Previous 
works have already formed a solid background on 
the feasibility of creating metallic, oxide- or 
carbide-based coatings [6,7] onto metallic 
substrates via CSP. In particular with respect to 
carbide coatings, preliminary experiments on solar-
aided surface alloying of steels, demonstrated that 
the obtained treated zones were thick, hard and free 
of pores and cracks [8,9]. 

The present study is part of an integrated research 
project targeted to investigate the feasibility of 
optimising the “solar surface treatment” process 
and obtaining carbide-based hardfacing layers with 
acceptable microstructure features and tribological 
performance. In this perspective, a first preliminary 
study by the present authors involved TiC-based 
surface layers as a case study [10]. The present 
work is a follow-up including in the one hand 
additional solar experiments with TiC powder to 
validate the first results. In the other hand, further 
experiments with WC-based powder were 
performed to demonstrate the feasibility of 
elaborating diverse carbide-based wear resistant 
surface layers by the proposed solar process. 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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EXPERIMENTAL DETAILS 

The surface treatments using concentrated solar 
irradiation were carried out at the installations of 
Plataforma Solar de Almería, PSA (Spain). A 
schematic illustrating the operation principle of 
such facilities is presented in Fig.1, while the plant 
of Almeria has been previously described [6-9]. 
The present study took place in the new horizontal 
SF40 solar furnace, specifically designed for high 
temperature materials treatment under controlled 
atmosphere. The facility is of 40 kW power and 
reaches a peak concentration exceeding 7000 suns. 
An extensive description of this particular 
installation has been recently published [11], 
providing technical details of the concentrator 
system, the flux regulation modes and flux 
measurements. 

The surface-modified base metal was a common 
carbon steel grade (DIN St 37-2), containing less 
than 0.17 wt. % C and exhibiting a liquidus 
temperature of ~1540 °C. Specimens of dimensions 
70×35×15 mm3 were polished and the surface to be 
irradiated was covered by the respective carbide 
powder to form a disk-like, 1 mm-thick layer, with 
a diameter of 3.5 cm, since the radiation spots have 
a diameter of 3.0 cm. Two series of solar 
campaigns were performed applying TiC and WC 

powders. During solar exposure, the temperature of 
the specimen surface was recorded in real-time by 
the aid of an optical pyrometer, in order to 
determine the operational conditions and correlate 
them to their effects on the material. In all cases, 
treatment was taking place within a quartz bell jar, 
under inert atmosphere with the aid of Ar gas flow. 

The optimization of process parameters 
comprised post-treatment macroscopic and 
stereoscopic observations of the exposed surfaces, 
using a Leica MS 5 and a Nikon SMZ 1500 
stereomicroscope, as well as microscopic 
observations of the relevant cross-sections, 
conducted using a Nikon Epiphot 300 inverted 
metallographic microscope. Vickers microhardness 
measurements on characteristic areas of the 
specimens’ cross-sections were carried out using an 
Instron-Wolpert tester, applying a 0.3 kg load. The 
tribological performance of hardfacing layers, 
obtained under the optimum conditions, was 
estimated using a pin-on-disk apparatus (Centre 
Suiss d' Electronique et de Microtechnique, 
CSEM). Preliminary sliding friction tests were 
performed in dry air (25%RH, 20 °C), using as 
counterbodies a cutting insert with a cBN-coated tip 
and an Al2O3 ball ( 6), in order to estimate the 
machinability and the in-service performance of the 
obtained layers, respectively. 

 

 

Fig.1. Solar furnace installation at Plataforma Solar de Almeria, PSA (Spain): (a) Schematic presentation of operation 
principle, (b) Actual stationary parabolic concentrator, (c) Schematic of arrangement ensuring a 3810 kW.m-2 peak flux 
at the focal point, normalised to 1000 W.m-2 insolation and (d) Photograph of heliostat consisting of 100 plane facets, 
each one of 1 m2 reflecting surface 
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The specimens were tested applying normal 
loads (N) in the range of 1-10 N and for a linear 
velocity of 0.20 m.s-1. After testing, the wear 
volume (v) was measured using a mechanical 
Taylor-Hobson stylus profilometer and the wear 
coefficient (k) was calculated, using the formula: 

sN

v
k

.
                  (1) 

where (s) denotes the total sliding distance, in m 
 
The tribological results for the solar-modified 

layers were compared to results concerning 
respective hardfacing deposits obtained by Flux 
Cored Arc Welding (FCAW) technique. 

RESULTS AND DISCUSSION 

Fundamental aspects on the proposed “solar” 
surface modification process were presented in a 
previous study [10], involving only TiC powder. 
This study was employed as a first test exploratory 
case aiming at identifying the crucial operational 
parameters leading to successful surface hardfaced 
layers. It was found therein that the crucial 
parameter inducing hardfacing was not the overall 
solar irradiation exposure time but the actual dwell 
time of the base metal at temperatures above its 
liquidus; thus this dwell time should be considered 
as the effective solar treatment duration. In fact, a 
linear relationship between the maximum 
hardfacing thickness and this time was observed. 

The present study, involving a new campaign 
with TiC powder as well as a first-of-its-kind 
campaign with WC powder, corroborated further 
these observations. Fig.2 shows for each carbide, 
three representative in-situ measurements of the 
specimens’ surface temperature via an optical 
pyrometer, demonstrating the temperature 
evolution as a function of the total exposure time. 
The relevant dwell times, in the particular 
experiments, for TiC span between 300-500 s and 
those for WC between 250-300 s. Both these 
intervals were within the optimum time ranges for 
hardfacing. Analytical details on the calculation of 
the surface treatment duration have been provided 
previously [10]. A dwell time below a critical 
threshold value was not sufficient to induce 
melting of the base metal up to a depth adequate to 
achieve incorporation of the carbide particles 
within the melting pool. On the other hand, 
excessive dwell above the liquidus temperature 
resulted in high porosity of the re-solidified 
metallic matrix. 

A typical WC-hardfaced specimen obtained is 
presented in Fig.3a. It can be clearly distinguished 
that solar irradiation has affected only the area to 
be treated, leaving the rest of the specimen’s 
volume intact. A visual result of solar surface 
modification is demonstrated in Fig.3b, showing 
achievement of immersion and entrapment of non-
molten carbide particles within a surface pool of 
molten and re-solidified base metal. 

 

 
Fig.2. Surface temperature evolution during solar 

irradiation exposure of three different: (a) TiC- and (b) 
WC-covered specimens 

 
Metallurgical processes involving metals’ 

melting and re-solidification are frequently 
accompanied by the appearance of residual 
porosity and micro-cracking of the treated volume. 
A successful solar treatment should result in 
surface layers free of such microstructural defects 
as well as homogeneous distribution of the 
reinforcement particles within the base material in 
order for the surface layer to have uniform 
performance during application. An exemplary 
case of such a continuous, uniform surface layer 
obtained via solar irradiation is presented in Fig.4a, 
for TiC hardfacing. SEM observations at the 
neighbourhood of the solar-treated layer/ unmolten 
base metal interface (Fig.4b) demonstrated further 
the validity of the previous findings throughout the 
entire depth of the treated zone. 
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However, the specific type of the carbide, TiC 
or WC, had a significant influence on the micro-
phenomena taking place during the effective solar 
treatment (dwell at temperatures above 1540 °C). 
TiC particles immersed within the ferrous pool 
seem not to be attacked by the liquid metal during 
treatment. As shown in Fig.5a, the carbide 
particles boundaries remained intact and totally 
unaffected by the surrounding metal. On the 
contrary, in the case of WC (Fig.5b), the contact of 
carbides with the liquid metal led to partial 
dissolution of the particles directed from the outer 
to their inner region. Thus, longer effective solar 
treatment duration and/ or smaller particles’ size 
could result in total dissolution of WC particles 
within the metallic matrix. 

 

 
Fig.3. (a) Macrograph of a typical WC-covered 

specimen, exposed to solar irradiation and (b) Typical 
cross-section view of a successfully TiC-hardfaced 
specimen (stereo-graph) 

Microhardness values obtained at selected areas 
of the hardfacing layers demonstrated different 
trends for the two carbides that could be of 

relevance with the microstructure observations 
above. These values ranged from 2500 up to 2900 
HV0.3 in the case of TiC-harfaced layers and from 
1000 up to 1500 HV0.3 in the case of WC ones. 
The magnitude and the span of these values could 
be attributed to: 
 The relevant inter-carbide spacing, imposing 

constraints to the plastic deformation of the 
metal [12], in the case of intact TiC particles. 

 The enrichment of the metallic matrix in carbon 
around the semi-dissolved particles, in the case 
of WC-hardfaced layers. 

 

 
Fig.4. Cross-section of a microstructural-defects-free 

TiC-hardfaced layer: (a) Optical micrograph 
demonstrating the homogeneous distribution of carbide 
particles within the metallic matrix and (b) SEM 
photograph of the hardfacing / base metal interface 

Preliminary dry sliding tests demonstrated the 
suitability of the solar hardfaced layers obtained 
for severe tribological applications, where high 
wear resistance is a requirement.  

The evolution of the wear coefficient was 
estimated by interupted testing up to 200.000 
sliding revolutions. Steady-state wear of the treated 
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layers was achieved above 20.000 sliding 
revolutions; thereafter, the wear coefficient values 
remained practically constant. As shown in Table 
1, both TiC- and WC-hardfaced layers exhibited 
comparable machinability and in-service 
performance with respective hardfacing deposits 
obtained by conventional FCAW technique. 

 
Fig.5. SEM micrographs of: (a) Non-dissolved TiC 

particles and (b) Partially dissolved WC particles, 
within the ferrous metallic matrix 

Table 1. Comparison of the steady-state wear 
coefficient (mm3.N-1.m-1) between “solar” and FCAW 
TiC- and WC-hardfaced surface layers, tested under the 
highest load (10 N) 

Surface layer Sliding against 
cBN-coated pin 

Sliding against 
Al2O3 ball 

“Solar” TiC 5.11×10-5 4.64×10-6 
FCAW TiC 2.11×10-5 7.64×10-6 
“Solar” WC 7.83×10-6 4.35×10-7 
FCAW WC 7.90×10-7 6.96×10-7 

 
For comparison purposes, Fig.6 depicts the 

dependence of wear coefficient on the normal load 
applied for ball-on-disk experiments performed on 
the base metal of this study (red curve), as well as 
on a ferrous alloy typically used for hard 

tribological applications (blue curve). Both alloys 
exhibited wear coefficient values in the range of 
1.12-2.09×10-4 mm.N-1.m-1, when tested under the 
most severe conditions (10 N), whilst the relevant 
values for TiC- and WC-hardfaced layers were 
respectively 2 and 3 orders of magnitude lower 
(Table 1, last column). 

A typical top-view of a wear track of the solar 
WC-hardfaced layers obtained is presented in 
Fig.7. Polishing and ploughing wear mechanisms 
of the metallic matrix that led to revealing of the 
carbide particles were clearly seen. 

 

 
Fig.6. Wear coefficient evolution as a function of 

the normal load applied for the un-treated base metal 
employed in the present study (red curve) and for a 
typical wear resistant steel (blue curve) 

 
Fig.7. SEM top-view micrograph of the worn surface 

of WC-hardfaced specimen 

CONCLUSION 

Concentrated Solar Power (CSP) was exploited 
for the in-situ production of TiC- and WC- wear 
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resistant surface layers onto steel base metal. The 
solar process parameters were optimised using as 
criterion the elaboration of layers without 
mictostructural defects. The kind of the carbide 
particles affected the micro-phenomena taking 
place during the melting stage of the process and 
consequently the microstructural features and the 
microhardness values of the obtained surface 
layers. The in-service tribological behaviour of 
both carbide layers was found superior to that of 
the base metal and comparable to that of relevant 
hardface deposits elaborated by Flux Cored Arc 
Welding (FCAW) technique. 
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At the present time there is an increased interest to the study of heat-and-mass transfer in high temperature environments in the 
presence of burning. These processes occur in strong turbulent and non-isothermal flows, multiphase fluids, in the conditions of 
significant impact of nonlinear effects of thermal radiation, interfacial interactions and multistage chemical reactions. To solve the 
problems of modern power engineering and ecology it is especially important to study the processes of heat-and-mass transfer in the 
high-temperature reacting media and to simulate physical and chemical processes that occur during the combustion of pulverized 
coal. These problems are related, on the one hand, to the concept of “energy safety” of the country and, on the other hand, to the 
development of processes of “clean” fuel combustion under strict standards of emission of harmful substances into the environment. 
Consider development and application the numerical model for solution of processes at combustion chamber of the thermal power 
plant boiler. Mathematical simulation is based on solution of physical and chemical processes occurring at burning pulverized coal in 
the furnace model. Three-dimensional flows, heat and mass transfer, chemical kinetics of the processes, effects of thermal radiation 
are considered. Obtained results give quantitative information on velocity distributions, temperature and concentration profiles of the 
components, the amount of combustion products including harmful substances. The numerical model becomes a tool for 
investigation and design of combustion chambers with high-efficiency and reliable operation of boiler at thermal power plants. 

Keywords: combustion, heat and mass transfer, emission, modeling, thermal powerplant 

INTRODUCTION 

The power system of Kazakhstan is presented 
mostly by thermal power stations more than 70 % 
of total amount of the electric power are generated. 
Thermal power stations work on solid fuel when 
pulverized coal combustion is predominant. Also 
natural gas and black oil can be used. Tendency of 
low grade coals usage to increase in domestic 
industry, it becomes especially important to 
develop and introduce new energy-saving 
technologies of solid fuel consumption and 
reduction in pollutant substance emissions. Applied 
technology of direct burning of low-grade coals in 
furnaces does not provide demanded reliability of 
working equipment and protection of environment 
from harmful combustion products due to 
approximately 50 % of pollutant emissions from 
stationary sources comes from thermal power 
enterprises and about 33 % are emitted by ferrios 
and non-ferrious metallurgy and mining.  

Industrial implementation of any new 
technology is not possible without preliminary 
analysis of advantages and disadvantages of 
suggested   method.   The   rapid   development    in 
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computer sciences gives the advance to 
computational techniques to be used for simulation 
of complex combustion processes in industrial 
furnaces.  

Products of combustion contain different 
harmful substances and the emission of this 
components grows in to a great problem. Industrial 
development causes an increase in hydro 
carbonaceous fuels’ consumption. These fuels 
contain harmful and poisonous components such as 
carbonic oxide (CO), nitric oxide (NO), sulphur 
dioxide, acid sulphate, lead combinations and 
different hydrocarbons etc.  

To decrease emissions of harmful substances 
various methods are applied, including special fire 
regimes (organization of combustion process), 
which suppresses the formation of harmful 
substances in flame and two-stage burning, when 
the burners work with low air surplus. In this way 
numerical experiments became one of the most 
effective and suitable means for detail analysis and 
in-depth study of physical and chemical 
phenomena. 

In contrast to construction of an operating 
reduced model of the chamber, the three-
dimensional modeling with the application of 
modern computer technology enables to carry out 
deep analysis of all chamber’s parameters and save 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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time and finances. At the same time, without 
additional inputs, it is possible to obtain the full set 
of characteristics of a convective heat and mass 
transfer process in reactive media, intervene 
flexibly in the process at any stage and reproduce 
separate technical solutions (the configuration of 
the fire chamber and assembly and construction 
burners), to model the formation of harmful dust 
and gaseous emissions and to investigate the 
influence of previous preparation of coal on its 
ignition and combustion stabilization. 

Thus the development of “clean” combustion 
process when the discharge of harmful sub- 
stances is minimal is extremely important. That is 
why all constructive and regime parameters of 
such process must be optimized both in way of 
maximal effective energy production and high 
ecological safety. In this relation usage of 
computed aided complex for modeling of 
combustion process and prediction of main 
characteristics behavior in furnace volume and on 
the furnace outlet is of great interest for research. 

MATHEMATICAL MODEL 

The computer simulation experiment was 
fulfilled with the help of the computer code 
FLOREAN [1-3] valid for the three-dimensional 
simulation of coal fired furnaces. This code is 
based on the solution of the conservative equations 
of the flue gas mixture by finite volume method. It 
includes a submodels of momentum and energy 
balances, SIMPLE-method for pressure corrections, 
k-ε turbulence model, six-flow model for radiation 
heat transfer calculations and balance equation 
for the components of substance. This computer 
code allows to extract the velocity components 
{u,v,w}, the temperature T, the pressure P, the 
concentration of combustion products and other 
characteristics of the process. 

Pulverized coal flames are turbulent reacting 
two–phase flows. In pulverized coal flames, the 
volumetric fraction of the particle phase is typically 
less than 0.001. Therefore, the particle cloud is 
approximated as continuum and the mean particle 
velocity is assumed to be approximately equal to 
the gas phase velocity. Additional transport 
equations for the oxidant, coal, volatiles, char and 
combustion products are solved. The pollutant 
formation is calculated de- coupled from the 
calculation of the flow and temperature field. Using 
a global model, the NOx–concentrations are post–
calculated by means of the previously predicted 
values (velocity, temperature, species 

concentration) in the furnace chamber. 
For description of chemistry simplified models 

were used. They account only chemical reactions 
of the main components and integral reactions of 
fuel components oxidizing up to stable end-
products of the reactions. At that intermediate 
reactions and also the formation and alteration of 
unstable intermediate products are not taken into 
consideration. 

The formation of nitrogen oxides from the 
nitrogen-containing fuel can be approximately 
calculated by a simplified process scheme. 
According to this scheme these substances are 
mainly decomposed during the combustion of the 
volatile matters down to active atomic nitrogen 
which partially recombines into molecular nitrogen 
(N+N→N2) and partially oxidizing to the mixture 

of nitrogen oxides (mN+O2→mNOx). The 

concentration of resulting molecular nitrogen and 
mixture of nitric oxides in the combustion gas is 
found by the solution of the equation of 
homogeneous kinetics. Different combinations of 
possible reaction ways serve as a basis of various 
models. The choice of one of them is associated 
with capabilities of the available computer [4-7]. 

For simulation of nitrogen oxides formation in 
combustion it is assumed that the main re- action 
are the oxidation of molecular nitrogen (thermal 
NOx) and the oxidation of the fuel bounded 

nitrogen (fuel NOx). The detailed kinetic models 

for fuel NO prediction with 29 elementary 
reactions are used [8-11]. 

At the same time selection criteria of a model 
are the minimum number of reactions and 
participating components with simultaneous 
precision of carrying calculations and their 
satisfactory agreement with experimental data. 

RESULTS  

Computational experiments have been carried 
out for low-rank Kuuchekinskij bitumi- nous coal 
incinerated at the boiler BKZ-160 with steam 
capacity of 160 t/h. This furnace has jet type 
burners in tangential firing system The boiler is 
installed in Almaty Thermal Power Plant 
(Kazakhstan). The cross section of the furnace is 
7,1 m x 6,5 m and the height is 21 m (Fig.1). Eight 
jet burners are placed in the corners, 4 burners on 
two levels, directed to a fictive combustion cycle 
(Fig.2). 
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Fig.1. Scheme of the furnace BKZ160 

 

 
 

Fig.2. Scheme of burners location 

Fig.3 and Fig.4 shows the temperature 
distribution in cross section of the furnace in the 
lower level of the burners and furnace outlet and 
temperature distribution in the middle vertical 
sections of the furnace. It’s seen that maximum 
temperatures is in the center of the fire-chamber on 

the level of the burners. Here the intensive 
combustion took place. 

The existing of minima in presented 
temperature field caused by low temperature of 
fuel and transporting gas supplied to furnace 
through the burners nozzles. 

 
 

 

 
Fig.3. Temperature distribution in cross section of the 

furnace in the level of the burners and furnace outlet 
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Fig.4. Temperature distribution in the middle vertical 
sections of the furnace 

 

 
 
 
 
 

 
 

Fig.5. Oxygen distribution in cross section of the 
furnace in the level of the burners and furnace outlet 
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Fig.6. Carbon monoxide distribution in cross section of 
the furnace in the level of the burners  and furnace outlet 

 
 
 
 

 
 

Fig.7. Nitric oxide distribution in cross section of the 
furnace in the level of the burners and furnace outlet 
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The picture of fuel burning out is shown in Fig.5 
to Fig.7 by fields of concentration change of oxygen 
O2 (Fig.5), carbon monoxide СО (Fig.6) and nitric 

oxide NO (Fig.7) in cross section of the furnace in 
the level of the burners and furnace outlet. The 
analysis of these figures shows, that main gas 
formation in a torch occurs in a zone of burners, 
and in general it is typical for all kinds of 
combustion chambers. 

Fig.5 and Fig.6 show the oxygen and carbon 
monoxide distributions in cross section of the 
furnace in the lower level of the burners. 

The carbon monoxide (Fig.6) is concentrated 
mainly in a zone of jets collision of fuel from 
opposite torches, i.e. there, where carbon exists. 
Let's note that the zone of its formation begins 
and comes to an end before exothermic zone of 
torch. Concentration of O2 and СО at the outlet of 

the furnace (Fig.6 and Fig.7) depends not only on 
the transport phenomena but also on kinetics. In the 
upper space of the combustion chamber rate of 
burning out decreases. 

Nitrogen oxide distribution in cross section of 
the furnace in the lower level of the burners and 
furnace outlet is displayed in the Fig.7. 
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CONCLUSION 

Results obtained by means of computer 
modeling of gas flows behavior, species 
concentrations, temperature fields due to 
combustion, radiation and convective heat transfer 
and the pollutant formation and destruction in 
furnace of real boiler BKZ-160 can be used to 
predict main characteristic of combustion process 
and to provide recommendations for effective 
boiler performance. Results from CFD simulation 
can be useful for engineers to choose an 
appropriate boiler performance for successful 
furnace and overall combustion process 
optimization. 
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In case of emergency oil spills, we must be ready to understand how and in which direction oil slicks will move. Since remote 

sensing or tracking these spills from satellite at every hour is expensive, most reliable tool becomes mathematical modeling. The 
current paper, considers mathematical modeling of advection-diffusion of oil slicks within the vegetated water zones, which also 
takes into account significant chemical and physical processes that change the properties and the behavior of the oil slick in marine 
environment.  

Keywords: oil spill, vegetation, wetlands, Caspian Sea, modelling, numerical simulation 

INTRODUCTION 

While extracting crude oil from offshore 
reserves or transporting it from one place to another 
though water by tankers or by underwater pipelines, 
there is a risk of oil spills to the marine 
environment. There is also risk of natural seepage 
of oil or gas from reservoirs to the environment. 
However, the latter is usually less harmful and is at 
small scales compared to the first one, which is 
caused by human interference. If marine oil spill is 
at large scale and is close to a shoreline, it affects 
ecosystem of coastal wetlands. Pollution of coastal 
wetlands by oil spills is considered as serious 
environmental disaster since wetlands are important 
for the ecosystem by storm and flood protection, 
good water quality, faunal support, recharge 
groundwater, carbon sequestration and stabilize 
climate conditions and control pests [1, 2]. 

Not all types of crude oil are buoyant. Whether 
spilled oil floats or not is defined by a scale 
developed by the American Petroleum Institute 
(API scale). The scale is inversely proportional to 
the specific gravity of the oil at 15.60°C. API of 
freshwater is 10 and most of the crude oil has 
higher API than 10, therefore, they float in 
freshwater. But, there are also some heavier refined 
products which have lower API. Such types of 
products are referred also as Group V oils. Oils of 
Group V are not dangerous to vegetation unless oil 
spill occurred very close to coastal wetlands. Once 
this type of oil is spilled it starts to sink 
immediately, thus, presenting different clean up 
challenges. In the current paper we consider 
buoyant oil,  and how air  and water flow  influence 
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to its movement in vegetated wetlands [3]. The 
study was carried out using numerical analysis. 
Such studies are very important, since they help to 
predict oil slick behavior near shorelines with 
vegetation or plants. One of the potential places for 
applications of  the numerical modeling techniques 
is the coastal areas of Caspian Sea in western 
Kazakhstan where oil contamination takes place as 
a result of emergency situations such as crude oil 
discharge from abandoned oil wells, damaged 
underwater pipelines, or the transportation of crude 
oil by tankers or ships.  

 

 
Fig.1. Consequence of the oil spill in the Gulf of 

Mexico. Photo by Lee Celano 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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Fig.2 shows the oilfields in the Caspian Sea, the 
western part of [4, 5] Kazakhstan. Some of the oil 
places are very close to the shoreline. Therefore, 
there is a risk of oil spills to the coastal flora and 
fauna.  

 
Fig.2. Oilfields in western Kazakhstan: Kashagan, 

Kalamkas, and Kairan 

Although, results in this paper does not 
completely describe the process, it is considered as 
the first step towards developing efficient 
numerical tool for prediction of oil slick advection 
in vegetated coastal areas. The model also takes 
into account physical and chemical processes 
affecting to oil slick properties which are different 
from the open-air case. 

MODEL FORMULATOIN  

Once oil spilled to a marine environment, it is 
influenced by physical and chemical processes 
caused by the environment. They are spreading, 
advection, evaporation, dissolution, natural 
dispersion, emulsification, photo-oxidation, 
sedimentation, and biodegradation [6, 7]. Most of 
the previous studies related to oil slick advection 
with above listed physical and chemical processes 
taken into account, were carried out without 
considering any hydrodynamic interaction between 
oil slicks and vegetation in coastal areas, but only 
in an open sea. 

We decided to study this process in a simple 
way with the purpose of developing complex 
mathematical model later which describes oil slick 
movement in vegetated coastal areas. Therefore, it 
is assumed that there is vegetation established in a 
channel with flow direction as described in Fig.3. 
The leaves and shoots of the vegetation are not 
fully submerged to the water. Therefore, it is 
assumed that air flow also takes place together with 
water flow through the vegetation. If oil slicks are 
presented in the channel flow, the physics of the 
process become similar to Fig.1. In order to 
numerically model this process, two dimensional 
modelling approach is considered to be enough to 
evaluate the process of oil slick movement through 

the vegetated water, otherwise, three dimensional 
modelling is computationally expensive for such 
processes. 

 
Fig.3. Visualization of the physics of the problem 

Fig.4 illustrates the computational domain, 
where flow direction is along positive x 
direction. The vegetation is located in the 
center of the domain in 1m2 area and the cross 
section of the vegetation is considered as a 
circular shape with the diameter of 1 cm. The 
number of the circles are 256 which are evenly 
distributed in the 1m2 area and the oil slick will 
flow through the vegetation with the velocity 
determined from the water flow velocity. 

 
Fig.4. Visualization of the computational domain 

Water flow is described using Navier-Stokes 
equations: 
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where u, v- velocity components, m/s; V - 
kinematic viscosity, m2/s; x, y- coordinates, m and 
t- time, s. Eqn. (1) is solved numerically using non-
slip boundary conditions (BC) at the side walls of 
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the channel, and inlet velocity is 1 m/sec. 
Moreover, BC at the outlet is set up in terms of the 
pressure. Thus, based on the solution of Eqn. (1) 
velocity field is determined. Velocity field, in its 
turn, is used to calculate advection-diffusion 
process of the oil slick: 
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where C is oil concentration which equals to 100 
mol/m3 at initial time and D is the diffusion 
coefficient (m2/sec). Boundary conditions for oil 
concentration along sidewalls are Neumann type: 

0




n

C                               (3) 

where n - normal vector to the side wall, m. At the 
inlet there is no entering oil concentration, and at 
the outlet, outflow boundary condition is set up for 
the oil slick movement. 

RESULTS AND DISCUSSIONS  

Modelling results 
Once water starts to flow, vortices are formed 

after the vegetations. Such vortices can be seen 
from Fig.5 based on velocity streamlines. 

 
Fig.5. Velocity streamlines and vortices around the 

vegetations 

The oil concentration movement is calculated 
after finding the velocity field. The resulting oil 
slick spread thought the vegetations after 1 sec is 
shown in Fig.6. It can be noticed that oil slick 
consternation spreads over large area while passing 
thought the vegetations. The spreading area 
depends on the density of the vegetations. Such 
behaviour of the oil slick thought the vegetations 
directly influence to physical and chemical 
processes that affect to the oil    slick    composition   
and   properties.   Indeed, these processes dominate 
at different times following the oil spill and thus 
leading to the loss of the oil mass. 

a)   

b)    
Fig.6. Oil slick spreading: a) after 1 sec; and b) oil slick spreading with time interval 0.2 s 
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It can be seen from Fig.7 that processes such as 
evaporation, dispersion, emulsification and 
spreading affect to the oil slick right after it spilled 
to the sea, and have more influence to change the 
oil properties than dissolution, oxidation, 
biodegradation and sedimentation.  

 
Fig.7. Time dependence of the physical and chemical 

processes that affect to oil slick properties 

Spreading 

Once oil spilled, it spreads while floating over 
the water surface. The rate of surface area change 
of the oil slicks has been studied by Fay [7], Hault 
[8], and later modified by Mackay at al. [12]. Thus, 
the rate of surface area change of the oil slick is 
calculated by the following formula: 
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where AS - area of the slick, m2; 150SpreadK  - 

constant, 1/s; V - volume of the spilled oil, m3. But, 
in case of the absence of vegetation not fully 
submerged to the water, it influences to the rate of 
the surface area of the oil slick. Thus, it is 
concluded that surface area change of the oil slick 
should be proportional to the density of the 
vegetation. For instance, when vegetation density 
increases, surface area of the oil slick also 
increases. Therefore, eqn. (4) should be modified to 
the following form: 
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Evaporation 

It is one of the early time processes that causes 
significant mass loss in all kinds of oil which has 
API>10. Moreover, it can significantly change 
density, viscosity and other properties. Most of the 
time, evaporation is responsible up to 60 percent of 
spilled oil mass loss. As the lighter components of 
the oil slick evaporates faster than heavier 
components, chemical composition of the slick 
changes. There are two famous methods applied to 

calculate an evaporation rate: a) the pseudo-
component method [9, 10], and b) the analytical 
approach [11]. The pseudo-component approach 
uses oil as a set of fractions grouped by boiling 
point and molecular weight. Consequently, for 
different components, there are different 
evaporation rates. On the other hand, in the 
analytical approach vapor pressure is a function of 
evaporated fraction. The analytical method 
developed by Stiver and Mackay [10] is applied to 
calculate volume fraction evaporated: 
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where FE - evaporated volume fraction, %; 
78.03105.2 windE UK     mass transfer coefficient for 

evaporation, m/s; Uwind - wind speed, m/s; V0 - 
initial volume of oil spill, m3; T0 - initial boiling 
point,  K when FE is zero I, TE - environmental 
temperature, K; TG - gradient of the boiling point, 
K/m; TB и TE line, K, A and B are constants which 
can be chosen from distillation data. According to 
Stiver and Makay’s calculations where they used 
distillation data for five different types of crude 
oils, magnitude of A and B are 6.3 and 10.3 
respectively.  

It can be seen from Eqn. (6) that evaporated 
volume fraction FE is the function of surface are of 
the slick which depends on the vegetation density. 
Moreover, Uwind - wind velocity, m/s and 
temperature profile inside the vegetation also 
depends on, ρvegetation number of vegetation/m2. 
Therefore, Eqn. (6) also must be modified in the 
way that it accounts for the presence of the 
vegetation and its height emerged from the water 
surface which influences to the temperature inside 
the vegetation, consequently, evaporation rate. 

Emulsification 

The process of emulsification is the inverse of 
dispersion where instead of oil droplets dispersing 
into the water column, water enters into the oil [13]. 
As a consequence of the emulsification, volume, 
density and especially viscosity of oil slick 
changes. Mackey et al. suggested the following 
formula to calculate the incorporation of water into 
oil slick:        

OCFUK
dt

dF
wcwindwc

wc /)1()1( 2         (7) 

where Fwc - fraction of water in oil, %; OC - final 
fraction of water content, % and wcK  is taken as 

2x10-6, ms/m2. Here, Eqn. (7) also needs to be 
modified because if oil slick is located in vegetated 
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area, the rate of fraction of water in oil Fwc changes 
differently. It can be seen from the last formula that 
Uwind is different in case of vegetated area than the 
one where open water surface because inside 
vegetation wind speed changes depending on the 
density of the vegetation. 

Density and viscosity 
As already mentioned above, evaporation and 

emulsification are the main processes that change 
the density and viscosity of the oil slick, and they 
must be modified taking into account the presence 
of the vegetation and its density. The following 
formulas are broadly used to calculate density  , 

kg/m3 and viscosity changes   Pa/s [14]: 

))(1( 2 EErefwcwwc FCFF               (8) 

))1/()(exp( 211 wcwcwcwcEEref FCFCFC     

where ref  and ref  are the viscosity and density 

of fresh oil at reference temperature, CE1, CE2, Cwc1 

and Cwc2 are assigned values by the user based on 
the general oil type. Thus, from the formulas, it can 
be noticed that once evaporation and emulsification 
equations are modified in order to take into account 
the vegetation, Eqns. (8) will describe density and 
viscosity changes of the oil slicks inside the 
vegetation zones. 

CONCLUSION 

Oil contamination of water is hazardous to the 
environment. It happens naturally as well as with 
the interaction of humans. It is very important to 
predict how spilled oil behaves itself in the marine 
environment and what kind of environmental 
processes influence to the change of the oil 
properties.  

The fluid and thermal properties of oil slicks 
change differently in vegetated coastal areas than 
the case where slicks are on an open sea. Therefore, 
in the current paper, we studies the hydrodynamics 
of oil slick in vegetated areas, using two 
dimensional modelling and the channel flow 
parameters. Results showed that the oil slick 
spreads faster while flowing thought the vegetated 
zone. Such behaviour of the oil slick assists in the 
changes of physical and chemical processes such as 
evaporation, emulsification, surface area change, 
density and viscosity changes which influence to 
the oil property. It was discussed that formulas used 
to describe these processes should be modified by 
taking into account the presence of the vegetation 
and its density. Our purpose in the future, is to 

carefully study the appropriate modification of 
these formulas based on experimental and 
numerical methods which will describe the changes 
of oil slick properties and its hydrodynamic 
behaviour in vegetated coastal areas. 
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Energy audit of educational buildings of the University of Food Technologies (UFT) is performed. А project for 

renovation of these buildings has been developed and accomplished in this view. The data from the invoices for heating of 
these buildings for more than three full heating seasons after the project accomplishment have been collected and analysed. 
The results show 25.56% reducing of energy consumption for heating of Block 1, respectively 46.73% for heating of Block 3 
and 60% for heating of Block 4. The energy savings for all three blocks is 40.4%. 

Keywords: energy efficiency, energy savings, UFT 

INTRODUCTION 

Climate change and security of energy supply are 
two major challenges needing urgent action. They 
have common causes and common solutions. Except 
of that, the future seems marked by permanently 
rising price of energy, which we use in our life.  

Analyses based on Eurostat data show retardation 
of Bulgaria in basic energy-economical indicators 
for sustainable development. Bulgaria is the most 
energy-intensive country - respectively 7.46; 6.81; 
6.37; 6.81; 7.41; 6.12; 2.62 and 4.7 times more 
energy intensive than Austria, Denmark, France, 
Germany, Italy, Greece, Hungary and Turkey. 
Except of that, Bulgaria is one of the most dependent 
countries with regard to imports of energy resources 
in Europe – 71.6 %. Heating in buildings is the 
largest consumer of energy and generator of СО2 
emissions, released into the environment. The new 
EU member countries use more than 40% of their 
energy in buildings. In fact up to 80% of this energy 
can be saved by renovating the existing buildings 
and implementation of cost-effective energy 
conservation measures (ECMs) [1, 2, 3, 4, 5].  

The aim of this paper is to report the results of 
ECMs implementation in educational buildings of 
University of Food Technologies (UFT) according 
to the project "Energy efficiency, improve access 
for people with disabilities in UFT and 
modernization of information services”, realized 
with the financial support of OP "Regional 
Development", co-financed by European Union 
through European Regional Development Fund. 

 

* To whom all correspondence should be sent: 
   v_rasheva@abv.bg 

MATERIALS AND METHODS 

The above mentioned project has been 
developed and won on the basis of energy audits of 
the educational building blocks 1, 3 and 4 of the 
UFT carried out in 2010. Details of their geometric, 
structural and energy characteristics are presented 
in our previous publication [6]. 

The building of Block 1 was put into operation in 
1962. It is a building with monolithic structure of 4 
floors, built up area of 2520 m2 and heated area of 
10138 m2. The exterior walls have a global heat 
transfer coefficient of 1.48 W/(m2K). The windows 
were in poor condition – with deformed frames and 
unsealed. The floor is mainly floor of a heated 
basement above the ground and only 132.9 m2 are 
exposed to outdoor air. The roof of the main building 
is cold roof with ventilating airspace and over the 
tower is a cold roof. The heating system is “Tichelman” 
type with upper distribution and forced circulation. 
The heating station is common to the blocks 1, 2 and 
3 and is equipped with all measurement. Losses in the 
distribution network are estimated at 5.6%. 

Based on the available funding for the project, only 
1 ECM (replacement of old windows by new ones with 
aluminium frame, thermal bridge and double glazing 
with 1 “K” glass) was provided and realized. 

The building of Block 3 is composed of two 
bodies - monolithic and sectional with a hot link 
between them. The build up area is 2130 m2 and the 
heated area is 5580 m2. The monolithic body is a 
sequel of Block 1 with three floors and a heated 
basement with exterior walls of grid bricks. The roof 
is a cold roof with ventilating airspace. The sectional 
body consists of a heated basement and two floors. 
The walls are built of grid bricks. The roof is made 
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of reinforced concrete slab with waterproofing. The 
windows were in poor conditions – with deformed 
frames and unsealed. The two-pipe heating system 
has lower distribution and forced circulation. The 
horizontal piping is well insulated. Vertical pipes are 
not insulated, but are in good condition. Losses in 
the distribution network are estimated at 6.1%. 

The following ECMs were provided and 
implemented as a result of the energy audit: 

1. Thermal insulation of all outside walls: with 7 
cm fiber. 

2. Replacement of old windows with new ones 
with aluminium frames, interrupted thermal bridge 
and double glass package having 1 "K" glass. 

3. Thermal insulation of the roof with 10 cm 
mineral wool (for the monolithic body over the 
ceiling plate in the roof space and for the sectional 
body - externally). 

The building of Block 4 is a monolithic building 
with 4 flours. In adjacent to main building one-store 
buildings are situated: a Teaching laboratory and a 
Boiler room. The built area is 1740 m2 and the 
heated area is 5044 m2 (boiler room is not heated). 
The heating system type «Tichelman» was in bad 
condition. Supply and return lines were located in a 
technical channel below the ground floor and were 
in very bad condition, with compromised insulation. 
There were difficulties with the correct maintenance 
of supply and return lines. Losses in the distribution 
network were estimated at 12.4 %. Internal heating 
system was amortized with glider cast iron radiators. 
In premises with a North exposure it could not 
maintain the required temperature. The lack of 
thermostatic room temperature control did not 
allow the regulating the heat supply in the two 
branches of the installation – North and South. The 
windows were in poor condition – with deformed 
frames and unsealed. The fourth floor belonged 
many years to another organization and after being 
released it was found that some of the windows 
have been left open for a long time. The science 
laboratory (former gymnasium) had the heating 
system switched off because of the many leakages.  

As a result of the energy audit, and then of the 
project implementation, the following ECMs have 
been put into practice: 

1. Thermal insulation of all outside walls: with 7 
cm fibre. 

2. Replacement of old windows by windows 
with aluminium frames, interrupted thermal bridge 
and double glass package having 1 "K" glass.  

3. Thermal insulation of the roof: for the main 
building - inside of the ceiling plate with 10 cm 
mineral wool and gypsum-paper wall, and for the 

two adjacent one-stored buildings - outside with 12 
cm mineral wool.  

4. Thermal insulation of the floor exposed to 
outdoor air: outside with 7 cm fibre. 

5. Replacement of the horizontal distribution 
network of heating system (removing over level 0). 
Installation of three horizontal circles: one northern 
and two southern circles (for the ground floor and the 
other floors).  

6. Replacement of vertical pipes and radiators with 
aluminium ones.  

7. Installation of energy-efficient variable-speed 
pumps in the boiler room.  

8. Replacing the heat source – passing from 
central heating towards a condensing boiler of a 
new generation, operating on natural gas.  

The project was implemented from September 
2011 until the end of April 2012. 

RESULTS 

More than three full heating seasons after 
implementing the ECMs have analysed. Data from 
the invoices for heating of Blocks 1, 3 and 4 for the 
period before the implementation of ECMs (2009, 
2010 and 2011) and for the period beyond 
implementation of ECMs (from November 2012 to 
the end of 2015) in the natural and financial terms 
were collected and processed. These data are 
presented in Table 1. Heat consumption during the 
project implementation (from September 2011 to 
April 2012) is not subject to this study.  

Table 1. Еnergy consumption for heating of Blocks 1, 
3 and 4 before and after ECMs implementation 

 
 
The results of the Table 1 show that the total 

energy consumption for heating of Blocks 1, 3 and 4 
is 1126.37 MWh for 2009 and 1159.51 MWh for 
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2010. The average thermal energy consumption for 
these 2 years is 1142.94MWh. The total energy for 
heating is 754 MWh for 2013, 640.4 MWh for 2014 
and 667.61 MWh for 2015. The average consumption 
of thermal energy of these 3 years is 2061.04 MWh. 
The decrease in the heat energy consumed for 
heating after the ECMs implementation is 40.04%. 
The results of the Table 1 are presented in Fig.1. 

 

 
Fig.1. Energy consumption for heating of Blocks 1, 3 

and 4 before and after ECMs implementation 

The same data, but considered for the first half 
of years (months I, II, III and IV) show that the 
total consumption of energy for heating for I, II, III 
and IV months of 2009 is 735.75 MWh, 886.51 
MWh for 2010, 909.3MWh for 2011, and the 
average of this three years for the same months is 
843.7 MWh. The monthly energy consumption in 
total for the months I, II, III and IV is 555 MWh in 
2013, respectively 377.53 MWh in 2014, 502.1 
MWh in 2015 and the average of these 3 years for 
the same months is 477.9 MWh. The decrease in 
the energy consumed for heating after ECMs 
implementation is 43.36%. The results are 
presented in Fig.2. 

 

 
Fig.2. Average monthly energy consumption per years 

for months I, II, III and IV 

For the period of the second half of years (months 
X, XI and XII) the total energy consumption after 

ECMs implementation (2012, 2013, 2014 and 
2015) is 851.4 MWh and the average annual energy 
consumption is 212.8 MWh. The total energy 
consumption before ECMs implementation (2010 
and 2011) is 6636 MWh and the average annual 
energy consumption is 331.3MWh. The average 
annual decrease in the heat energy consumed after 
the ECMs implementation is 35.8%. The results are 
presented in Fig.3. 

 

 
Fig.3. Average monthly energy consumption per year 

for month Х, ХI and ХІI 

The data of energy consumption only for heating 
of Block 1 before and after implementation of the 
ECMs are presented in Table 2. 

Table 2. Energy consumption for heating of Block 1 
before and after ECM implementation 

 
 
The results of the Table 2 show that the total 

energy consumption for heating of Block 1 for the 
three full years after the ECMs implementation 
(2013, 2014 and 2015) is 1312.6 MWh and the 
average annual energy consumption for the same 
period is 437.5 MWh per year. The heating energy 
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consumption for the two full years before the 
ECMs implementation (2009 and 2010) is 1175.6 
MWh and the average annual energy consumption 
for the same period is 587.8 MWh per year. The 
average annual decrease in heat energy 
consumption after the ECMs is 25.56%. The results 
in Table 2 are presented in Fig.4. 

 

 
Fig.4. Energy consumption for heating of Block 1  

The results in Table 2 show that the total 
consumption of thermal energy for heating of Block 
1 for months I, II, III and IV is 390.4 MWh in 
2009, 462.7 MWh in 2010 and 469.30 MWh in 
2011. The average of these three years for the same 
months is 440.9 MWh. The monthly consumption 
of thermal energy for heating in the months I, II, III 
and IV of 2013 is 353.2 MWh, respectively for 
2014 is 228.37 MWh, for 2015 is 341.63 MWh and 
the average of these 3 years for the same months is 
307.73 MWh. The decrease in the heat energy 
consumption for heating after the implementation 
of ECMs is 30.6%. The results are presented in 
Fig.5. 

 

 

Fig.5. Average monthly energy consumption (Block 1) 
per years for month I, II, III and IV 

Similarly the total consumption of thermal 
energy for heating of Block 1 during the months X, 
XI and XII of 2009 is 207.6 MWh, respectively for 
2010 year is 114.9 MWh (as there was no heating 
for November this year) and the average of these 2 
years is 132.16 MWh. The consumption of thermal 
energy for heating in total for the months X, XI and 
XII of 2012 is 139.2 MWh, respectively for 2013 is 
121.44 MWh, for 2014 is 164.31 MWh, for 2015 is 
103.71 MWh, and the average consumption of 
these 4 years for the same months is 132.16 MWh. 
The decrease in the heat energy consumed for 
heating after the ECMs implementation is 18%. 
The results are presented in Fig.6. 

 

 
Fig.6. Average monthly energy consumption (Block 1) 

per years for month Х, ХI and ХІI 

The data on energy consumption for heating of 
Block 3 before and after implementation of the 
ECMs are presented in Table 3. 

Table 3. Еnergy consumption for heating of Block 3 
before and after ECMs implementation 

 
 
The results in Table 3 show that the total energy 

consumption for heating of Block 3 for the three 
full years after the ECMs (2013, 2014 and 2015) is 
516.5 MWh and the average annual energy 
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consumption for the same period is 172.2 MWh per 
year. The heating energy consumption for the two 
full years before the ECMs (2009 and 2010) is 
646.5 MWh and the average annual energy 
consumption for the same period is 323.3 MWh per 
year. The average annual decrease in the heat 
energy consumed after the ECMs is 46.73%. The 
results in Table 3 are presented in Fig.7. 

 

 
Fig.7. Energy consumption for heating of Block 3 

The results in Table 3 show that the total 
consumption of thermal energy for heating of Block 
3 for the months I, II, III and IV of 2009 is 195.5 
MWh, for 2010 is 231.8 MWh and for 2011 is 235.3 
MWh, and the average consumption of this three 
years for the same months is 220.7 MWh. The 
monthly consumption of thermal energy for heating 
in total for I, II, III and IV months of 2013 is 138.96 
MWh, for 2014 – 89.9 MWh, for 2015 – 134.45 
MWh and the average of these 3 years for the same 
months is 121.1 MWh. The decrease in the heat 
energy consumed for heating after the 
implementation of ECMs is 45.17%. The results are 
presented in Fig.8. 

 

 
Fig.8. Average monthly energy consumption (Block 3) 

per years for months I, II, III and IV 

Similarly the total energy consumption during 
X, XI and XII months of 2009 is 104.0 MWh, for 
2010 – 115.2 MWh and the average of these 2 years 
– 109.8 MWh. The energy consumption for X, XI 
and XII months of 2012 is 55.6 MWh, for 2013 – 
47.8 MWh, for 2014 – 64.6 MWh, for 2015 – 40.81 
MWh, and the average consumption for these 4 
years for the same months is 52.2 MWh. The 
decrease in the heat energy consumption after the 
ECMs is 52%. The results are presented in Fig.9. 

 

 
Fig.9. Average monthly energy consumption (Block 

3) per years for month Х, ХI and ХІI 

The data on energy consumption of Block 4 
before and after the ECMs are presented in Table 4. 

Table 4. Еnergy consumption of Block 4  

 
 
The results of the Table 4 show that the total 

energy consumption for heating of Blocks 4 for the 
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three full years after the ECMs (2013, 2014 and 
2015) is 279.22 MWh and the average annual 
energy consumption for the same period is 93.1 
MWh per year. The heating energy consumption 
for the two full years before the ECMs (2009 and 
2010) is 463.9 MWh and the average annual energy 
consumption for the same period is 231.2 MWh per 
year. The decrease in the heat energy consumed 
after the ECMs is 60%. The results of the Table 4 
are presented in Fig.10. 

 

 
Fig.10. Energy consumption for heating of Block 4 

The results of the Table 4 show that the total 
consumption of thermal energy for heating of Block 
4 for I, II, III and IV months of 2009 is 149.95 
MWh, for 2010 year – 191.51 MWh and for 2011 – 
204.3 MWh. The average of these three years for the 
same months is 181.92 MWh. The monthly 
consumption of thermal energy for heating in total 
for I, II, III and IV months of 2013 is 62.33 MWh, 
for 2014 – 59.26 MWh, for 2015 – 73.24 MWh and 
the average of these 3 years for the same months is 
65.1 MWh. The decrease in the energy consumed for 
heating after the implementation of ECMs is 
64.27%. The results are presented in Fig.11. 

 

 
Fig.11. Average monthly energy consumption (Block 

4) per years for months I, II, III and IV 

Similarly the total consumption of thermal 
energy for heating of Block 4 during the months X, 
XI and XII of 2009 is 79.54 MWh, for 2010 year – 

42.9 MWh (as there was no heating for November 
this year) and the average of these 2 years – 61.22 
MWh. The consumption of thermal energy for 
heating in total for months X, XI and XII of 2012 is 
29.02 MWh, for 2013 – 29.34 MWh, for 2014 – 
33.94 MWh, for 2015 – 20.99 MWh, and the 
average consumption of these 4 years for the same 
months is 28.32 MWh. The decrease in the heat 
energy consumed for heating after the ECMs 
implementation is 53.74%. The results are presented 
in Fig.12. 

 

 
Fig.12. Average monthly energy consumption (Block 

4) per years for month Х, ХI and ХІI 

This paper presents data on energy savings 
compared to the actual energy consumption before 
implementation of the ECMs. 

ECONOMIC ANALYSIS OF THE ECMs  

Economic analysis of the rehabilitation must be 
performed in comparison to the baseline energy 
consumption, which ensures living comfort of the 
building (according to the legislation in this field). 
The baseline energy consumption in Block 1 is 918 
034 kWh/y, in Block 3 - 595 222 kWh/y; in Block 
4 - 600 734 kWh/y and in all three Blocks of UFT 
is 2 113 990 kWh/y. 

The average energy consumption for heating of 
the three Blocks after ECMs implementation is 687 
330 kWh/y, while the average annual energy 
savings are 1 426 660 kWh/y. 

Investments for the ECMs implementation are: 
for Block 1 - 330 560 BGN, for Block 3 - 350 207 
BGN, for Block 4 - 374 409 BGN and total for all 3 
Blocks are 1 055 176 BGN. 

Under these conditions, the payback period (PB) 
of all ECMs is 8.9 years, the inner return ratio 
(IRR) is 11.1% and the net present value (NPV) is 3 
586 323 BGN. Therefore the ECMs are cost 
effective. The economic analysis has been 
performed with software ENSI Economy. 

288



G. I. Valtchev et al.: Analysis of results after implementation of energy saving measures in public buildings 

  

CONCLUSIONS 

1. University of Food Technologies (UFT) in 
Plovdiv implemented the project “Energy efficiency, 
improving access for people with disabilities at the 
University of Food Technologies - Plovdiv and 
modernization of information services”, 
BG161PO001/1.1-07/2009/010 within which being 
implemented the prescribed energy saving measures. 

2. The data on energy consumption for heating of 
3 educational buildings of UFT before and after the 
implementation of ECMs were collected and 
processed on the basis of energy invoices. 

3. As result of project ECMs implementation in 
Blocks 1, 3 and 4 the heat energy consumption has 
been reduced with 40.04% yearly. The really saved 
energy for the whole studied period is 1571.3 MWh 
compared to the average consumption for 2009 and 
2010. The saved СО2 emissions, emitted in the 
environment represent 456 tons. 

4. Reduction of heat energy consumption for 
Block 1 is 25.56% per year. The saved heat energy 
for the whole studied period is 515.87 MWh and 
the saved СО2 emissions are 149.60 tons. 

5. Reduction of heat energy consumption for 
Block 3 is 46.73% per year. The saved heat energy 
for the whole studied period is 528.88 MWh and 
the saved СО2 emissions are 153.38 tons. 

6. Reduction of heat energy consumption for 
Block 4 is 60.0% per year. The saved heat energy 
for the whole studied period is 482.39 MWh and 
the saved СО2 emissions are 139.89 tons. 

7. The economic analysis shows that the 
performed ECMs are cost effective with a PB of 8.9 

years, a IRR of 11.1% and a NPV of 3 586 323 
BGN.  
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Energy storage becomes more important as mankind switch to renewable energy, away from fossil resources. Traditional way – 

batteries - offer a limited number of cycles, require regular maintenance; nevertheless gravitational storage, flywheels, compressed 
air are mainly large scale and expensive methods. The hydrogen as energy carrier and hydrogen fuel cells are possible option to store 
different amounts of energy for relatively long times with low losses. Different solutions for self-sufficient sun/wind energy objects 
are analysed - the solar radiation collecting systems, wind power generators, and high pressure electrolysis technologies for hydrogen 
production and the metal-hydride energy storage. This article describes the development of a versatile technology that can be used to 
provide continuous power for small and medium-sized self-sufficient objects or their micro-grids using alternative energy and energy 
storage. The technology uses advanced electrolysis and fuel cells to efficiently store excess energy from sun/wind generation as 
hydrogen for later use in fuel cells. 

Keywords: Energy storage, metal-hydride, electrolysis technologies 

INTRODUCTION 

In order to reduce greenhouse gas emissions 
within the European Community and reduce its 
dependence on energy imports, the development of 
energy from renewable sources should be actively 
supported. The Renewable Energy Directive [1] 
establishes an overall policy for the production and 
promotion of energy from renewable sources and 
requires the EU to fulfil at least 20% of its total 
energy needs with renewables by 2020 – to be 
achieved through the attainment of individual 
national targets. Improvement the efficiency of 
wind energy infrastructure and solar energy sector 
using hydrogen as energy carrier storage 
technologies will significantly reduce the 
consumption of hydrocarbon fuels and will improve 
the environment in the most environmentally 
stressed urban areas and industrial regions. 

Implementation of renewable energy solutions is 
essential in Latvia and Ukraine too. Latvia is 
depending on energy imports –deficit of electricity 
(12-33%); shortages in heat production resources 
(55-70%) and the lack of 99% of local fuel for 
transport [2]. For production of electricity and heat 
in Latvia, imported (natural gas, coal, fuel oil) and 
local (vegetable oil, alcohol, wood) resources are 
used after business interests of neighbourhood big 
companies. Energy resources for district heating in 
Latvian cities are mainly imported (coal, coke, 
petroleum products, natural gas)  and only 30%  are       

* To whom all correspondence should be sent: 
   janis.kleperis@h2lv.eu 

local (used tires, waste, peat, wood, charcoal, straw, 
wood, biogas, bioethanol, biodiesel, hydropower, 
wind energy). It is possible to reduce the energy 
sector's dependence on import in Latvia by 
switching to local renewable energy resources - 
sun, wind, rivers, biomass, geothermal, but the 
transport sector by promoting the transition to 
electric, electric / hydrogen cars. 

The Ukraine is going through an economic crisis 
caused by Russian aggression in 2014. The 
resulting massive attack on Ukraine’s energy sector 
is one of the most important elements of Russia’s 
hybrid war against its neighbour. More than half of 
the Ukraine's primary energy supply comes from 
local uranium and coal resources, although natural 
gas also plays an important role in its energy mix. 
Ukraine consumed about 1.5 trillion cubic feet of 
natural gas in 2014, with domestic production 
accounting for 47% of the total at about 700 billion 
cubic feet. The remainder of supply is made up by 
Russian natural gas, imported through the Bratstvo 
and Soyuz pipelines. Switching to renewables and 
increased energy efficiency are priorities especially 
important for Ukraine because it is one of the 
biggest energy consumers in the world [3]. The 
usage of fossil energy resources must be decreased 
– there are real concerns over the exhaustion of 
them and global climate changes due to consuming 
them. Other concern is that local energy markets 
indicates increased dependency on energy imports. 
These factors make the development of alternative 
energy sources and usage of renewable resources an 
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urgent matter for Ukraine researchers and policy 
makers to strengthen independence [4].  

Ukrainian and especially Latvian energy balance 
of solar energy share is growing slowly and one 
reason is necessity for energy accumulation. Energy 
storage capacity is an important value and must be 
planned for each solar/wind grid separately, 
depending on availability of local energy systems 
and actual geographic location. This article 
summarises experience of Ukrainian and Latvian 
researchers in scaling hydrogen energy 
technologies to facilitate energy storage in power 
systems operating from renewable resources. A 
planned theme in joint future collaboration project 
is dealing with the possibility of using solar energy 
in two countries - Latvia and Ukraine on the basis 
of particular application of distributed energy 
micro-grids in urban environment – attractive and 
functional lighting poles connected in micro-grids 
with a common energy storage option. Planned 
experiments and the expected benefits are 
addressed in this publication. 

ENERGY STORAGE METHODS 

A proper energy (electricity) storage can 
enhance the value of wind energy acquisition by 
dispatching that energy when it is needed rather 
than when it was originally generated. Multiple 
solutions are available and both fundamental as 
well as applied research in this field is still ongoing. 
The landscape of energy storage is extensive. The 
review of Sabihuddin et al., 2015 [5] has discussed 
27 types of storage technologies. Some storage 
technologies are strongly coupled to particular 
generation technologies. Storage technologies have 
been compared numerically and qualitatively on the 
basis of such parameters as specific energy, energy 
density, lifespan, cycle life, self-discharge rate, 
capital costs of energy and power etc. (see Luo et 
al., 2015 [6]). For instance, pumped hydro storage 
(PHS) systems show strong similarities with hydro-
electric plants and are often used in conjunction 
with nuclear facilities. Compressed air electricity 
storage systems (CAES) are much like peaking gas 
turbine plants. Thermal storage systems are integral 
parts of thermal (and solar thermal) plants and are 
often used in the context of steam generation and 
waste heat recovery for subsequent power plant 
cycles. Flywheel systems (FWS), in comparison to 
CAES, are fairly mature and commercially tested 
[5, 6]. They exhibit many advantages over both 
PHS and CAES solutions.  

Most chemical energy storage systems have a 
number of common features, for instance: the 
electrodes, the electrolyte and the separators or 
membranes. Improvements have largely focused on 
materials [5]. A shift has occurred towards more 
reactive electrodes. These more reactive variants 
have shown the promise of increasing energy and 
power densities - the use of lithium (e.g., Li-Ion 
batteries) and oxygen/air based chemistries (i.e., 
metal-air batteries) reflects this trend. Nevertheless, 
virtually every chemical battery type has seen the 
utilization in different electricity storage systems. 

Energy can be stored also using hydrogen as 
energy carrier, transforming electricity from 
renewables to hydrogen through electrolysis of 
water and storing this hydrogen in high pressure 
vessels, liquid form or as hydrides of specific 
materials [7]. Fuel cell (FC) is indispensable part in 
hydrogen storage system, as it increases in scale, 
operates much like traditional thermal generation 
plants, albeit converting fuel (hydrogen) directly to 
electricity. Fuel cells offer an alternative to burning, 
have high energy and power performance and have 
seen some commercial applications to large scale 
grid level storage/generation (Fig.1).  

 
Fig.1. Topology of hydrogen storage system 

(electrolyser, storage vessel and fuel cell - after Luo et 
al, 2015) 

However, there is a need, to reduce costs of 
hydrogen energy storage systems even further in 
order to be competitive with other energy storage 
solutions. Traditional chemical batteries are likely 
to be strong contenders for small/middle scale 
storage at this point, though with additional 
research metal-air chemistries may hold future 
promise [6, 7]. FC and FWS are tested in large and 
small scale applications; therefore, these systems 
may be more relevant to deployment for distributed 
grid infrastructure [6]. For long-term storage 
(months, years) the hydrogen energy storage is 
competing not so much with overall efficiency 
(below 60%) but costs, ease of installation and 
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multipurpose usage (electricity, heat and fuel for 
transport), see [5-7]. 

Despite the search for new ways to produce 
environmental friendly fuels, the focus of research 
is still concentrated on the possibility of producing 
hydrogen from water [7, 8]. Technology of 
hydrogen production based on the processes of 
decomposition of water by electrolysis, are widely 
used in various fields of modern industry. 
Compared with other methods of producing 
hydrogen, electrolysis systems are easily scalable 
and usable in various power applications. 
Therefore, urgent problem is the development of 
electrochemical technologies to generate hydrogen 
from water with minimal cost of electricity, 
especially in light of the expansion of the use this 
hydrogen as resource for environment-friendly 
energy in advanced technologies. 

EXPERIMENTAL DETAILS 

Micro-grid of 5 solar lighting poles (PV 200W 
and LED 100W each – see Fig.2) as prototype of 
renewable energy power plant and consumer 
simultaneously, self-made 2 different electrolysers 
(high pressure and pulse powered) connected with 
hydrogen storage in compressed gas cylinder and 
metal hydride tank accordingly is used as potential 
long-period energy storage facilities.  

 
Fig.2. Principal scheme of micro-grid from 5 solar 

trees (light poles) 

 

Energy excess transformation into hydrogen via 
water electrolysis 

In industry, widely used conventional liquid 
alkaline electrolyte is chosen to ensure the 
generation of gases at pressure of 0.05 - 1.6 MPa in 
the temperature range from 333 K to 353 K and 
current density of 1200-2500 A/m2 [8]. Thus the 

energy consumption (depending on the process 
temperature, pressure, quality of the electrode cell 
design, and other factors) varies in the range from 
4.3 kWh/m3 to 5.2 kWh/m3 of hydrogen (H2).  

High pressure electrolysis 

At AN Podgorny Institute of Mechanical 
Engineering Problems of NAS Ukraine has 
developed a technology of electrochemical 
production of hydrogen and oxygen at high 
pressure using a getter electrode and diaphragm-
less cell design [9,10]. Operating temperatures are 
in the range of 280 K to 423 K, pressure range is 
from 0.1 to 70 MPa, electrolyte - 25% aqueous 
solution of alkali. Designed electrochemical 
method for the decomposition of water is a cyclic 
and consist of alternating in time processes of 
hydrogen and oxygen evolution. It means that 
comparing with traditional electrolysis were the 
reaction of water decomposition takes place 
continuously with simultaneous evolution of 
hydrogen and oxygen on electrodes in an 
electrochemical cell, in the proposed technology 
proceeds cyclic distribution of gases H2 and O2 to 
the consumer. In the first half-cycle, hydrogen is 
released at the passive electrode in a gaseous form 
and fed to the high pressure line, but oxygen is 
chemically bonded to the active electrode forming a 
chemical compound. In the subsequent half-cycle 
the hydrogen is carried out reduction of previously 
formed chemical compound on the active electrode, 
but oxygen is released at the passive electrode in 
gaseous form and fed to the high pressure line 
(Fig.3). 

 

 
Fig.3. Schematic of an installation with an 

electrochemical cell using a gas-absorbing electrode 
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Pulse electrolysis 

Typically direct current (DC) power is used in 
electrolysis; nevertheless, pulse DC voltage also 
can be used [11-13]. Bockris et al. [11] found that 
applying voltage pulses on an electrolysis cell, the 
long current tail is observed just after end of 
voltage pulse. Shimizu et al. [12] used inductive 
voltage pulses (200 ns) to power electrolysis cell 
and found that efficiency of electrolysis does not 
change by varying applied power. Researchers from 
Institute of Solid State Physics, University of 
Latvia [12] used inductive voltage pulses to 
compare different metals as cathode and found that 
concentration of dissolved hydrogen grows faster 
on metals with higher hydrogen evolution 
overvoltage and lower hydrogen solubility. In this 
work [12] we prove the fact that using inductive 
voltage pulses to power electrolysis cell, it is 
possible effectively reduce applied potential thanks 
to the possibility to separate both the charging 
current from the charge transition (Faradic) current 
in hydrogen evolution reaction.  

Inductive voltage pulses were generated with an 
electric circuit (Fig.4) consisting from pulse 
generator, DC power source, field transistor and 
blocking diode. 

 
Fig.4. Experimental circuit for generation of inductive 

reverse voltage pulses 

Special transformer is wound as bifilar from two 
wires twisted together. Obtained inductive reverse 
voltage pulses powers the primary winding in 
bifilar transformer and is directed through blocking 
diode. Resulting high voltage pulses with width 
1.10-6 s are obtained and used to power electrolysis 
cell. Two beam oscilloscope GWinstek GDS-2204 
is used to register voltage and current (voltage drop 
on an etalon resistance) in circuit powering 
electrolysis cell. 

Energy Storage 

Battery, hydrogen and hybrid energy storage 
will be analysed for particular case - 5 small solar 
lighting poles (200W each) are connected in micro-

grid with total installed power 1 kW (Fig.2). LED 
lights for each pole has maximum 100 W, electric 
system is designed to 12V and nominal current – 1 
A. With smart power regulation (motion sensors in 
every pole) it is possible to reduce consumed power 
five times, accounting to micro-grid of 5 poles - 
from 0.1 to 0.5 kW. Volumes of energy necessary 
to be stored are calculated from actual amount of 
electricity to be consumed. In our case two 
consumption scenarios – one for particular day and 
second for average year should be combined. Daily 
amounts of harvested energy from the sun and the 
consumed in dark time is highly variable through 
year and for latitudes of Riga (Latvia): 56°57'0" 
N/24°6'0" E and Kharkiv (Ukraine): 49°55'0" 
N/36°19'0" E varies between 0.53 - 12.23 kWh/m2 
(Riga) and 1.67 – 12.12 kWh/m2 (Kharkiv) [14]. 

The number of hours the sun is shining each day 
(that is the number of hours between sunrise and 
sunset) when averaged over the year are 12 hours 
multiplied by number of days in year everywhere in 
the world. It differs only in the maximum height of 
the sun above the horizon and an angle of the 
Earth's rotation axis with respect to the sun. 
Therefore in the Northern latitudes the average 
intensity is lower than at the Southern latitudes. 
Harvested energy from 5 poles is surplus from 
spring to autumn and deficit in winter time (Fig.5, 
calculated from [15]), that is 1/4th from year .  

 
Fig.5. Annual solar generation versus demand for a 

solar system at latitudes of Riga (57N) and Kharkiv 
(50N) 

Hydrogen is produced in water electrolysis 
using two different electrolysers. When high 
pressure electrolysis is used, typical gas vessels up 
to 200 bar can be connected directly to store 
hydrogen for winter time. The second option to 
produce hydrogen from water is low pressure 
electrolysis, and such hydrogen can be easily stored 
in metal hydride tank for utilization in winter time. 
Low temperature can decrease pressure of stored 
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hydrogen in both cases (pressed and bind in crystal 
lattice). Therefore, the storage at least 1 meter 
below the ground, where constant temperature is 
maintained during the year, is desired.   

Electricity generation 

Proton electrolyte membrane fuel cell stack 
(PEMFC) 1 kW is used to generate electricity from 
stored hydrogen. As it could be understood from 
Fig.5, the need for additional electricity will arise 
of the dark and cold season only (November – 
February). 

RESULTS AND DISCUSSION 

High pressure electrolysis 

The proposed technology of electrolysis for 
producing hydrogen and oxygen at high pressure 
eliminates the cost of electric energy transfer 
resistance separation membranes due to their 
absence [9,10]. This ensures the generation of H2 

(O2) under high pressure, up to 200 bars without 
necessity for additional compressor. The advantage 
of the described method for obtaining hydrogen 
includes the ability to relatively simple (adjusting 
current) control of the reaction rate and thus the 
energy consumption, which is especially important 
when electricity from renewable energy sources of 
differing volatility (solar, wind) is used. 

The process of hydrogen generation begins with 
applying negative potential to the passive electrode 
(Fig.6). The gas-absorbing active electrode operates 
as an anode at this stage.  The water-dissociation 
reaction produces hydrogen and oxygen 
simultaneously.  The hydrogen is isolated at the 
passive electrode in the gaseous state, and the 
oxygen is chemically combined at the active 
electrode (i.e., it is accumulated as an oxide). This 
operational sequence is provided by automatic 
switching of electrodes to act as anode/cathode 
electrodes.  

 

 

Fig.6. Change of voltage for hydrogen and oxygen isolation in the electrolysis process (Y-axis in Volts, X-axis in 
Minutes, from [9, 10]). Current density I = 200 А/m²; (A – B) – working area of the hemicycle; (B – C) – area of 
operation when there are the additional power inputs; ΔU – overvoltage under reduction of the active mass 

 
Supplying the electrolysis cell with electric 

power is synchronized with an electromagnetic 
switch that controls the gas flow. As a result, 
hydrogen is isolated under high pressure and only 
fills a hydrogen pipeline.  In the same manner, 
oxygen is fed to a separate pipeline. The water-
dissociation reaction is initiated by increasing the 
voltage at the electrodes during the gas-generation 
process. Automatic control of the gas-generation 
process is based on the process’s voltage-current 
characteristics, which were determined 
experimentally. 

Pulse electrolysis is developed for efficient low-
pressure electrolysis. The voltage to split water in 
practical electrolysis devices is higher than thermo-
neutral cell voltage due transformation into heat, 
which heats up the cell. Therefore industrial 
electrolyser requires additional cooling and the 
value of DC voltage is defined [15]: 

E = Erev +loss,    (1) 

where the loss is: 

loss = Eanode + Ecathode + Emt + IR, (2) 
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where Eanode – activation overvoltage of the anode, 
Ecathode – activation overvoltage of the cathode, Emt 

– overvoltage of the mass transfer, IR – ohmic 
overvoltage (includes resistance in an electrolyte, 
on electrodes, leads). Current density is higher in 
industrial DC electrolysers, therefore applied 
voltage partly transforms into the heat, becoming 
typical loss in DC water electrolysis [16].  

Inductive voltage and current pulse kinetics 
of water electrolysis cell (Fig.7) can be divided 
into two fundamentally distinct parts: a rapidly 
growing charging (1μs) and slowly descending 
discharge tail (about 20μs). 

 
Fig.7. Voltage pulses registered with oscilloscope in 

0.1 M KOH 

 
The transition from the rapid charge to slow 

discharge tail happens through the breakpoint. By 
changing spacing between electrodes, the charging 
amplitude voltage pulse changes (Fig.7) – at 5mm 
distance the rapid charging ends at about 5V, while 
reducing the distance between the electrodes to 
3mm and 1mm, the voltage value at the end of the 
charge drops to 4,2V and 3,8V respectively. To 
find the effective value of voltage taking into 
account the possible charge separation between 
cell’s geometric capacitance and the electric 
double-layer charging with following Faraday 
reactions, the voltage oscillograms are modified to 
be compared with DC electrolysis. Comparison of 
volt-ampere curves shows that in the weak and also 
in 0.1 M KOH solution pulse electrolysis is more 
intense as the DC mode - slope is almost twice 
steeper. By contrast, in 0.3 and 0.5 M KOH 
solutions the steepness of pulse electrolysis volt-
ampere curve is almost the same as the DC mode. 
This confirms previously discussed hypothesis that 

the inductive voltage pulse in rapid growing phase 
is charging only geometric capacity of electrolysis 
cell, and only then the charging of the electric 
double-layer capacity and parallel starting charge 
transfer (electrolysis) process. High power short 
pulse generator is elaborated to power 1 kW 
electrolysis unit with efficiency close to 67%. 

Energy production, consumption and storage 

In Latvia the sun shines average 1,790 hours 
per year, which is around half of the possible 
sunshine duration (clear weather). The sunniest 
days are from May to August, when the sun shines 
an average of 8-10 hours per day, but in contrast, 
from November to February the sun shines an 
average of only 2-3 hours a day [18]. From 
installed power of solar PV – 1 kW in micro-grid, it 
can be calculated maximal annual harvested energy 
in sunny hours – 1kW*1790h=1790 kWh, in case 
all modules are perpendicular to Sun. Let us 
assume that the rest 2590 day-light cloudy hours 
will 600 kWh more. In our case it means, that 
around 2400 kWh can be harvested from PV panels 
in an average year. The maximal consumed power 
for lighting in average year is calculated from 
equation 0.5kW*1/2 year (4380 h) = 2190 kWh 
which can be reduced 3-5 times with smart power 
management system. Let us assume that the 1/4th 
from 2190 kWh or 538 kWh will be energy 
shortages in winter and our storage facility should 
be with same energy capacity that is 538 kWh. If 
we want to store this energy amount in batteries, 
then the battery packs from 6 Tesla electric vehicles 
(85 kWh each) would be necessary. The Tesla 
Motors (Company producing most powerful 
electric vehicles) has just announced [20], that it 
will sell a battery pack for home use that will cost 
approximately $3500 for 10 kWh of power. 

Hydrogen has one of the highest energy density 
values per mass. Its energy density is between 120 
and 142 MJ/kg or 33-39 kWh/kg [19]. Assuming 
that the fuel cell can recover electricity from 
hydrogen with 70% efficiency, we obtain that for 
storage of 538 kWh is necessary about 20 kg of 
hydrogen or 21 reservoirs each 50 l with pressure 
200 bar, or 212 Nm3 gas at normal conditions. To 
produce such amount of hydrogen in summer time, 
in average 605 sunny hours are necessary, if 
electrolyser with capacity around 350 l/h is used.  

CONCLUSIONS 

In this paper innovative methods of water 
electrolysis are described – high pressure hydrogen 
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gas generation up to 200 bar, and short pulse 
electrolysis of hydrogen gas at low pressure up to 3 
bar. Both hydrogen-generation systems allow the 
chemical reaction rate to be controlled by 
controlling the current intensity (high pressure 
electrolysis) or pulse sequence rate (pulse 
electrolysis). This is especially important when the 
primary energy source for the electrolysis device is 
Sun or Wind with unpredictable and variable power 
affected by seasons, night/day changes, and 
climatic factors. Both investigated electrolysis 
technologies have shown high promise for use in 
the small and medium-sized self-sufficient objects 
or their micro-grids in combination with high-
pressure or metal hydride hydrogen storage 
facilities.  

It is calculated in case of 1 kW solar PV/0.5 kW 
LED lights micro-grid, the storage facility with 
capacity of 538 kWh is necessary. This amount of 
electricity can be recovered from 21 kg or 212 Nm3 
hydrogen gas, and to produce such amount of gas 
with electrolysis system having capacity 350 l/h, 
the 605 sunny hours in summer time are necessary.  
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The controllable loop thermosyphon (CLT) has the potential to be utilized in various applications, including cool-storage 

refrigerators powered by solar energy and electricity with the time-of-use price policy. An active control method can be achieved by 
interrupting the two-phase natural circulation flow of CLTs. However, the precise temperature control performance of CLTs under 
active control depends on the system design and should be optimized. In this study, CLTs with and without a reservoir were designed 
and tested. Valves were added to the vapor and liquid lines. Therefore, three control modes were available to start and stop the heat 
transfer process of the CLTs. A series of experiments was conducted to compare the start–stop and heat transfer performances of the 
two CLTs at various R134a fill ratios and heat sink temperatures. The heat transfer performance of the CLT with a reservoir was 
more stable than that of the CLT without a reservoir. The reservoir degraded the start–stop performance of CLT in control mode A. 
The start–stop performances of the two CLTs were similar in control mode C. The CLTs in control mode C started up in 
approximately 20–25 s and stopped in about 70–80 s. Results revealed that an optimal system design could be selected under 
different application backgrounds. 

Keywords: refrigerator, loop thermosyphon, reservoir, start–stop performance 

INTRODUCTION 

Phase-change materials (PCMs) are widely used 
in refrigerators to save energy, reduce cost, and 
protect the environment. Cool-storage refrigerators 
present significant advantages and promising 
prospects. 

The solar photovoltaic (PV) vapor compression 
refrigerator is the most common solar-powered 
refrigerator [1–3]. In traditional PV refrigerators, 
storage batteries are adopted widely because of the 
unstable solar energy. High-priced batteries cause 
considerable energy wastage in the charge–
discharge process [4]. Siaka Toure and Foster et al. 
designed and investigated battery-free cool-storage 
refrigerators. Their results showed that the cooling 
capacity of ice is completely adequate for a few 
days of operation without a power input [5, 6]. PV 
cool-storage refrigerators provide significant 
advantages in terms of cost and efficiency; however, 
they cannot control the temperature of fresh food 
precisely when their compressors stop working. 
This disadvantage is caused by the low heat transfer 
rate between PCM and the air in fresh food 
compartments.  

Cool-storage refrigerators are more efficient 
than traditional direct-cooling refrigerators [7–10]. 
Moreover,  the  time-of-use  price  policy  has  been 
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   peigang@ustc.edu.cn; lijing83@ustc.edu.cn 

implemented worldwide because of the significant 
difference between peak and valley power demands 
[11]. Cool-storage refrigerators are a major energy-
consuming home appliance and demonstrate the 
potential to stabilize electric grids and reduce 
electricity costs [12]. However, similar to PV cool-
storage refrigerators, they have the disadvantage of 
imprecise temperature control. 

The fresh food compartment temperatures of 
cool-storage refrigerators are controlled by the 
start–stop mechanism of compressors when 
powered by electricity. This temperature control 
mechanism is similar to that of traditional direct-
cooling refrigerators without frequency conversion 
functions [13–15]. The start–stop frequency 
increase of a compressor can decrease the 
coefficient of performance of refrigeration systems 
directly. Thus, the temperature control performance 
of traditional and cool-storage refrigerators is 
difficult to improve. 

A novel cool-storage refrigerator was proposed 
in this study to overcome these shortcomings. A 
loop thermosyphon, which is also referred to two-
phase thermosyphon loop, was employed to control 
the temperature of fresh food. Fig.1 shows that the 
fresh food compartment is located at the bottom of 
the refrigerator, and the evaporator is located in the 
freezer only. The compressor in this novel cool-
storage refrigerator can operate continuously for 
half a day to cool the freezer and store cold energy. 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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The temperature of the fresh food compartment is 
controlled only by the intermittent heat transfer of 
the loop thermosyphon. With the long-running 
compressor and frequent start–stop loop 
thermosyphon, the efficiency of the refrigeration 
system and the precision of temperature control 
improved significantly. Active control of the loop 
thermosyphon in this novel cool-storage 
refrigerator was achieved by artificially interrupting 
its two-phase natural circulation flow. The 
performance of the precise temperature control of 
the loop thermosyphon under active control is 
highly important and requires further investigation.  

Compressor

Condenser

Capillary

Fresh
food

compartment

Freezer

PCM

Loop
thermosyphon

Evaporator

  

Fig.1. Simplified sample configuration of the novel 
cool-storage refrigerator 

Various characteristics of the loop 
thermosyphon have been studied since the 1980s 
[16]. Rahmatollah Khodabandeh and Richard 
Furberg analyzed the two-phase flow instabilities of 
a loop thermosyphon with R134a as a refrigerant 
and found that copper nano- and micro-porous 
structures decrease the oscillations and enhance the 
heat transfer coefficient [17]. Yu Song et al. 
focused on nucleate boiling heat transfer in a 
helium loop thermosyphon coupled with a 
cryocooler. The error of the proposed correlation 
was within 30% in the regime of two-phase 
nucleate boiling [18]. Jiang He et al. investigated 
the effect of non-condensable gas on the startup of 
a loop thermosyphon. No failed startups occurred 
during any of the tests [19]. Chehade et al. 
investigated the performance of a loop 
thermosyphon with water as a working fluid. Their 
results showed that the optimal fill ratio is between 
7% and 10% [20]. Ali Chehade et al. performed 
experimental and simulative research on a loop 
thermosyphon for cooling with zero electrical 
consumption. A new model was proposed and 

confirmed by experimental data [21]. Ji Li et al. 
investigated the performance of an insert-type loop 
thermosyphon for split-type solar water heaters. 
The experimental system displayed an 
improvement of 100% in water heating speed [22]. 
Penglei Zhang et al. studied the performance of a 
loop thermosyphon with a partially liquid-filled 
downcomer. A visual test bench was established, 
and a partially liquid-filled phenomenon was 
discovered in the downcomer [23]. Zhen Tong et al. 
investigated an R744 loop thermosyphon used to 
cool a data center. The R744 loop thermosyphon 
functioned under a small driving temperature 
difference of 5 °C, and a theoretical model was 
utilized to calculate thermal resistance [24]. These 
experimental and theoretical studies revealed the 
attractive and comprehensive performance of loop 
thermosyphons. Thus, loop thermosyphons have 
been utilized widely in solar applications, electronic 
equipment cooling, air conditioning, nuclear 
reactors, waste heat recovery, and other heat 
transfer fields [25]. However, precise temperature 
control ability under active control has been 
neglected. A cool-storage refrigerator combined 
with a loop thermosyphon remains an unexplored 
but attractive field. 

The performance of the precise temperature 
control of a controllable loop thermosyphon (CLT) 
under active control depends largely on the system 
design. The effect of a reservoir on the precise 
temperature control performance of CLT within a 
known range has not been reported. In our previous 
study, we evaluated the performance of a CLT 
without a reservoir [26]. On this basis, we designed 
and tested CLTs with and without a reservoir in the 
current study. Two valves for each CLT were added 
to the vapor and liquid lines. Therefore, three 
control modes were available to start and stop the 
heat transfer process of the CLTs. A series of 
experiments was conducted to compare the start–
stop and heat transfer performances of the two 
CLTs at various R134a fill ratios and test 
conditions. 

EXPERIMENTAL SETUP 

Operating principle of CLT 

The two-phase natural circulation flow in a CLT 
is presented in Fig.2. The liquid working fluid 
evaporates in the evaporator and flows to the 
condenser through the vapor line. The vapor 
working fluid condenses to the liquid phase in the 
condenser and flows back through the liquid line to 
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the evaporator again. The working fluid flows 
automatically with the assistance of gravity. 

Vapor line

Liquid line

Condenser

Evaporator

Working fluid

Water-glycol mixture

Water

 
Fig.2. Operating principle of a CLT 

The automatic movement of the working fluid is 
accompanied by heat transfer and can be controlled 
actively by one or two valves. The two-phase 
natural circulation flow transfers heat steadily from 
the evaporator to the condenser when the valves are 
open. The two-phase natural circulation flow and 
the heat transfer of CLT cease immediately when 
the valves are closed. Given that the two-phase 
natural circulation flow in CLT starts and stops 
rapidly, CLT can operate intermittently to control 
heat transfer and the loading temperature. A   high 
start–stop frequency can improve the temperature 
control precision of CLT significantly. 

Experimental facility description 

Fig.3 shows the two CLTs designed. The only 
difference between the two CLTs is the reservoir in 
the liquid line. R134a was used as the working 
fluid, and copper was used as the pipe material. The 
condenser is located above the evaporator, and the 
vapor line is located between the evaporator outlet 
and the condenser inlet. The liquid line, which 
contains a reservoir, connects the condenser outlet 
to the evaporator inlet. The evaporator and 
condenser consist of inner tubes with two tube-in-
tube helical heat exchangers. A shell inlet and a 
shell outlet exist in the tube-in-tube helical heat 
exchanger. Valves 1 and 2 are located on the top of 
the vapor line and on the bottom of the liquid line, 
respectively. The geometrical parameters of the 
CLTs are listed in Table 1. 

Fig.3 shows the primary components of the test 
rig. DC-0515 and DC-3015 were set as the water 
hot bath and cold bath, respectively. The 
temperature control range of DC-0515 is from 
−5 °C to 100 °C and that of DC-3015 is from 

−30 °C to 100 °C. Their common characteristics of 
accuracy, maximum flow rate, and total power are 
0.1 °C, 10 L/min, and 2.5 kW, respectively. Water 
was supplied to the evaporator as a heat source, 
whereas a water–glycol mixture was supplied as the 
heat sink for the condenser. The temperatures of the 
supplied water and water–glycol mixture can be 
varied. The evaporator and condenser heat 
exchangers were in counter flow. A heat insulation 
layer was utilized to minimize the cooling loss. 

Table 1. Geometrical characteristics of CLT 

Component Inner 
diameter 

(mm) 

Outer 
diameter 

(mm) 

Length 
(m) 

Vapor line 10 12 1.3 
Liquid line 10 12 1.5 
Evaporator 10 12 1.34 
Shell of evaporator 23 25 1.34 
Condenser 10 12 1.34 
Shell of condenser 23 25 1.34 
Helical heat exchanger 147 172 1.34 
Reservoir (if present) 33 35 0.25 

 

Fig.3. Test rig 

Measurements 

The measurement points of the CLTs are shown 
in Fig.4, and a list of experimental testing and 
monitoring devices is provided in Table 2. The inlet 
and outlet temperatures of the water–glycol mixture 
and water were measured with WZP-291 Pt100 
platinum resistances. The wall temperatures of the 
vapor and liquid lines were monitored through 
numerous T-type thermocouples. The pressures of 
R134a at the evaporator and condenser inlets were 
measured with two JT-131 pressure sensors. These 
measurements were recorded with an Agilent data 
acquisition instrument every 5 s. The flow rates of 
the water–glycol mixture and water were measured 
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with two glass rotameters. An electronic scale was 
used to measure the mass of R134a filled in CLT.  

Water

Ethylene glycol solution

Vacuum valve

Valve 1

Shell of condenser

Condenser

Evaporator

Vapor line Liquid line

Tg,in

Tg,out

Tw,out

Tw,in

Working fluid：R134a

Valve 2

Shell of
evaporator

Tube-in-tube helical
   heat exchanger

Inner tube

Shell

T

P2

P
T

P1

T

T

Structure with or
without reservoir

 

Fig.4. Structure and measurement points of CLTs 

Table 2. Experimental testing and monitoring devices 

Name Specification Accuracy 

Pressure sensor JT-131 0.5% 

Platinum resistance WZP-291 Pt100 ±0.1 °C 

Thermocouple T-type ±0.5 °C 

Flow meter Glass rotameter 2.5% 

Scale Electronic ±0.5 g 

Data acquisition unit Agilent 34970 / 

EXPERIMENTAL METHODS AND 
CALCULATION 

The water and water–glycol mixture were 
supplied stably when the valve (or two valves) was 
closed to simulate the internal environment of a 
cool-storage refrigerator. When CLT was 
completely stopped, its heat transfer rate reached 
zero, and the pressure was constant. The CLT 
without a reservoir and that with a reservoir were 
named CLT1 and CLT2, respectively. The time for 
the heat transfer rate to decrease from 100% to 5% 
in the stopping process was selected to represent 
the stopping performance of CLT. The time 
consumed to reach the maximum heat transfer rate 
in the start-up process was selected to represent the 
start-up performance. 

Normal test conditions were adopted unless 
mentioned otherwise and were set as follows. The 
temperature of the water–glycol mixture supplied 
from the cold bath was −25 °C, and the temperature 
of water flowing from the hot bath was 5 °C. The 
flow rates of the water–glycol mixture and water 
were set to 80 and 100 L/H, respectively. 

Two valves were added to the vapor and liquid 
lines, so three control modes were available to start 
and stop the heat transfer process of the CLTs. 

(1) Control mode A: The valve located on the 
vapor line functions as the only switch. 

(2) Control mode B: The valve located on the 
liquid line functions as the only switch. 

(3) Control mode C: The two valves function as 
switches. 

The experiment was performed as follows. The 
R134a fill ratio was verified, and the inlet 
temperature of the water–glycol mixture was 
verified from −25 °C to −17 °C. The steady-state 
heat transfer and start–stop performances of the 
CLTs with and without a reservoir were tested 
under different test conditions. Optimal fill ratios 
were selected for further investigation. The start–
stop performance of CLT was then investigated 
under different experimental conditions. 

During the course of the experiment, the 
transient heat transfer capability of CLT was 
represented by the heat transfer rate of the 
evaporator. At any time, the transient heat transfer 
rate of evaporator can be calculated as follows: 

                 w,in w,out( )Q VCp t t  ,                 (1)
  

where V is the transient measured volume flow rate 
of water and tw,in and tw,out are the transient 
measured inlet and outlet water temperatures of the 
evaporator, respectively. 

RESULTS AND DISCUSSION 

Effect of reservoir on steady-state performance 

Experiments were performed on CLT1 and 
CLT2 at different fill ratios of R134a to analyze the 
effect of the reservoir on the steady-state working 
performance of CLT. At each fill ratio, the inlet 
water–glycol mixture temperature, tg,in, varied from 
−25 °C to −17 °C. The heat transfer rate of stably 
operating CLT1 at different R134a fill ratios and 
tg,in values is shown in Fig.5. The heat transfer rate 
of CLT1 for each tg,in value increased initially and 
then decreased with an increasing fill ratio. This 
variation trend was evident when fitted by a cubic 
spline interpolation curve. The maximum heat 
transfer point of each curve was defined as the 
optimal operating point. The fill ratios of optimal 
working points for different heat sink temperatures 
varied from 34.74% to 38.9%. In the normal test 
condition, the maximum heat transfer capability 
was obtained at a fill ratio of approximately 38.9%. 
Excessive or insufficient R134a restricted the heat 
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transfer capability of CLT1. Moreover, the fill 
ratios of optimal operating points varied with tg,in. 
In the practical application of cool-storage 
refrigerators, the fill ratio of CLT1 cannot be 
changed, and this defect would cause a deviation 
from the ideal working condition if the heat sink 
temperature is varied. 

 
Fig.5. Heat transfer performance of CLT1 

 Fig.6 shows that using an additional reservoir 
exerts a remarkable effect on the steady-state heat 
transfer performance of CLT. The heat transfer rate 
of CLT2 in normal test conditions was almost 
unchanged when the R134a fill ratio changed from 
32% to 67%. The heat transfer rate of CLT2 
decreased when the fill ratio exceeded this suitable 
range. This suitable range was still valid when tg,in 
increased. Thus, CLT2 could operate in its optimal 
working condition even if the heat sink temperature 
was varied. 

 

Fig.6. Heat transfer performance of CLT2 

Comparison of the heat transfer performance of 
CLT1 and CLT2 showed that the reservoir can 
improve the steady-state performance of CLT. The 
heat transfer stability improvement can be 
explained as follows. The optimal R134a 
distribution in the evaporator and condenser 

changed when the heat sink temperature of CLT 
without a reservoir varied. Thus, the optimal R134a 
fill ratio varied with the working environment. 
CLT1 experienced difficulty reaching and 
maintaining its optimal working condition. By 
contrast, in CLT2, the R134a storage function of 
the reservoir could adjust the R134a distribution in 
the evaporator and condenser at any time. The CLT 
with a reservoir could maintain the ideal steady-
state heat transfer status because of the wide range 
of suitable R134a fill ratio. 

Effect of reservoir on control stability 

The control stability of CLT was tested by 
starting up and stopping CLT at various R134a fill 
ratios, control modes, and tg,in values. CLT1 never 
failed to start or stop during the dozens of tests, and 
it started and stopped steadily even when the fill 
ratio deviated from its optimal value and the 
steady-state heat transfer of CLT1 was degraded 
seriously. By contrast, several adverse phenomena 
occurred in the starting process of CLT2. CLT2 
could start and stop steadily under different test 
conditions when the R134a fill ratio varied from 
57% to 67%. However, CLT2 could not start up 
normally under various test conditions when the fill 
ratio was lower than 57%. The three typical start-up 
failures are as follows. 

1. Fig.7 shows that high-frequency heat transfer 
and pressure oscillation occurred when CLT2 was 
initialized in control mode A with a 47% fill ratio. 
The steady-state heat transfer rate of CLT2 under 
normal test conditions was approximately 380 W; 
however, the highest heat transfer rate in this 
oscillation process was less than 100 W. When 
CLT2 entered the oscillation state, the oscillation 
continued for hours, and the circulation flow could 
not return to normal automatically. 

 

Fig.7. First typical start-up failure of CLT2 
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2. The second typical start-up failure is shown in 
Fig.8. CLT2 failed to start up in control mode A 
again when tg,in was −21 °C and the R134a fill ratio 
was 52%. No heat transfer and pressure oscillation 
occurred during this start-up process. However, 
CLT2 could only maintain a stable low heat 
transfer. This heat transfer deterioration was unable 
to recover without artificial interference. 

 
Fig.8. Second typical start-up failure of CLT2 

3. Fig.9 shows that the third typical start-up 
failure appeared in control mode C. The heat 
transfer rate increased rapidly with pressure when 
CLT2 was initialized and almost reached stability 
in approximately 200 s. This period of start-up 
process was similar to other normal start-up 
processes of control mode C. However, temporary 
heat transfer deterioration appeared in about 250 s. 
This temporary heat transfer deterioration only 
lasted for 200 s and disappeared after pressure 
fluctuation within a narrow range. The recovery 
process was similar to a normal start-up process 
and did not require artificial interference. CLT2 
reached its stable operating state after this 
temporary heat transfer deterioration in the start-up 
process. 

 
Fig.9. Third typical start-up failure of CLT2 

The abovementioned typical cases show the 
unstable control performance of CLT2. Such 

unstable phenomena may be caused by a reservoir 
with a low liquid level height. We recommend that 
CLT2 be operated at an R134a fill ratio of 57% to 
67% to avoid start-up failure. By contrast, CLT1 
showed better active control stability than CLT2. 

The optimal fill ratio of CLT2 was 
approximately 62% because of its excellent start–
stop performance and good steady-state heat 
transfer capability. The optimal fill ratio of CLT1 
under normal test conditions was determined in our 
previous study, and the value is 38.9% [26]. The 
following start–stop performance comparison 
between CLT1 and CLT2 was based on their 
optimal fill ratios. 

Effect of reservoir on start–stop performance 

The three control modes of CLT were well 
investigated in our previous work. The results 
showed that the start–stop performance of control 
mode C is the best, that of control mode A is 
acceptable, and that of control mode B is not 
recommended [26]. Thus, in the present study, 
control modes A and C were tested to compare the 
start–stop performances of CLT1 and CLT2. 

We performed experiments with different tg,in 
values. CLT1 and CLT2 were tested to analyze the 
effect of the reservoir on the start–stop performance 
of control mode A. A comparison of the results is 
shown in Fig.10. For convenience, heat transfer rate 
and pressure are denoted by Q and P, respectively. 
In control mode A, the start-up of CLT1 and CLT2 
was quite rapid, and the time consumed to reach the 
maximum heat transfer rate was approximately 15–
20 s. The heat transfer rates of CLT1 and CLT2 
were also similar after a stable working status was 
reached. However, the time consumed for heat 
transfer stabilization differed. 

 
Fig.10. Comparison of start-up processes in control 

mode A 

The heat transfer rate and pressure of CLT1 in 
the start-up process stabilized in 100 s, whereas 
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those of CLT2 required twice as much time. 
Temporary heat transfer enhancements appeared in 
the early start-up processes, and that of CLT2 was 
much stronger than that of CLT1. Fig.11 shows the 
stopping processes in control mode A at normal test 
conditions. The heat transfer of CLT1 stopped in 
approximately 100 s and was faster than that of 
CLT2. The evaporator pressure of CLT1 increased 
temporarily before it steadily declined and reached 
stability in 400 s. Fig.10 and Fig.11 show that the 
stable operating and stopping pressures of CLT1 
differed from those of CLT2. 

 

Fig.11. Comparison of stopping processes in control 
mode A 

tg,in was varied from −25 °C to −17 °C to 
analyze the start–stop performance difference 
between CLT1 and CLT2 in control mode A. The 
start-up time stabilized within 15–25 s. However, 
various differences were observed in control mode 
A. Table 3 shows that the steady-operating and 
steady-stopping evaporator pressures and the heat 
transfer stopping time increased gradually with tg,in. 
Moreover, the operating pressures of CLT1 at 
various tg,in values were higher than those of CLT2, 
contrary to the stopping pressures. These 
phenomena in the start–stop process of control 
mode A can be explained as follows. 

Table 3. Stopping time of CLT1 and CLT2 at various 
tg,in values in control mode A 

tg,in 

(°C) 

Stopping time 

(s) 

Operating pressure 

(Mpa) 

Stopping pressure 

(Mpa) 

CLT1 CLT2 CLT1 CLT2 CLT1 CLT2 

−25 75 120 0.263 0.302 0.202 0.187 

−23 75 125 0.267 0.305 0.211 0.197 

−21 80 130 0.270 0.306 0.222 0.207 

−19 85 145 0.276 0.308 0.233 0.218 

−17 95 155 0.279 0.310 0.245 0.230 

The additional reservoir stored much R134a. 
Thus, R134a needed more time to reach stability in 
the stopping process.The reservoir also decreased 
the R134a liquid level. Hence, the degrees of 
overheating in the evaporator and overcooling in 
the condenser decreased, and the average 
temperature of R134a increased with pressure. In 
the steady-state operating process, more liquid 
R134a extruded from the evaporator by hot vapor 
in CLT2, and more liquid R134a was affected by 
the low temperature of the condenser. 

The active control abilities of CLT1 and CLT2 
in control mode C were tested under normal test 
conditions. The results were compared. Fig.12 
shows that the heat transfer variations of the CLTs 
in the start-up process were similar to those in 
control mode A. Their heat transfer began quickly, 
and CLT2 required more time than CLT1 to reach 
stability. The evaporator pressures in control mode 
C decreased rapidly at first and then increased 
slowly. The time wasted for CLT2 to reach a stable 
operating status was approximately 150 s, which is 
triple the time consumed by CLT1. 

 

Fig.12. Comparison of start-up processes in control 
mode C 

The stopping processes of CLT1 and CLT2 are 
shown in Fig.13. The heat transfer and pressure 
variations are similar. The stopping time of CLT1 
and CLT2 is approximately 70–80 s. Their 
evaporator pressures increased slowly and reached 
stability in approximately 100 s. The above 
similarity was retained even when the test 
conditions were varied. The start–stop performance 
of control mode C was hardly affected by the 
reservoir structure unlike that of control mode A 
primarily because of the unique control method of 
control mode C. The evaporator in control mode C 
was isolated from the condenser and reservoir 
completely when CLT was stopped; thus, the 
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variations in R134a state in the start-up and 
stopping processes were unrelated to the reservoir. 

 

Fig.13. Comparison of stopping processes in control 
mode C 

CONCLUSIONS 

We designed and arranged two test rigs to 
investigate the effect of a reservoir on CLT. Tests 
were conducted with various R134a fill ratios under 
normal test conditions to compare the steady-state 
heat transfer and start–stop performances of the two 
CLTs. The CLT1 and CLT2 were studied at their 
optimal R134a fill ratios. The heat sink temperature 
varied. The following conclusions were obtained. 

1. The optimal heat transfer performance of 
CLT1 was obtained at a fill ratio of 38.9% under 
normal test conditions. The fill ratios of the optimal 
working points varied from 38.9% to 34.74% at 
different tg,in values. CLT2 could operate well at 
any fill ratios within the range of 32%–67% at each 
tg,in value. The results showed that a reservoir can 
remarkably improve the steady-state heat transfer 
stability of CLT. 

2. The CLT without a reservoir displayed a 
significant advantage in control stability. CLT1 
never failed to start or stop even when the fill ratio 
deviated from its optimal value and the steady-state 
heat transfer performance was degraded seriously. 
CLT2 could start steadily under different test 
conditions when the R134a fill ratio varied in the 
range of 57%–67%. Several unstable start-ups 
occurred in the starting process of CLT2 at a fill 
ratio of less than 57%. 

3. The effect of the reservoir on the start–stop 
performance of CLT revealed clear distinctions 
among the control modes, which were evident in 
the stopping process. In control mode A, the 
additional reservoir increased the stopping time 
obviously at each tg,in value. Thus, the reservoir 
could degrade the active control performance of 

control mode A. By contrast, the start–stop time of 
CLT1 and CLT2 in control mode C was similar. 
This result indicates that the active control 
performance of control mode C was hardly affected 
by the reservoir structure. 

The optimal system design can be selected under 
different application backgrounds. To obtain good 
steady-state heat transfer and start–stop 
performances, the CLT without a reservoir needs to 
be operated with its optimal R134a fill ratio. The 
CLT with a reservoir should be operated in control 
mode C with an R134a fill ratio of 57%–67%. 
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NOMENCLATURE 

Cp: Specific heat capacity of water (J/(kg∙K))  
P: Pressure of the evaporator (Mpa) 
Q: Heat transfer capability of CLT (W) 
R: R134a fill ratio 
tg,in: Inlet water–glycol mixture temperature of the 
condenser (°C) 
tw,in: Inlet water temperature of the evaporator (°C) 
tw,out: Outlet water temperature of the evaporator 
(°C)  
V : Measured volume flow rate of water (m3/s) 
ρ: Density of water (kg/m3) 
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In order to design adsorption employed cooling or refrigeration system, it is inevitably required the knowledge of the adsorption 

isotherms and the isosteric adsorption heat for the assorted adsorbent/adsorbate pair. The physical adsorption phenomena occurs 
mainly within the pores and on the surface of the adsorbent. Since, the characteristics of each adsorbent-adsorbate pair is different 
than others.  The knowledge of adsorption characteristics with the variation of temperature and pressure is necessary for the 
evaluation. However, these data are usually unavailable from the manufacturers of adsorbents. The objective of this study is to 
evaluate adsorption characteristics of R134A (HFC-134A) and R404A (HFC-404A) on different adsorbents experimentally by a 
constant volume variable pressure method at different adsorption temperatures ranging from 20 to 50 C and for pressures up to 5 bar. 
The forms of the isotherms obtained from the experimental measurements are similar in all cases and comparable to those reported in 
the literature for commercially available different adsorbents. Adsorption parameters are evaluated from the isotherms using the 
Dubinin-Astakhov (DA) equation. The concentration dependence of the isosteric enthalpies of adsorption is extracted from the 
obtained data. Further, the enthalpy of adsorption data are extracted, and correlations are provided for the different specimens 
investigated. These data are essential for the design of a thermally driven adsorption chiller employed the assorted pair.  

Keywords: adsorbent, adsorbate, adsorption cooling, R134A, R404A 

INTRODUCTION 

Adsorption refrigeration and cooling research 
has attracted attention in view of the pressing need 
for combating ozone depletion and global warming 
[1, 2]. The main heat sources for adsorption 
systems are waste heat and solar energy. Physical 
adsorption working pairs are usually preferred 
when solar energy is the heat source [3]. It provides 
an alternative to conventional vapor compressor 
refrigeration, because the systems based on 
adsorption can be driven by low grade heat sources 
such as solar energy and industrial waste heat.  In 
addition, they have minimal moving parts. In 
contrast to vapor absorption cycles, adsorption 
cycles dispense with the heat exchangers [4]. The 
properties of adsorbent/adsorbate pairs as well as 
the operating conditions have significant effects on 
the system performance [5]. The isosteric heat of 
adsorption is a specific combined property of an 
adsorbent/adsorbate combination. The equilibrium 
adsorption properties at several adsorbent 
temperatures and adsorption chamber adsorbate 
pressures were studied for a wide range of pairs [6]. 
Meanwhile, on the refrigerant field considerable 
motivation already exists to use natural and/or 
ozone friendly refrigerants.  If the need is to use 
refrigerants that result in system pressures above 
atmospheric pressures, that are also non-flammable, 
non-toxic and ozone friendly, the choice narrows 
down to partly halogenated hydro fluorocarbon 
refrigerants     such    as    R134A    (tetrafluoroetan 

 

* To whom all correspondence should be sent: 
   mkilic@uludag.edu.tr 

CF3CH2F) and R404A (CHF2CF3 / CH3CF3 / 
CF3CH2F) which is near a zeotropic blend of HFC-
125/HFC-143A/HFC-134A. R134A is the one of 
the very well-known and widely used refrigerants 
in both domestic and commercial medium and high 
temperature refrigeration, residential and vehicle air 
conditioning as well as several industrial 
applications.  A number of HFC refrigerant blends 
are also composed by the use of R134A.  R404A is 
an HFC blend that is also employed a wide range of 
low and medium temperature refrigeration 
applications. R404A is a quite common refrigerant 
used in commercial refrigeration applications such 
as those used in the both chilled and frozen food 
refrigeration. Although, the Ozone Depletion 
Potential (ODP) of R404A and R134A is zero, the 
Global Warming Potential (GWP) of R404A and 
R134A are high and medium level with the value of 
3943 and 1300, respectively. However, the safety 
classifications of R404A and R134A according to 
the ASHRAE Standard 34 are in the lowest rank 
(A1) to the hazard involved in their use [7]. 

Thus, R134A and R404A based adsorption 
refrigeration cycles provide a very well match for 
the current aspirations and expectations from 
adsorption cooling systems. The design of these 
refrigeration systems requires data on isotherms 
and the heats of adsorption for indenting heating 
inventories. Detailed literature review on 
adsorption working pairs for refrigeration is given 
by Wang et.al. [8,9]. 

Isosteric heat of adsorption is traditionally 
expressed as a function of concentration due to its 
dependence on temperature is relatively weaker 
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[10,11,12]. For adsorption of fluids below their 
thermodynamic critical point, its magnitude is 
larger than the heat of vaporization of the 
adsorbate, which has a strong temperature 
dependence [12]. As a result, the difference 
between the two is a property of relevance in the 
design of adsorption refrigeration systems. 

It is a matter of regret that adsorption data are 
unavailable from the manufacturers of adsorbents. 
The characteristics of a new adsorbent like a kind 
of silica gel or activated alumina may show 
differently than the known ones. In order to design 
adsorption based cooling cycle it is inevitable to 
evaluate adsorption isotherms of the assorted 
adsorbent/adsorbate pair as well as the isosteric 
heat of adsorption. 

From the above mentioned perspectives, the 
present paper reports an experimental study to 
obtain isotherm data for commercially available 
activated carbon (AC), silica gel (SG) and activated 
alumina (AA). Adsorption isotherms of R134A and 
R404A on the different materials were measured 
over a temperature range of 20–50 °C and pressures 
up to 5 bar using constant volume variable pressure 
(CVVP) method. Moreover, the isosteric heat of 
adsorption data is extracted from the data of the 
present experiments.  

MATERIAL AND METHOD  

The CVVP experimental setup comprises: (i) a 
charging tank with a volume of 3000 cc, (ii) an 
adsorption tank with a volume of 3000 cc, (iii) 
temperatures of the both the charging and 
adsorption tanks are controlled independently by 
the separate circulating water systems, (iv) a 
pressure transducer with an uncertainty of 0.15% of 
full scale and a pressure ranging from 0 to 1.6 MPa, 
(v) Pt 100 type thermometers with an uncertainty of 
0.2% for temperature measurement, (vi) separate 
sensors with an uncertainty of 0.2% used with the 
adsorbent species for direct temperature 
measurement, (vii) a vacuum pump that achieves 
vacuum level of 0.5mbar, and (viii) a computer 
used to control the test system and  record the data. 
The volume of both charging and adsorption tanks 
are inclusive of the volumes of related piping and 
valves. 

Procedure 

Prior to adsorption process, the specimen of the 
adsorbent is placed in an oven for 24 h to desorb 
any residual gas. The oven temperature is kept 
constant at 120˚C. Before starting adsorption 
measurements the system was evacuated to take out 

any gases and moisture from the system using a 
vacuum pump to 0.5 mbar. The tanks were heated 
by using hot water circulation at 60˚C during 6 h, 
while the vacuum process is still running. At the 
end of regeneration process, the test system is 
purged with helium gas and evacuated further to 
achieve low vacuum conditions.  The evacuation 
and helium purging are continued several times to 
ensure that there is no residual gas left in the 
system. It is observed from the performed 
measurements that there is not any measurable 
interaction between the inert gas and the adsorbent. 
After evacuation, the charging cell is pressurized 
with the assorted refrigerant and left until it reaches 
an equilibrium state. During charging process, it is 
necessary to keep the charging pressure lower than 
the saturation pressure of the refrigerant to ensure 
no condensation is occurred. At this state the initial 
pressure and temperature in the charging cell are 
measured before adsorption. Once thermal 
equilibrium is achieved, the needle valve between 
the charging and adsorption tank is opened. The 
pressure and temperature in the adsorption tank are 
recorded to calculate the uptake of the assorted 
refrigerant by ensuring thermal equilibrium present. 
This process was repeated for the each charging 
step until the high pressure reached. By the use of a 
specimen, each isotherm was measured at a 
constant temperature over a range of pressure from 
0 to 5 bar.   

Experimental study was performed by the use of 
commercially available adsorbents as activated 
carbon (AC), silica gel (SG) and activated alumina 
(AA) specimens. Phyiscal characteristics of the 
adsorbents used in the tests are presented in Table 
1. 

 
Table 1. Physical characteristics of the adsorbents used 

in the tests. 
 Activated 

Carbon 
Silica Gel Activated 

Alumina 

Size (mm) 0.6-2.6 2-5 1.4-2.8 
Density (kg/m3) 470 720 753 
Micro Pore 
Specific Volume 
(cm3/g) 

0.472 0.276 0.166 

Specific Surface 
 Area (m2/g) 

949 556 350 

Color Black Blue White 
Shape Granulated Spherical Spherical 

 
For each specimen with the known initial dry 

mass, experiments were performed at constant 
temperatures chosen as 20, 30 and 50 ºC for 
pressures up to 5 bar. 
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Assessment of overall uncertainty 
There are some uncertainties associated with 

instrumentation, average adsorption cell 
temperature during adsorption and the void 
correction. Moreover, certain errors introduced due 
to the mathematical calculations. It is expected that 
the overall uncertainty will be within 3%. 

ANALYTIC TREATMENT 

The starting point for this analysis is the use of 
Dubinin–Astakhov (D–A) model of adsorption 
isotherm in the following form [8,9]: 

� = ��	exp	�− �
��

�
�� �

��

�
��

�

�       (1) 

with 

 � = ��� and   �� = ����   (2) 

Here E is the characteristic energy of the 
assorted adsorbent/adsorbate pair which can be 
evaluated experimentally. The parameter n is an 
exponential constant which gives the best fitting of 
the experimental isotherms. The quantity C denotes 
the specific mass of adsorption (kg of adsorbate per 
unit mass of adsorbent), and va is the specific 
volume of the adsorbed phase, which is given by 

�� = ��	exp	(	Ω(� − ��))      (3) 

where   

Ω = ln(�/��)/	(�� − ��)   (4) 

The quantity b denotes the van der Waals 
volume, vb is the saturated liquid specific volume at 
the normal boiling point [11,12,13]. T is the 
temperature with suffixes c and b referring to 
critical and normal boiling points, respectively. The 
parameter v0 can be obtained by using Eq. (3) at T = 
0. Table 2 shows the properties and parameters of 
the adsorbates used in the present experimental 
study. Eq. (1) can be rewritten as follows:   

ln � = 	 ln �� − �/(��)[��(���� ���⁄ )]�/�      (5)                             

Differentiating Eq. (5) with respect to 1/T for 
the isosteric conditions (i.e. C is constant). Noting 
that va is also a function of temperature, one can get 
the following equation: 

� ln �

�(1/�)
=

� ln ��
�(1/�)

− �
�

�
� [��(���� ���⁄ )]

�
� 

−(��� (��)⁄ )[��(���� ���⁄ )]((���))/�     (6) 

Isosteric heat of adsorption is defined by the 
Clausius–Clapeyron relation at constant 
consantrations as 

 ����|�� = −�(�	��	�)/�(1/�)	  (7) 
and for the heat of vaporization defined as 

 ℎ�� = −�(�	��	��)/�(1/�)	  (8) 

Substituting Eq.7 and 8 into Eq.6, the following 
equation for the heat of adsorption can be derived. 

���� = ℎ�� + (�)[��(���� ���⁄ )]�/�	 

            +(��� �⁄ )[��(���� ���⁄ )]((���))/�      (9) 

Table 2. Properties and parameters of the adsorbates. 

 R134A R404A 

Molecular Weight (MW) 102.03 97.60 
Boiling Point at 1 atm (Tb) -26.06 °C -46.45 °C 
Critical Temperature (Tc) 101.08 °C 72.07 °C 

Critical Pressure  (Pc ) 4059 kPa 3729 kPa 
Critical Density 515.3 kg/m3 484.5 kg/m3 

b 0.0009390 0.0009857 

vb  (m
3/kg) 0.0007260 0.0007655 

v0 (m3/kg) 0.0007657 0.0008445 

Ω 0.002018 0.002125 

 
The standard procedure for evaluation of 

isosteric heat of adsorption as described by Eq.7, is 
to plot the isosters on ln p versus 1/T plane. 
Normally, a constancy of slope is observed at 
temperatures well over the critical point of the 
adsorbate. As a result the classical treatment of 
isosteric heat of adsorption being shown as a 
function of relative uptake is a good approximation 
for adsorbent–adsorbate combinations which 
broadly follow the Dubinin’s isotherms [14, 15]. 
Due to non-ideality of the gas phase, during an 
adsorbate molecule uptake to the assorted adsorbent 
is affected by the pressure and temperature changes 
[5, 8]. In order to consider the effect of pressure 
and temperature changes, heat of adsorption can be 
calculated by using the Eq.9. 

RESULTS AND DISCUSSIONS 

The experimental data was used to evaluate the 
adsorption parameters for the activated carbon 
(AC)-R134A, silica gel (SG)-R134A, activated 
alumina (AA)-R134A, activated carbon (AC)-
R404A, silica gel (SG)-R404A pairs. By the use of 
Eqs. 1-4, an objection function can be derived as 
follow: 

 

� = ���� −
��	��
��

exp	�− �
���
�

�� �
��
��
��

�

��

��

���

						(10) 

 
Where N is the number of data sets, Ci, pi and Ti 

are known variables obtained from the 
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experimental measurements. C0, E and n are 
unknown constants. To obtain the unknown 
parameters, the objection function must be 
minimized. Derived objection function is optimized 
by the use of a homemade code based on a genetic 
algorithm. Table 3 shows that computed values of 
the adsorption parameters (W0, C0, E and n) for the 
AC-R134A, SG-R134A, AA-R134A, AC-R404A 
and SG-R404A pairs.  

  
Table 3. Computed adsorption parameters of the 

different adsorbent-adsorbate pairs. 

Pairs W0  

(m3/kg) 

C0  
(kg/kg) 

E 
(kJ/kmol) 

 n 

AC-R134A 0.3728x10-3 0.487 8874.9 1.725 

SG-R134A 0.3629x10-3 0.474 5120.9 1.034 

AA-R134A 0.2412x10-3 0.315 5509.4 1.318 

AC-R404A 0.3379x10-3 0.400 11090 1.734 

SG-R404A 0.3268x10-3 0.387 6130.7 1.300 

 
Comparison of the experimental and the 

computed isotherms of the adsorbent-adsorbate 
pairs at 20 °C are given in Fig.1. It can be seen 
from the Fig.1 that the measured results and the 
computed data obtained from D-A equation (Eq.1) 
with the parameters given in Table 2 are in a very 
good agreement.  

 
Fig.1. Comparison of the experimental and the 

computed isotherms of R134A and R404A on different 
adsorbents at 20 °C  
 

The shapes of the isotherms obtained from the 
experimental data were similar in all cases and 
comparable to those reported in the literature for 
commercially available different adsorbents [3, 
5,6,11,12]. Then, Eq.5 and Eq.9 with the 
parameters provided in Table 3 were used to 
evaluate isosters and isosteric heat of adsorption of 
the adsorbent-adsorbate pairs. Fig.2 shows  the 

isosters of adsorption of R134A and R404A on 
activated carbon, silica gel and activated alumina 
for C/C0 = 0.6 It can be seen from the Fig.2 that the 
variation of ln(p) with 1/T presents linear variation 
for each adsorbent-adsorbate pairs. It is interesting 
to see that the isosters of the adsorbates of R134A 
and R404A with activated carbon is overlap each 
other, while the slopes of the lines are different for 
each adsorbent-adsorbate pairs. 
 

 
Fig.2. Obtained isosters of adsorption of R134A and 

R404A on activated carbon, silica gel and activated 
alumina for C/C0 = 0.6  

 
Fig.3. Obtained isosteric heat of adsorption of R134A 

on activated carbon  

 

A careful inspection on the Fig.3 to Fig.7, it can 
be seen that the isosteric heat of adsorption 
decreases with increasing adsorbate uptake for all 
the cases. In addition, the temperature has more 
effect on isosteric heat, where the maximum value 
of isosteric heat obtained with low temperature at 
0˚C. The adsorbate molecules first penetrate into 
narrow pores of adsorbent, where a stronger 
interaction between adsorbate and adsorbent exists. 
As a result of this a higher isosteric heat value of 
adsorption at lower loading occurs. After 
completely filling the smaller pores, adsorbate 
molecules are gradually accommodated in larger 
pores, in which the adsorption affinity becomes 
weaker. Therefore a monotonic decrease in isosteric 
heat of adsorption as a function of adsorbate 
uptake.  
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Fig.4. Obtained isosteric heat of adsorption of R134A 

on silica gel  

 

 
Fig.5. Obtained isosteric heat of adsorption of R134a 

on activated alumina  

Comparing the magnitude of the isosteric 
adsorption heat, AC-R134A pair has the greatest 
one among the pairs tested in this study. 
Meanwhile, SG-R134A and AA-R134A pairs have 
the comparable magnitude of the isosteric 
adsorption heat. It is also observed that replacing 
R134A with R404A do not significant effect on the 
magnitude of the isosteric adsorption heat on the 
same adsorbent as seen Fig.4 and Fig.6 for AC, and 
also Fig.5 and Fig.7 for SG. 

In addition to all, the magnitude of the heat of 
adsorption is greater than that of the enthalpy of 
vaporization of R134A and R404A in the all range 
of the experimental tests performed. 

 

 
Fig.6. Obtained isosteric heat of adsorption of R404A 

on activated carbon  

 
Fig.7. Obtained isosteric heat of adsorption of R404A 

on silica gel 

CONCLUSIONS 

In this study, the adsorption properties of 
R134A and R404A on commercially available 
specimens of activated carbon, silica gel and 
activated alumina for adsorption process has been 
experimentally studied. The measurements were 
performed over a temperature range from 20˚C to 
50˚C and pressure up to 5 bar. The data were 
correlated with Dubinin-Astakhov (D-A) equation 
for corresponding adsorption process. Adsorption 
parameters were evaluated from the isotherms 
using the D-A equation. Further, the isosteric heat 
of adsorption were obtained, and correlation 
parameters were provided for the specimens 
investigated. Comparisons between the correlated 
results and the experimental data show very good 
agreement. It is observed that the adsorption 
capacity per kg of adsorbent increases rapidly with 
rising relative pressure at the starting period of the 
adsorption process. The maximum value of 
adsorption capacity decreases with the rising 
temperature of adsorbent . The isosteric heat of 
adsorption varied with the temperature and the 
maximum value of isosteric heat obtained at the 
lowest temperature. In addition, it is also observed 
that the magnitude of the heat of adsorption is 
higher than that the vaporization enthalpy of 
R134A and R404A in the range of experimental 
studies performed. This aspect is important for the 
design of thermal compressors in which the amount 
of coolant requirements to remove the heat of 
adsorption process have to be estimated. 
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Energy and exergy analysis of a double effect LiBr-H2O and LiCl-H2O chillers 

M. Kılıç*, H. B. Ravul 

 Uludağ University, Faculty of Engineering ,Department of Mechanical Engineering, 16059 Bursa, Turkey 
 

Absorption refrigeration systems (ARS) is a type of environmental friendly technology with zero ozone depletion and global 
warming potential that can utilize industrial waste heat and renewable energy sources such as solar and geothermal. Therefore, there 
is an ongoing effort and many research for further improvements. A comparative study between single effect and double effect 
absorption refrigeration systems using lithium bromide/water and lithium chloride/water as working fluid solutions is presented in 
this paper. The coefficient of performance (COP) and the second law efficiency (exergetic efficiency) of absorption system under 
different operating conditions are calculated.  Simulation results are used to evaluate the influence of the various operating 
parameters on the performance coefficient, the thermal loads of the system components, exergetic efficiency and the total change in 
exergy of the systems. It is observed that operation temperatures of the overall system and its components have a major effect on 
their performance and functionality. In this regard, a parametric study conducted here to investigate this effect on heat capacity and 
exergy destruction of the system components. Also, a comparative analysis for the working fluids is carried out. It is observed that 
the COP of double effect system is considerably higher than the COP of single effect system, however, the exergetic efficiency of 
double effect system is slightly higher than the exergetic efficiency of single effect system.  

Keywords:  absorption cooling, coefficient of performance (COP), exergy, lithium bromide/ water, lithium chloride/ 
water, refrigeration 

INTRODUCTION 

In recent years, interest in absorption 
refrigeration technology has been growing because 
these systems use such pairs of refrigerant and 
absorbent which do not deplete the ozone layer. 
Absorption refrigeration systems [1] are therefore 
essentially powered by heat, which not only 
minimizes exergy depredations, but it also allows 
for the use of free thermal energy resources such as 
low-grade industrial heat, solar energy, geothermal 
energy, etc., helping in control of global warming. 

Performance of an absorption cycle is critically 
dependent on the thermodynamic properties of 
working fluids. A survey of absorption fluids 
provided by Marcriss [2] suggested that there are 
40 refrigerant compounds and 200 absorbent 
compounds available. However, two common 
absorbent-refrigerant pairs widely used in 
absorption chillers are LiBr − H�O and NH� −
H�O. The use of  LiBr – H2O chillers in air 
conditioning systems is more common since not 
only the refrigerant of these systems (H2O) is 
available everywhere, inexpensive and not toxic, 
but also its latent heat of evaporation is high which 
makes it possible to produce considerable amount 
of cooling [3]. The LiCL – H2O system is one of 
the working pair for absorption cycles is studied as 
an alternative to the most common working fluids 
which can work under relatively lower heat source 
temperature [4].       

* To whom all correspondence should be sent: 
   mkilic@uludag.edu.tr 

Many experimental studies have been reported 
in the current literature. Kaushik and Arora [1] 
developed a computational model for single effect 
and series flow double effect water–lithium 
bromide absorption systems. The analysis involves 
the determination of generator, absorber and 
evaporator temperatures effects on the energetic 
and exergetic performance of these systems. 
Kaynakli [5] investigated the exergy analysis of a 
coil absorber using LiBr − H�O. The results show 
that the exergy destruction increases with 
increasing coolant flow rate, inlet concentration of 
solution, absorber vapor pressure, total coil turn and 
dead state temperature but decreases with 
increasing inlet temperatures of coolant and vapor. 
Gebreslassie et al. [6] analysed COP, the exergetic 
efficiencies and the exergy destruction rates for 
multi-effect LiCL − H�O absorption. The results 
show, COP increases significantly from double lift 
to triple effect cycles. The variation of the exergetic 
efficiency is quite small among the different cycle 
configurations. In all cycles the effect of the heat 
source temperature on the exergy destruction rates 
is similar for the same type of components, while 
the quantitative contributions depend on cycle type 
and flow configuration. Largest exergy destruction 
occurs in the absorbers and generators, especially at 
higher heat source temperatures. Talbi and Agnew 
[7] and Kilic and Kaynakli [8] calculated the 
system performance, exergy loss of each 
component and total exergy loss of all the system 
components of single effect LiBr − H�O ARS. 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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Gomri [9] investigated COP, thermal loads of all 
components, exergetic efficiency and the change in 
exergy that occurs between the entrances of each 
component, total change in exergy of all 
components of single effect and double effect 
absorption refrigeration systems. The results show 
that while the efficiency of the first law increases or 
remain constant, the efficiency of the second law 
may decrease. 
 

NOMENCLATURE  

ARS  absorption refrigeration system 
COP coefficient of performance [-] 
e specific exergy [kJ/kg] 
݁௣௛      Specific physical exergy [kJ/kg] 

ሶܧ  exergy [kW] 
 ሶி  energy input (Fuel F) [kW]ܧ
 ሶ௉  energy output (Product P) [kW]ܧ
h  enthalpy [kJ/kg] 
ሶ݉           mass flow rate [kg/s] 

s  specific entropy [kJ/kg K] 
shx  solution heat exchanger 
ሶܳ           heat transfer rate [kW] 
ሶܹ  mechanical power  [kW] 

T temperature [˚C or K] 
UA product of overall heat transfer coefficient    

and heat exchanger area [kW/K]  
 

Greek letters 
߰ exergetic efficiency 
 heat exchanger efficiency           ߝ
Δ           total 
 

Subscripts 
i inlet 
a absorber 
c condenser 
d desorber (generator) 
cd condenser-desorber  
e  exit 
p pump 
o thermodynamic environment 
 
     Gogoi [10] performed a comparison between 
LiCl െ HଶO and LiBr െ HଶO systems under 
identical conditions. Results show that coefficient 
of performance (COP) increases with evaporator 
temperature while the exergy efficiency decreases 
and the total system irreversibility increases. COP  
also rises at lower condenser and absorber 
temperature, however the exergy efficiency drops 
and total system irreversibility increases. LiCl െ
HଶO system is found superior to the LiBr െ HଶO for  

single effect system. Borge et al. [11] analysed a 
LiCl െ HଶO thermally driven heat pump with 
integral energy storage that uses outdoor swimming 
pools as heat sink. The results shows, in solar 
cooling systems, ARS with LiCl െ HଶO as working 
fluid provide a powerful solution in comparison 
with LiBr െ HଶO due to its internal energy storage 
capacity which allows cooling when no solar 
radiation is available. Gunhan et al. [12] studied on 
the exergy destruction rate, the exergy efficiency in 
various forms, the relative irreversibility and 
sustainability index in both charging and 
discharging processes of a novel solar assisted 
LiCl െ HଶO absorption cooling system. She et al. 
[13] has recently proposed a novel low grade heat-
driven ARS using LiCl െ HଶO both in the high-
pressure cycle and the low pressure cycle. In their 
work, three different heat source utilization modes 
are considered to provide performance comparison 
among them and also with a traditional double-
stage LiBr െ HଶO ARS. The effect of heat source 
temperature, intermediate pressure and the 
component temperatures on system performance 
has also been analysed in this paper. Saravanan and 
Maiya [14] also provided a thermodynamic analysis 
of a water based ARS with four binary mixtures 
including that of LiCl െ HଶO. Exergy analysis 
overcomes the limitations of the first law of 
Thermodynamics; as it is based on both the first 
and second laws. It is capable of introducing 
meaningful efficiencies and identifying the 
locations, causes and true magnitudes of available 
energy losses which leads to improved operation or 
technology [3].  
     In so far considering the current literature, 
exergy analysis of a double effect LiCl െ HଶO ARS 
is neither available nor it has been attempted to 
compare with LiBr െ HଶO ARS. The main 
objective of the present study, a detailed 
comparative energy and exergy analysis of 	LiBr െ
HଶO and LiCl െ HଶO ARS is performed with both 
single and double effect cycles. 

MATERIALS AND METHODS 

Description of the absorption cycles  

     The operation and the configuration of 
absorption cycles already have been described in 
detail elsewhere [15]. Therefore, only the 
schematics of the single and series double effect 
configurations will be presented (Fig.1 and Fig.2).  

The cycles are presented in the pressure–
temperature diagrams as shown in Fig.1 and Fig.2. 
The solution flow between absorber and generator 
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can be achieved in series, parallel of reverse flow. 
Compared to the single-effect cycle with the double 
effect cycle, an additional internal heat exchanger 
takes place on the condenser-generator assembly. 
Here the heat released on the hot side of the heat 
exchanger (condenser) by the condensing vapor is 
producing more vapor in the solution on the cold 
side (desorber). Thus the generation of refrigerant 
vapor is distributed among more generators. The 
difference between series, parallel and reverse flow 
is in the way the solution is distributed.    

 

 
Fig.1. Schematic diagram of water cooled single effect 

absorption chiller 

 
Fig.2. Schematic diagram of water cooled double 

effect series cycle 

      A computer code for simulating the cycles has 
been established using the Engineering Equation 

Solver Software [16]. Property correlations for 
LiBr െ HଶO systems are provided from Yuan and 
Herold [17]. The correlations for LiCl െ HଶO 
system are developed by Patek and Klomfar [4]. 
The correlations are valid for temperatures between 
273 K and 400 K for mole fractions up to 0.5. 
Properties for all state points have been evaluated. 
     The absorption systems are simulated 
considering the following assumptions: 
1. The analysis is done considering steady state 
conditions. 
2. Refrigerant leaving the condenser is saturated 
liquid at condenser pressure. 
3. Refrigerant leaving the evaporator is saturated 
vapor at evaporator pressure. 
4. Solution leaving the absorber, the generator of 
the single-effect chiller, and the high and low 
pressure generators of the double-effect chiller is 
assumed to be saturated in equilibrium conditions at 
its respective temperature and pressure. 
5. Pressure drop due to friction is negligible in heat 
exchangers and the piping system. 
6. Direct heat transfer from the components of the 
system to the surroundings is negligible. 
7. The solution and refrigerant valves are 
isenthalpic 
8. Refrigerant vapour leaving the generator is 
considered to be superheated.  
     Non-equilibrium states at the inlet to generator 
and absorber, and states at outlet to the solution 
pump and solution heat exchanger are taken to be at 
their actual conditions.  
     Various heat exchanger models exist in the 
literature that are useful when modelling absorption 
machines. These include 1) pinch point 
specification, 2) UA models, and 3) effectiveness 
models [15]. In this work, UA type model for four 
heat exchangers (D, C, E, A), and effectiveness 
type for solution heat exchanger were employed. 
ARS simulation models were modified from the 
Klein model and  input parameters in both of 
models are that UAୢ ൌ 20	[kW/K] , UAୡ ൌ 65 
[kW/K] , UAୣ ൌ 85 [kW/K] , UAୟ ൌ 50 [kW/K] , 
UAୡୢ ൌ 10 [kW/K] ,  ሶ݉ ሾ11ሿ ൌ 8 [kg/s] , ሶ݉ ሾ13ሿ ൌ
12 [kg/s] , ሶ݉ ሾ15ሿ ൌ 12 [kg/s] , ሶ݉ ሾ17ሿ ൌ 20 [kg/s] 
and  ሶ݉ ሾ1ሿ ൌ 0.5 [kg/s] (single effect system) ,   
ሶ݉ ሾ1ሿ ൌ 1 [kg/s] (double effect system). External 

water temperatures are various to see how effect on 
COP and exergetic efficiency. 

Thermodynamic Analysis 

     The energy and exergy analysis of absorption 
systems involve the application of principles of 
mass conservation, species conservation, first and 
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second law of thermodynamics. The general 
equations of these principles are specified below  
[1-3]: 
Mass conservation : 

   ∑݉పሶ ൌ ∑݉௘ሶ    (1) 

Species conservation:  
∑mనሶ 	X୧ ൌ ∑mୣሶ 	Xୣ  (2) 

Energy conservation : 
 

∑Qሶ െ∑Wሶ ൌ ∑mୣሶ 	hୣ െ ∑mనሶ 	h୧	 ሺ3ሻ	

where  ሶܳ  is the heat transfer rate between the 
control volume and environment and ሶܹ  is the work 
transfer rate. The COP of the system is defined by 
the equation (4). 

																						COP ൌ
୕౛ሶ

୕ౝሶ ା୛౦ሶ
	 	 ሺ4ሻ	

According to Bejan et al. [18] the exergetic 
balance applied to fixed volume is given by the 
following equation [5], 

0 ൌ ∑݉పሶ ݁௜ െ ∑݉௢ሶ ݁௢ ൅ ሶܳ ቀ1 െ ೚்

்
ቁ െ ሶܹ െ Δܧሶ  (5) 

     The first two terms are the sum of the exergy 
input and output rates of the flow, respectively. The 
third term is the exergy of heat, which is positive if 
it is to system. ሶܹ  is the mechanical work rate 
transfer to or from the system and the last term  
ሶܧ∆) ) is exergy destruction rate because of the  
internal irreversibilities. When the kinetic and 
potential energies are neglected, specific exergy (e) 
can be evaluated as given in Eq.(6):   

 ݁ ൌ ሺ݄ െ ݄௢ሻ െ ௢ܶሺݏ െ  ௢ሻ                (6)ݏ

     The exergetic efficiency of a cycle Ψ is defined 
as the useful exergy output rate (Product P) Eሶ ୮ 
divided by the required exergy input rate (Fuel F) 
Eሶ ୊. The input is given by the reduction of the 
exergy steam in the generator and the pump power. 
Solution pump power is very small according to 
whole system capacity and can be ignored in 
calculation for simplicty. The product is 
represented by the increase in the exergy rate of the 
chilled water  (7). 

Ψ ൌ
ாሶ೛

ாሶಷ
ൌ

ൣ௠ሶ ൫௘೛೓,೚ି௘೛೓,೔൯	൧೎೓೔೗೗೐೏	ೢೌ೟೐ೝ

ൣ௠ሶ ൫௘೛೓,೚ି௘೛೓,೔൯൧ೞ೟೐ೌ೘/೓೚೟	ೢೌ೟೐ೝ
ାௐሶ ೛

     (7) 

 
RESULTS AND DISCUSSION 

     Fig.3 and Fig.4 shows the effect of generator 
temperature on the coefficient of performance 
(COP) and exergetic efficiency (ψ) for the single 
and double effect cycles of LiCl െ HଶO and LiBr െ

HଶO systems. It can be seen from Fig.3 that the 
COP of LiCl െ HଶO ARS increases initially with 
increase in generator temperature tends to level off 
rather than continue to increase and with a further 
increase in generator temperature even drops 
somehow.  ψ decreases for both of the two pairs 
with increase in generator temperature. LiCl െ HଶO 
system can work under low generator temperature 
instead of LiBr െ HଶO system. At the same 
working temperatures LiBr െ HଶO system shows 
slightly better performance with respect to COP 
value but ψ is higher for LiCl െ HଶO system. For 
example at 90 ˚C generator inlet temperature, COP 
and ψ  for LiBr െ HଶO are 0.806 and 0.236, 
respectively, meanwhile COP and ψ for LiCl െ
HଶO are 0.795 and 0.237, respectively. On the other 
hand, in different generator inlet temperatures 
performances of two pairs are not the same. At 110 
˚C generator inlet temperature, COP is 0.784,  ψ  is 
0.191 for LiBr െ HଶO and at 80˚C generator inlet 
temperature, COP is 0.797,	ψ is 0.266 for LiCl െ
HଶO . 
     Fig.4 shows that the double effect system 
performance is quite different than the single effect 
cycle for both solution pairs. First thing is that the 
difference between two systems COP values is 
high. The values of the COP of the systems 
increase to 1.284 (59 %) and 1.191 (49 %) for  
LiBr െ HଶO and  LiCl െ HଶO (T[21]=145 ˚C), 
respectively. Second thing is that exergy 
performance increases with generator inlet 
temperature and LiCl െ HଶO is higher than LiBr െ
HଶO system unlike single effect system. Against the 
increase in COP, in exergy efficiency similar 
reduction is realized which are 0.226 (9 %) and 
0.212 (9 %) for LiBr െ HଶO and LiCl െ HଶO 
systems respectively. 

 

 
 Fig.3. Comparisons of single effect LiBr െ HଶO and 

LiCl െ HଶO cycles with generator inlet temperature 
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Fig.4. Comparisons of double effect LiBr െ HଶO and 

LiCl െ HଶO cycles with generator inlet temperature 

 
Fig.5. Comparisons of single effect LiBr െ HଶO and 

LiCl െ HଶO cycles with evaporator inlet temperature 

    As shown in Fig.5, with increasing evaporator 
temperature COP increases linearly for both of 
systems. However, ψ decreases for both of two 
pairs  with increase in evaporator temperature . The 
important point is that ψ is very variable depending  
on the temperature rise at the evaporator. It 
decreases from 0.307-0.207 (T[17]=7-14 ˚C) for 
LiBr-Water and 0.266-0.051 (T[17]=10-24 ˚C) for 
LiCl-Water systems. With increasing evaporator 
inlet temperature the same effect is observed on 
COP and ψ in Fig.6. 
 

 
Fig.6. Comparisons of double effect LiBr െ HଶO and 

LiCl െ HଶO cycles with evaporator inlet temperature 

 
Fig.7. Comparisons of single effect LiBr െ HଶO and 

LiCl െ HଶO cycles with absorber inlet temperature 

 
Fig.8. Comparisons of double effect LiBr െ HଶO and 

LiCl െ HଶO cycles with absorber inlet temperature 

 
     Fig.7 represents the effect of absorber inlet 
temperature on the COP and ψ efficiency of single 
effect system. Performances are close to each other, 
COP is 0.814 and 0.801, ψ is 0.241 and 0.243 at the 
low cooling water inlet temperature (T[13]=27 ˚C). 
It decreases slightly with increasing absorber 
temperature to 0.795 and 0.788, 0.229 and 0.231 for 
LiBr െ HଶO and LiCl െ HଶO systems respectively. 
Similar situation in performance shows in double 
effect system in Fig.8. The only difference, exergy 
efficiency is slightly higher of LiCl െ HଶO system 
than LiBr െ HଶO system.  
    In order to validate the simulation results of the 
present work have been compared with the 
available numerical data reported by other authors’ 
results. Briefly ,Kaushik and Arora [1] gives  the 
COP values for single and series flow double effect 
systems for LiBr-Water  are up to 0.78 and 1.35 ,	ψ 
are up to 0.21 and 0.20 respectively.  Gebreslassie 
at al. [6] give the maximum COP values as 0.88 
and 1.655, and the values of ψ are 0.438 and 0.473 
for the single and the series flow double effect 
systems for LiBr-Water, respectively. Gomri [9] 
shows that COP values are 0.80 and 1.30 for single 
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and series flow double effect systems using LiBr-
Water,	ψ  values are up to 0.24 and 0.26, 
respectively. Gogoi ve Konwar [10] give the COP 
value up to 0.85, and ψ value is 0.27 for single 
effect LiCl-Water ARS. In the present study, COP 
values and exergetic efficiencies are evaluated for 
the both single and double effect cycles with given 
UA values of the components. The obtained results 
are valid for these designs, but may change for 
other design specifications. Besides, it can be seen 
that the obtained theoretical results for COP and ψ 
have a good agreement with other works.  
 

CONCLUSION 

     In this study, two mathematical models have 
been developed to compare the performance of 
single and series flow double systems for LiBr െ
HଶO and LiCl െ HଶO solutions by using EES. The 
effects of various inlet temperatures on COP and 
exergetic efficiency for the both systems are 
analysed. The key findings can be summarized as 
follows. 
     An increase in the generator temperature 
increases the COP and exergetic efficiency in both 
single and series flow double effect systems up to 
an optimum generator temperature. LiCl െ HଶO 
ARS can work lower generator inlet temperature 
instead of LiBr െ HଶO system. They show close 
performance in single effect cycle. Besides, with 
increasing temperature in double effect cycle 
LiBr െ HଶO is superior against to LiCl െ HଶO 
system. The exergetic efficiency in single system 
decreases with increasing generator temperature, on 
the other hand it increases with generator inlet 
temperature. 
     The increase in evaporator temperature increases 
the COP but reduces exergetic efficiency. LiBr െ
HଶO system performance is higher than LiCl െ HଶO 
at various evaporator temperature for  single and 
double effect cycles.  
     It is also shown that increasing the absorber 
temperature reduces the system performance 
influentially. COP of the LiBr െ HଶO system is 
higher for the single and the double effect systems 
at various absorber temperature. The exergetic 
efficieny (ψ) of LiCl െ HଶO is better for single 
system, but double effect LiBr െ HଶO ARS has 
higher exergetic efficiency for the cases considered 
in this study. 
          According to the results presented in this 
study, LiCl െ HଶO system is more suitable to work 
at low temperature and could be an alternative to 

LiBr െ HଶO  system. Besides with increasing 
temperature, especially for double effect system, 
LiBr െ HଶO solution pair system has better COP 
and ψ. Exergy loss of every system element is 
needed to be investigated to maximize ψ. 
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Renewable energy systems (RES) require more efficient, reliable and cost effective energy storage systems to benefit more from 
these kind of environmentally friendly energy sources and reduce CO2 emissions. Compressed air energy storage (CAES) is one of the 
mechanical energy storage technologies that uses pressurized air to store and generate power when needed. Small scale CAES systems 
has been developed for RES application due to its advantages like easy installation, low maintaining costs, modular structure and 
running up time. In this study, a new small scale CAES system, which is running with liquid pistons to obtain isothermal compression 
and expansion, and a pressure regulator to compensate pressures between liquid pistons and air, is suggested. A detailed description of 
the novel CAES system design is given and effect of the components’ specifications of the system are explained. Experimental results 
showed that, designed CAES system is a promising technology for RES, standalone and mobile applications. Specific components 
compatible with operating conditions of the system need to be designed in order to improve effectiveness and reliability.  

Keywords: compressed air energy storage, liquid pistons, air compression, experimental setup, component performance 

INTRODUCTION 

After huge progresses in renewable energy 
sources, they gained an important role for energy 
demand and energy storage systems took a 
significant part in these sources for providing 
feasibility and quality of the produced energy. 
Energy storage systems are also a major component 
of the stand-alone renewable energy systems for 
home applications. Energy storage systems are 
stores electrical energy in a different form like 
chemical energy or potential energy, and convert 
them to electrical energy when needed. Main 
energy storage forms of these systems are 
electrical, mechanical, chemical and thermal energy 
storage systems [1]. In electrical energy storage 
systems, energy is stored in a form of electric field 
where capacitors, super capacitors and 
superconducting magnetic energy storage (SMES) 
systems store energy in this form. Pumped hydro 
energy storage (PHES), flywheel and compressed 
air energy storage (CAES) systems are mechanical 
storage systems that store energy in kinetic or 
potential energy forms. Chemical storage systems 
are based on electron transmission between two 
materials during charging and discharging 
processes. Most of the storage devices used in our 
daily life like batteries and accumulators store 
energy in chemical form. In thermal energy storage 
systems (TES), energy is stored in heat form where 
special materials are required. CAES systems 
possesses several practical advantages such as  
freely available  “storage  media”,  no  storage  time 

 

* To whom all correspondence should be sent: 
   mkilic@uludag.edu.tr 

limit in sealed storage without self-discharge, high 
life cycle, no harmful waste and no emissions etc. 
However, further research and studies on CAES 
systems are required to guarantee the reliability, 
optimal efficiency and flexible operations for the 
commercial usage.  

CAES systems are one of the commercial plants 
with PHES for large scale applications. There are 
two operating CAES plants in the world, one is 
Huntorf CAES in Germany and the other one is 
McIntosh CAES in Alabama, USA [1, 2]. The air is 
compressed in an electrical motor driven 
compressor and stored in large salt caverns. During 
electricity generation, pressurized air is expanded in 
a conventional gas turbine. During expansion, air 
temperature decreases considerably which can 
damage the blades of the turbine. Therefore, air is 
warmed in natural gas heaters during expansion [3]. 
Adiabatic CAES (ACAES) systems are introduced 
to avoid this fuel requirement during expansion 
stage of the conventional CAES system. In ACAES 
systems, generated heat during compression stage is 
stored and then used to warm up the air during 
expansion stage, so the fuel input requirement is 
eliminated [4]. European Union is focused on this 
concept to develop this technology for commercial 
use within the AACAES (Advanced Adiabatic 
CAES) project [5, 6]. Another concept that 
eliminates the fuel input is the isothermal CAES (I-
CAES) where air is compressed and expanded at a 
constant temperature [7, 8]. One of the options to 
achieve isothermal compression and expansion is to 
use liquid pistons (LP) [8,9,10]. Various CAES 
designs with LP are under research for renewable 
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energy sources and other applications [8, 9]. Kilic 
et. al. made a mathematical model of a CAES with 
LP and they calculated the temperature and the 
pressure in LP and storage tanks [11]. Mutlu and 
Kiliç focused on the LP by simulating the 
compression process using computational fluid 
dynamics and determined the main parameters 
affecting the performance of the LP [12]. 

Although, a large number of study about the 
CAES is reported in the current literature, there is 
not too much study and applications present in the 
context of a standalone renewable energy storage 
with the CAES system for small scale applications. 
The aim of this study to present a prototype of the 
new small scale CAES system using liquid pistons 
for the compression and expansion processes. The 
new CAES system with LP is described in details 
and its performance is experimentally investigated. 
The system has a 1.5 kWh storage capacity and all 
system components are purchased from the market. 
Commercially available common hydraulic oil is 
used in the pistons and a pressure regulator (PR) 
which was constructed to adjust pressure between 
liquid side and air side of the system. Pressure and 
temperature changes are investigated during 
compression and component efficiencies are 
calculated. 

CAES WITH LIQUID PISTONS AND 
EXPERIMENTAL SET UP 

LP are similar to conventional pistons that are 
used in many applications like engines and 
compressors but in LP systems a fluid which water 
and oil are commonly preferred is used unlike other 
pistons. The fluid which is generally forced by a 
pump goes in to the piston chamber thus air volume 
decreases and pressure rises. The interface between 
the air and the fluid provides compression and 
prevents air leakages. The fluid pressure is related 
to air pressure, as air pressure increases, fluid 
pressure rises as well. Hence it can be said that a 
CAES system with LP has two main components 
which affect the performance and power of the 
system: one is the fluid pump and the other is LP. 
Schematic view of the experimental design is given 
in Fig.1.  

As seen in figure there are two parts which are 
essential for proper working of the system addition 
to pump and LP. Air storage tanks are the 
environment where the compressed air is stored 
after compression and the pressurized air source of 
the expansion process. The working pressure of 
hydraulic systems are higher than pneumatic 
systems thus a PR is designed in order to 

compensate the pressure difference between fluid 
and air and the PR takes an important role for the 
system. Some auxiliary equipment which are 
electrical motor, hydraulic unit and a computer are 
needed to control and ensure proper working of the 
system. The AC Electrical motor drives the 
hydraulic pump which pressurized the working 
fluid and its technical specifications are crucial to 
obtain efficient compression. The hydraulic unit 
consists of several hydraulic valves controlled by a 
PLC program for propose of directing the fluid 
flow to desired pipe or component. The computer 
controls the whole systems’ components and stores 
the collected data from sensors. 

 
Fig.1. Experimental setup and main components of the 

system 

The working principle of the system is based on 
pumping the fluid which was hydraulic oil in 
experiments though in the pistons and reducing the 
air volume in the piston camber therefore air 
pressure rises according to ideal gas law (Eq.1). 

�� = ���    (1) 

In this equation P is the air pressure in the piston 
chamber, V is the air volume, m is the mass of the 
air inside piston, R is the gas constant whose value 
is 287 Pa∙m3/kg∙K and T is the temperature of the 
air. According to critical temperature and pressure, 
gases behave as an ideal gas at high temperatures 
unless pressure is too high. Working range of the 
system is far from the critical values in the 
experiments thus ideal gas law approach is quite 
acceptable to calculate air properties. After the fluid 
is pumped hydraulic valves direct the flow through 
the piston which one is time for compression. When 
the air pressure which is measured by sensors that 
placed above of the piston reaches a previously 
defined value, valves (Valve C in Fig.1) that 
provide connection between piston and air tanks is 
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opened to allow air flow though in the tanks. In that 
stage of the compression the air pressure in tanks 
and piston is equalized and compression continues 
until fluid level reaches predefined upper limit 
which is similar to top dead center (TDC). 
Therefore the air mass and pressure rise in storage 
tanks and the compression process for this piston 
ends at this time. Then, valve C is closed and valve 
D connecting the piston to its environment is 
opened hereby air pressure decreases to 
atmospheric pressure and piston is able to vacuum 
air from ambient conditions, meanwhile fluid level 
in other piston reaches the bottom dead center 
(BDC) and the process is ready for compression. 
Using two pistons aims to ensure continuity by 
operating them simultaneously during compression 
and expansion. While one piston compresses the air 
other one vacuums the fresh air from ambient at 
atmospheric pressure. The energy input to the 
system is supplied by electrical motor driving the 
pump. The work which is done by pump increases 
when air is compressing because pump work is 
highly related to fluid pressure therefore the 
required work varies during compression process. 

Operating of the system during expansion is 
fairly similar to compression process. Considering 
Fig.1, high pressure air enters the piston 2 where 
the fluid level is at TDC by opening valve C then it 
is closed in a few seconds therefore the piston 2 is 
filled up with pressurized air that can cause fluid 
flow thorough the hydraulic motor which is coupled 
with a generator to produce electricity. When the 
air expands in piston 2, valve A is open and fluid 
level rises up to TDC. Then valve A is closed and 
valve B is opened to preparing the next expansion 
step. The produced energy varies according to air 
pressure in the pistons so it alters during expansion 
and is needed to control smoothly. 

The hydraulic systems operate at high pressures 
which is more than 250 bar, much as the pressure of 
the pneumatic systems is less than 10 bar. 
Therefore a device allowing these two systems to 
cooperate with each other is required. This issue is 
solved by designing the PR of which consists three 
hydraulic cylinders. Diameters of the two cylinders 
connecting to LP are three times greater than other 
ones. The main advantage of the PR is establishing 
a convenient coupling between two systems with 
different pressure. Moreover the fluid level in 
pistons can be determined by calculating the fluid 
flow rate that can be specified by volume difference 
using cylinder diameter and position measured by a 
sensor located in cylinders.  On the other hand 
using an additional component in the system causes 

energy losses thus the efficiency is influenced 
negatively. 

COMPONENTS OF THE SYSTEM AND 
EXPERIMENTS 

The key parts of the designed CAES system is 
mentioned above are purchased from the market. 
Since the compression and the expansion cycles are 
reverse each other, the components of the 
compression is given in this study. In expansion 
process hydraulic pump and electrical motor are 
substituted with hydraulic motor and generator 
respectively.  

An asynchronous three phase electrical motor 
which consumes the electrical energy stored in the 
system was chosen. A 4 kW AC motor, whose 
speed is 1425 rpm with four pole, is used in 
experiments and its efficiency is 85.1%. The 
electrical motor is mounted to pump by using a 
coupling. As the electrical motor is the only device 
consuming electricity, it is substantial to measure 
the amount of the electrical energy which is used 
for compression in order to evaluate performance of 
the system. An energy analyzer is used to measure 
the voltage, current and energy values to determine 
the energy need of the system. The energy input 
through the system is measured then transferred 
energy to the pump is calculated by taking account 
the efficiency of the electrical motor and the 
coupling whose efficiency is assumed 90%. 

In the designed system a variable displacement 
axial piston pump is employed by the reason of 
pressure altering which causes energy demand to 
vary in the pump during compression. The 
displacement of the pump is controlled by a load 
sensing control device according to pressures 
occurred in pump which is highly related to air 
pressure in LP. The pump supplied from the market 
is selected by considering oil mass flow rate which 
was needed to obtain desired compression time and 
needed power for the process but as it was designed 
for hydraulic systems which are commonly 
industrial application specifications of the pump 
(Table 1) is inadequate to meet the demands 
required for a special application like CAES. Hence 
it can be said that designing more suitable pumps 
for CAES systems can improve the performance of 
the system. 

Table 1. Characteristics of the hydraulic pump 

Nominal Pressure (MPa) 28 
Maximum Pressure (MPa) 35 
Maximum Displacement (cm3/rpm) 32 
Maximum Flow Rate (litre/min) 100 
Maximum Power (kW) 46 
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The input energy of the pump (Ep,in) is assumed 
being equal to energy transferred from the motor. 
The work done by pump is calculated by using oil 
volume and pressure difference which is between 
pump inlet and outlet (Eq. 2). The data recording 
interval is 2 seconds, thus the work done by pump 
was calculated in every 2 seconds and then all of 
them added in order to obtain total pump energy 
output. 

��,��� = ∑���   (2) 

In this equation V is the volume of the oil 
injected through in the PR and was calculated by 
determining the displacement in cylinders of the PR 
using position sensor. The energy efficiency of the 
pump is defined by ratio of output (Ep,out) and input 
energy amount (Eq.3).  

�� =
��,���

��,��
   (3) 

The PR made up of three cylinders which are 
connected to one another in order (Fig.2). The 
diameter ratio between cylinder 2 and 1 is chosen 3 
which means oil pressure in the LP reduces by three 
times while the oil flow rate increases with the 
same rate. The output energy of the device is 
calculated with the same approach as pump energy 
calculations and the output pressure of the PR is 
equal to the air pressure in LP. 

 

Fig.2. Schematic view of the pressure regulator 

The LP whose length and diameter are 1.2 m 
and 0.2 m respectively were designed to compress 
air as slowly as possible to obtain isothermal 
compression that the minimum energy is needed. 
As a known phenomenon the air temperature 
increases when it is compressed thus energy 
transfer from the air is necessary for isothermal 
conditions. The hydraulic oil plays an important 
role with the purpose of transferring energy from 
the air which is in the piston chamber during 
compression process in the system. The energy 
required for isothermal compression (ELP,ideal) is 

calculated by Eq.4 and used in efficiency (Eq.5) 
calculations of the LP. 

���,����� = ������
��

��
  (4) 

��� =
���,�����

��,��
         (5) 

In this equations P1 and V1 are the air pressure 
and volume in the beginning of the compression 
stage respectively. V2 is the final air volume after 
compression finishes. Ep,in is assumed that it is 
equal to pump output energy value. 

Dimensions of the air storage tanks are the same 
as LP. The storage capacity can be improved by 
mounting extra tanks to the system. In the 
experiments two storage tanks whose volume is 
around 62 l are used. The illustration of the whole 
designed system are given in Fig.3.  

Temperature, pressure and power measurements 
are given in dimensionless form derived by 
dividing the initial values at the beginning of the 
compression stage on the purpose of comparing the 
results due to initial values affect the process 
remarkably and could not be controlled during 
experiments. 

 

Fig.3. CAES with liquid pistons 

 
Assessment of overall uncertainty 

There are some uncertainties associated with 
instrumentation, the measurements of the 
temperature and pressure values due to the 
dynamics of the system cycle. Moreover, certain 
errors introduced due to the mathematical 
calculations. Considering a general case in which 
an experimental result, S is a function of k 
measured variables x as 

  
� = �(��, ��, ��, … . . , ��, )    (6) 
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Eq.6 is the data reduction equation used for 
determining S from the measured values of the 
variable x. The uncertainty of the result (US) is then 
given by  

�� = ��
��

���
���

�

+ �
��

���
���

�

+ ⋯+ �
��

���
���

�

�
�/�

(7) 

where the wk are the uncertainties in the measured 
variable xk. It is assumed that the relationship given 
by Eq.7 is continuous and has continuous 
derivatives in the domain of interest, that the 
measured variables x are independent of one 
another, and that the uncertainties in the measurable 
variable are independent of one another. It is 
expected that the overall uncertainty will be within 
5%. 

RESULTS AND DISCUSSION 

The air pressure, temperature occurred in LP 
and motor power are examined in experiments 
during compression stage. Additionally, the effect 
of the compression speed which can be controlled 
by adjusting a variable hydraulic valve that is 
located after the pump in the system is investigated.  
Although the pump is variable, an addition valve is 
used to specify the desired oil mass flow rate 
because the aim of using a variable pump is to 
achieve more efficient system. Thus the oil flow 
rate can be defined according to valve opening 
which means that if the valve is fully open the oil 
flow rate becomes its maximum and if the valve is 
fully closed the oil flow rate equals to zero. The oil 
flow rates obtained from experiments are given in 
Fig.4. As seen in the Fig.4 there is a linear 
relationship between valve opening rates and oil 
flow rate.  

 
Fig.4. Oil flow rate according to valve opening 

When the air pressure and temperature variation 
according to various valve openings in the liquid 
piston is examined in a single stroke it can be easily 
realized that compression takes more time at low 

valve openings (Fig.5) and temperature (Fig.6) is 
highly related to compression speed which affects 
the heat transfer through the piston surfaces and 
required compression power (Fig.7). 

Fast compression reduces the process time, 
hence, final air temperature increases inside the LP 
because sufficient heat transfer rates which are 
necessary to obtain isothermal conditions cannot be 
achieved (Fig.6). However, a 15 °C difference in air 
temperature which can be assumed as an isothermal 
process between initial and final conditions of the 
fastest compression stage.  

 
Fig.5. Pressure variation in a single compression stage 

 
Fig.6. Temperature variation in a single compression 

stage  

 
Fig.7. Power consumption of the electrical motor 

during a single compression stage  
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Because of minor deviations from isothermal 
conditions, the only factor affecting the power of 
the electrical motor is compression time as a result 
more power is required for faster process (Fig.7). 
Additionally, fast compression speeds make the 
system components like pump and PR work faster 
and increase the frictional energy losses. During 
compression process required power decreases 
when the valve between LP and storage tanks opens 
(Valve B and C in Fig.1 depends on compression 
stage) because of pressure drop occurred as soon as 
the valve opens. 

 
Fig.8. Energy consumption according to valve opening 

rates 

 
Fig.9. P-V curves with different compression speeds  

 

 
Fig.10. Efficiencies of the system components 

Requiring less power does not mean to consume 
less energy because it is needed more time for 
compress air to desired pressure. As seen in Fig.8 
consumed energy in a single stroke decreases till 
the valve opening is 48.83%. After that point the 
required power increases due to high flow rate and 
the consumed energy increases even the 
compression time decreases. 

Tank pressure rises during the compression 
process therefore it is necessary to reach higher 
pressure than previous one which is needed more 
energy in every single compression stage.  

The effect of the isothermal compression can be 
easily understood by P-V diagrams which explain 
the whole process. The P-V diagrams with various 
speed is given in Fig.9 presenting that higher 
compression speeds has a negative influence on 
isothermal conditions. 

The efficiency of the system components is 
given in Fig.10. As seen in the figure faster 
compressions speeds considerably influence the PR 
efficiency which decreases from 90% to 70% 
because of increasing the frictional losses and 
inertia forces in PR. It is observed that compression 
speed slightly affect the efficiency of the LP much 
as the efficiency of the pump alters dramatically. 

CONCLUSION 

Energy storage systems will play an important 
role in feasibility of the renewable energy systems 
in near future. Conventional CAES systems are the 
only proved technology for large scale energy 
storage requirements. On the other hand renewable 
energy sources demands more compact and 
economic storage systems. In this study a new 
CAES system with liquid pistons is proposed and 
the experimental results from the prototype of the 
system are presented. It is observed that the 
compression speed is the key factor influencing the 
system performance for the isothermal compression 
and expansion cycles. Hence, it can be said that the 
control strategies with a dynamic speed control 
should have to be planned to consider the dynamic 
compression process. During the experimental 
study, the CAES system is run to achieve the 
isothermal compression which is supposed to be the 
most efficient process. Despite succeeding the 
isothermal conditions which the air temperature 
increases by only 4% of its initial value, the 
minimum energy consumption does not occurred in 
minimum speed because of the performances of the 
system components change with speed and 
uncontrollable behaviors are observed during the 
cycle processes. After all, P-V diagrams shows that 
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compressing slowly the process approaches the 
isothermal conditions. Unsurprisingly increasing 
the storage pressure needs more energy for a single 
compression stage. Since the system is assembled 
with components commercially available in the 
market, the efficiencies of the components such as 
electric motor, hydraulic pumps etc, are highly 
affected when they work at off design conditions. 
Therefore, it is concluded that special pump and 
motor designs must be used for a better system 
performance. Although, the results presented in this 
study is promising, further improvements and 
developments are required for fully reliable and 
commercially available small scale CAES systems.   
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Polypropylene electrets films stored between two plate electrodes at low pressures 
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Plovdiv University “Paisii Hilendarski”, Faculty of Physics 24 Tsar Asen str., 4000 Plovdiv, Bulgaria 
 
The electrets are dielectric materials of specific type which are able to create an external quasi static electric field. In many 

modern devices, built on electret effects, electrets are placed as active elements between two electrodes with an air gap. In these 
cases, if the device is under low pressure, one can expect a decrease in the electric charge. In the present paper we investigated the 
low pressure (p from 1013 mbar to 0.1 mbar) influence on the surface potential decay of polypropylene electrets films, placed 
between two short circuited plate electrodes at various air gaps (d values could be from 0.1 mm to 3.00 mm) between the charged 
surface of electrets and the upper electrode. For all ranges of the pd values the main process responsible for the surface potential 
decay can be associated with the desorption of charged species from the electret surface. In addition it was established that only for 
some relevant ranges of pd values the breakdown voltage following the Paschen’s law was reached in the initial moment of the 
period for which the sample had been situated in the vacuum chamber and a spark breakdown in the air gap could be observed. The 
results obtained have both phenomenological character and great practical use as the investigated electrets were in similar conditions 
to those under which the electret elements of various sensors and signal transducers, dosimeters, air filters, generators, focusing 
systems of the electret optics, etc. operate.  

Keywords: electrets, low pressure, Paschen’s law, dielectric materials  

INTRODUCTION 

Polymer dielectric materials, which are able to 
retain electric charges over a long period of time 
and create an external quasistatic electric field, are 
known as electrets. Many kinds of electret devices 
are widely used in various industrial applications 
owing to their electric field [1]. The surface 
potential values and the lifetime of electrets are the 
most important parameters giving rise to the 
possibility of practical usage. A number of factors 
which influence charge storage and charge 
transport in electrets have been investigated. But 
there are only a several publications on the 
influence of low pressure on electret behaviour [2-
5]. 

The investigation of the pressure effect on the 
surface charge decay was first reported in [2]. The 
carnauba wax electrets have been studied and the 
method of dissectible capacitor has been used to 
measure the equivalent surface charge. It was 
shown that the surface charge decay became 
different when the electrets were placed under 
different pressures, lower than atmospheric. The 
authors have assumed that surface charge decay is 
due to discharges in the air gap between the 
samples and the measuring electrode in accordance 
with the Paschen’s law. The effect of low pressure 
on surface charge decay of polystyrene and mylar 
electrets has been studied by Catlin et al. in [3, 4].  

The results obtained in [3] have shown that the 
decrease of effective surface charge observed when 
electrets are exposed to low pressure is not the 
result of a spark breakdown between the electret 
surface and the nearby conductors. It has been 
supposed that the charge drops are due to ion 
desorption. 

Two years later the electret behaviour at low 
pressures was studied again in [4]. The results 
observed have been explained by the spark 
breakdown theory. Furthermore, the authors have 
explained the experimental results in [3] in terms of 
the spark breakdown mechanism by calculating the 
amount of surface which had been active in the 
spark breakdown process. 

The effect of low pressure on the surface 
potential decay has also been studied in [5]. It has 
been supposed when the pressure under which the 
electrets have been kept decreases ions desorption 
from the electret surface was most likely to occur. 

In [6] polymer foams and void-containing 
polymer-film systems with internally charged voids 
combine large piezoelectricity with mechanical 
flexibility and elastic compliance were investigated. 
It has been found that the voids can be internally 
charged by means of dielectric barrier discharges 
(DBDs) under high electric fields. It was 
established that the threshold behaviour can be 
explained with the Paschen’s law which describes 
the breakdown voltage between parallel plate 
electrodes in a gas as a function of pressure and the 
gap height. 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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In [7] Paschen’s curves in air and different gases 
are obtained by measuring the gas breakdown 
voltage. It was shown that the Paschen’s curve has 
a different minimum value of pd at different gases 
and it depends on the composition of the gas. 

The purpose of the paper is to investigate the 
low pressure influence on the surface potential 
decay of the PP electrets stored at different low 
pressures between two short circuited plate 
electrodes at various air gaps between the charged 
surface of the electrets and the upper electrode. The 
main task is to compare the calculated voltages in 
the electret surface-electrode gap with breakdown 
voltages according to the Paschen’s law and 
analyse the results. 

EXPERIMENTAL DETAILS 

Used material and sample preparation 
Isotactic polypropylene (PP) films with 

thickness of 20 μm produced by “Assenova 
Krepost” LTD – Bulgaria were investigated. 
Initially, the PP films were cleaned in an ultrasonic 
bath with alcohol for 4 minutes then washed in 
distilled water and dried on filter paper under room 
conditions. Samples of 30 mm diameter were cut 
from the films. Each of the samples was put on a 
metal pad with the same diameter. 

 
Corona charging and surface potential 

measurement 
Electret charging was carried out in corona 

discharge by corona triode system consisting of a 
corona electrode, a plate grounded electrode and a 
grid placed between them (Fig.1). 

 
Fig.1. Scheme for obtaining electrets: 1. high voltage 

source; 2. corona electrode; 3. grid; 4. plate grounded 
electrode; 5. sample on a metal pad; 6. voltage divider 

Charging of the electrets was performed under 
relative humidity of (45% - 50%), atmospheric 
pressure and temperature of 23 oC for 1 minute. 
Positive or negative 5 kV voltage was applied to the 
corona electrode. A voltage of 500 V, 700 V or 950 
V of the same polarity as that of the corona 

electrode was applied to the grid. After charging, 
the initial surface potential of the samples V0 was 
measured. Electrets’ surface potential was 
measured by the method of the vibrating electrode 
with compensation [8] and the estimated error was 
less than 5%. 
 

Low pressure measurement 
After charging to the initial surface potential, the 

samples, together with their metal pads, were 
placed into a vacuum chamber, consisting of 
isolated bases and a jar bell, under a low pressure 
for 1 hour. Dry air (RH = 0%) is provided with 
silica gel put in the chamber. The humidity is 
measured continuously with an electronic mini 
hygrometer placed in the chamber. The pressures 
created in the vacuum chamber were 0.1 mbar, 1 
mbar, 10 mbar, 20 mbar, 66 mbar, 132 mbar, and 
1013 mbar. In the vacuum chamber the electrets 
were placed between two short circuited plate 
electrodes at various air gaps between the charged 
surface of electrets and the upper electrode (Fig.2). 

 
Fig.2. Schematic diagram of the electret stored in the 

vacuum chamber between two short circuited plate 
electrodes (d is the air gap thickness) 

After that the samples on the metal pads were 
removed from the vacuum chamber, the surface 
potential V was measured again and the normalized 
surface potential V/V0 was calculated. 

RESULTS AND DISCUSSION 

All electret samples were divided into five 
groups according to the air gap thickness values 
(0.10 mm, 0.28 mm, 0.84 mm, 1.69 mm and 3.00 
mm). Each group was divided into three sets 
according to the grid potential values (500 V, 700 
V, or 950 V).  

The dependences of the normalized surface 
potential V/V0 on the air gap thicknesses at the 0.1 
mbar pressure for positively charged PP and 
negatively charged PP samples are illustrated in 
Fig.3 and Fig.4, respectively. Each column value 
corresponds to an average value obtained by the 
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measurement of 6 samples. The maximum 
deviation from the average value determined at 
confidence level 95% is 5%. 

 
Fig.3. Dependence of the normalized surface potential 

on air gap thicknesses for PP electrets charged in a 
positive corona to different values of the initial surface 
potential and stored at pressure 0.1 mbar 

 
Fig.4. Dependence of the normalized surface potential 

on air gap thicknesses for PP electrets charged in a 
negative corona to different values of the initial surface 
potential and stored at pressure 0.1 mbar 

The results obtained show that: 
 The normalized surface potential values at 0.1 

mbar decrease with the increase of the initial 
surface potential; 

 The normalized surface potential values at 0.1 
mbar grow with the increase of the air gap 
thickness. 

 The final values of the normalized surface 
potential for positively charged PP films are 
higher than those for negatively charged ones 
independently of the air gaps thicknesses and 
the initial surface potential values. 

Analogous results have been obtained for the 
other pressures used in our experiments. 

In the papers [8, 9] it is assumed that the 
electrets charge decay is due to breakdown voltage 
between parallel plate electrodes in a gas as a 

function of pressure (p) and the thickness (d) of the 
gap itself according to the Paschen’s law. For dry 
air the Paschen’s curve has a minimum value of pd 
= 6.65 mbar.mm corresponding to a breakdown 
voltage of 360 V as shown in Fig.5 [9]. 
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Fig.5. Paschen’s curve for dry air and parallel plate 
electrodes 

If the air gap field creates a voltage less than the 
breakdown voltage for the particular gas, gas 
discharges will not occur in the gap. When the air 
gap field creates a voltage equal or higher than the 
breakdown voltage, a discharge will occur and the 
electret charge will consequently decrease. The 
discharge will continue until the voltage across the 
air gap is reduced to a value below the minimum 
breakdown voltage for the respective value of the 
product pd and will depend on neither the size nor 
the polarity of the initial electret surface potential 
as well as on the air gap thickness. Therefore, the 
minimal voltage value in the gap at our experiments 
at which a discharge can be initiated is 360 V [9]. 

For each value of the pressure at which the 
samples were stored for 1 hour, the electric field in 
the electret surface-electrode gap is changed from 
the initial value E0 determined by the electret 
surface potential V0 measured before placing the 
sample in the chamber to the final value E 

determined by the electret surface potential V 
measured immediately after removing the electret 
from the vacuum chamber. 

The values of the electric fields in the electret 
surface-electrode gap for PP samples stored 
between two short-circuited electrodes with air gap 
thickness of 0.10 mm, 0.84 mm and 3.00 mm are 
calculated by equation: 

Ld

V
E

1






 ,   (1) 

where E  is the air gap field ( 0EE  or EE  ),   

ε = 2,2 is the relative dielectric permeability of PP, 
ε1 = 1 is the relative dielectric permeability of the 
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air, d is the air gap thickness, L is the electret 
thickness, V   is the electret surface potential 

( 0VV   or VV  ).  

The values of the voltages in the electret surface 
-electrode gap for PP samples stored between two 
short-circuited electrodes with air gap thickness of 
0.10 mm, 0.84 mm and 3.00 mm are calculated by 
equation: 

dEU  ,    (2) 

where 0UU   is the voltage in the initial moment 

of the period for which the sample has been situated 
in the vacuum chamber, UU  is the voltage in the 
end of the same period. 

The calculated values of the electric fields and 
the voltages for three air gap thicknesses of 0.10 
mm, 0.84 mm and 3.00 mm at pressure 1013 mbar 
are presented in Table 1 to Table 3 respectively. 

Table 1. Electric fields and voltages in a 0.10 mm air 
gap at pressure 1013 mbar and different grid voltages 
values 

V0, V 492 693 941  

E0, kV/cm 45.10 63.50 86.30 

U0, V 451 635 863 

V, V 490 685 937 

E, kV/cm 44.90 62,80 85,90 
U, V 449 628 859 

Table 2. Electric fields and voltages in a 0.84 mm air 
gap at pressure 1013 mbar and different grid voltages 
values 

V0, V 500  687 950 

E0, kV/cm 5.89 8,10 11.19 

U0, V 495 680 940 

V, V 500 679 950 

E, kV/cm 5.91 8.00 11.20 
U, V 496 672 941 

Table 3. Electric fields and voltages in a 3.00 mm air 
gap at pressure 1013 mbar and different grid voltages 
values 

V0, V 500 680 944 

E0, kV/cm 1.66 2.26 3.14 
U0, V 498 678 941 
V, V 500 664 933 

E, kV/cm 1.60 2.20 3.10 
U, V 480 660 930 

The calculated values of the electric fields 
and the voltages for three air gap thickness of 
0.10 mm, 0.84 mm and 3.00 mm at pressure 
0.1 mbar are presented in Table 4 to Table 6 
respectively. 

Table 4. Electric fields and voltages in a 0.10 mm air 
gap at pressure 0.1 mbar and different grid voltages 
values. 

V0, V 492 677 925 

E0, kV/cm 45.10 62.10 84.80 
U0, V 451 621 848 
V, V 72 30 34 

E, kV/cm 6.60 2.80 3.10 
U, V 66 28 31 

Table 5. Electric fields and voltages in a 0.84 mm air 
gap at pressure 0.1 mbar and different grid voltages 
values 

V0, V 485 685 933 

E0, kV/cm 5.71 8.07 1.10 
U0, V 480 678 923 
V, V 136 77 62 

E, kV/cm 1.60 0.91 0.70 
U, V 134 76 59 

Table 6. Electric fields and voltages in a 3.00 mm air 
gap at pressure 0.1 mbar and different grid voltages 
values 

V0, V 493 691 946 

E0, kV/cm 1.64 2.30 3.14 
U0, V 492 689 943 
V, V 154 124 96 

E, kV/cm 0.50 0.40 0.30 
U, V 150 120 90 

Analogous calculations have been made for 
the other gaps and pressures used in our 
experiments. At atmospheric pressure and various 
thicknesses of the air gap used in our experiments 
the pd values change from pdmin (d = 0.1 mm) = 
101.3 mbar.mm to pdmax (d = 3 mm) = 3039 
mbar.mm, which corresponds to breakdown 
voltages according to the Paschen’s curve higher 
than 950 V (Fig.5). At pressure of 0.1 mbar and air 
gap thicknesses from 0.10 mm to 3.00 mm, the pd 
product values lay in the range (0.01 - 0.30) 
mbar.mm, which corresponds to breakdown 
voltages according to the Paschen’s curve higher 
than 1800 V. The calculated pd values for different 
pressures and air gap thicknesses obtained of our 
experiments are presented in Table 7. 

It can be found that the Paschen breakdown 
voltage is reached at certain pd product values in 
the initial moment of the period for which the 
sample has been situated in the vacuum chamber 
(Table 7):  

 (3 - 16.80) mbar.mm for samples charged at 
grid voltage 500 V; 
 (2 – 30.00) mbar.mm for samples charged at 
grid voltage 700 V; 
 (2 – 60.00) mbar.mm for samples charged at 
grid voltage 950 V. 
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Table 7. Experimental and breakdown voltages at different values of pd. 

pd, 
mbar.mm 

p, 
mbar 

d, 
mm 

Vg = 500 V Vg = 700 V Vg = 950 V 

Ubd, V 
V0, V U0, V V, V U, V V0, V U0, V V, V U, V V0, V U0, V V, V U, V 

0.01 0.1 0.10 492 451 72 66 677 621 30 28 925 848 34 31 >1800 

0.08 0.1 0.84 485 480 136 134 685 678 77 76 933 923 62 59 >1800 

0.10 1 0.10 487 446 86 79 687 630 50 46 928 851 72 66 >1800 

0.30 0.1 3.00 493 492 154 150 691 689 124 120 946 943 96 90 >1800 

0.84 1 0.84 494 489 130 129 695 688 65 64 950 940 75 74 >1800 

1.00 10 0.10 496 455 60 55 693 635 42 39 938 860 47 43 1800 

2.00 20 0.10 495 454 140 128 696 638 32 29 949 870 45 41 656 

3.00 1 3.00 486 485 170 170 686 684 137 137 945 942 120 120 414 

6.60 66 0.10 489 448 194 178 683 626 50 46 938 860 38 35 365 

8.40 10 0.84 480 475 139 138 684 677 73 72 922 912 70 69 380 

13.20 132 0.10 499 457 169 155 673 617 38 35 929 852 40 37 418 

16.80 20 0.84 484 479 182 180 682 675 73 72 937 927 65 64 448 

30.00 10 3.00 483 482 164 164 679 677 150 150 936 933 90 90 550 

55.44 66 0.84 497 492 496 491 690 683 91 90 942 932 70 69 767 

60.00 20 3.00 491 490 491 490 671 669 132 132 921 918 110 110 800 

101.30 1013 0.10 492 451 490 449 693 635 685 628 941 863 937 859 >950 

110.88 132 0.84 494 489 479 474 699 692 270 267 938 928 70 69 >950 

198.00 66 3.00 488 487 485 484 695 693 685 683 948 945 935 932 >950 

396.00 132 3.00 487 486 481 479 679 677 675 673 945 942 932 929 >950 

850.92 1013 0.84 500 495 500 496 687 680 679 672 950 940 950 941 >950 

3039.00 1013 3.00 500 498 500 480 680 678 664 660 944 941 933 930 >950 

 
Therefore in the conditions of our experiments 

for the relevant range of pd in the initial moment of 
the period for which the sample has been situated in 
the vacuum chamber a spark breakdown in the air 
gap can occur. For other ranges of pd in the end of 
the same period a spark breakdown in the air gap 
cannot be observed. 

For all ranges of the pd values it can be seen 
from Table 7 that the calculated voltages in the end 
of the period for which the sample has been situated 
in the vacuum chamber decreases to a value lower 
than the breakdown voltages according to the 
Paschen’s law. Therefore, it is assumed that the 
different oxygen content in the various cases 
because of different air pressure is in consequence 
of various sorption processes on the sample surface. 
These results make us suppose that the main 
process responsible for the surface potential decay 
in all our experiments can be associated with 
desorption of charged species from the electret 
surface under the influence of its own electric field. 
These might be ions deposited on the surface or 
groups in which the ions have given their charge 
away. The results obtained are in a good agreement 
with the results observed and described earlier [10, 
11]. 

CONCLUSION 

Our experimental investigations show that the 
low pressure influence on the surface potential 

decay of PP electrets films, placed between two 
short circuited plate electrodes at various air gaps 
between the charged surface of electrets and the 
upper electrode. Charging of the electrets was 
performed in a positive or in a negative corona at 5 
kV voltage to the corona electrode. Voltage of 500 
V, 700 V or 950 V of the same polarity as that of 
the corona electrode was applied to the grid. The 
experimental results obtained show a significant 
change in the electret behaviour of the PP films 
after stored at low pressures.  

It was established that for all ranges of the pd 
values the main process responsible for the surface 
potential decay can be associated with desorption of 
charged species from the electret surface. In 
addition, it was established that the breakdown 
voltage following the Paschen’s law was reached in 
the initial moment of the period for which the 
sample has been situated in the vacuum chamber 
and a spark breakdown in the air gap can be 
observed only for some relevant ranges of pd 
values. 
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Today, there is an increased interest in studying the eco-friendly industrial lubricants as possible replacers of mineral oils. And 

this interest obliged the researchers to test the different grades of vegetable oils in order to evaluate their rheological behaviour. The 
paper presents the influence of shear rate and temperature on the rheological properties (viscosity, flow index and consistency index) 
of the rapeseed oil, in three different stage of refining process: crude, degummed and refined. Tests were done on a Brookfield cone 
and plate viscometer CAP 2000+, having the following test parameters: test type - shear rate imposed, shear rate (100...2000 s-1) and 
temperature range of 20...75°C. The results of the tests highlight the better rheological and tribological behaviour of the rapeseed oil, 
thus it could be recommended in tribological applications. 

Keywords: biodegradable lubricants, rheology, rapeseed oil 

 

INTRODUCTION 

Because of they have relatively weaker 
properties, biodegradable oils have not yet an 
important presence in technical systems that require 
intensive operating regimes. To compete with 
petroleum based lubricants or synthetic ones, 
research studies should provide a viable alternative 
in performance and price for vegetable oils. In 
recent years, the regional level (such as the 
European Union), but also at national level they 
were created policies that encourage the use of 
lubricants based on renewable resources, but there 
are still problems to solve [1]. 

The process of replacing of "classic" lubricants 
can only be a gradual process, because it depends 
on many factors: focus research on making new 
performant recipes of bio lubricants, availability of 
farmers to produce such crops, the existence of 
cost-effective facilities for processing raw materials 
and support of big consumers in using these 
lubricants [2], [3].  

Today, there is a growing interest in the study of 
rapeseed oil as potential substitute for mineral or 
synthetic oils. Some of the last ones are relatively 
expensive or more polluting to the environment. 
This interest compels researchers to evaluate a 
function of oil refining process - the rheological 
and tribological behaviour [4], [5], [6]. The refining 
process involves degumming, neutralization, 
drying,  bleaching  and   deodorization.   Crude   oil 
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from extraction has to be refined to obtain high 
quality oil. Natural impurities of crude rapeseed oil 
include water, dirt, phosphatide gums, free fatty 
acids, colour matter, odoriferous and flavorous 
substances, natural breakdown and oxidation 
products of the oil itself [7], [8].  

The paper presents the influence of shear rate 
and temperature on the rheological properties 
(viscosity, flow index and consistency index) of the 
rapeseed oil, in three different stage of refining 
process: crude, degummed and refined. 

RAPESEED OIL PROPERTIES 

The biodegradable oils were supplied by the 
Romanian company “Prutul” from Galati. The 
degumming and refining processes were performed 
at the firm. 

The degumming process extract components 
(phospholipids and non-triglycerides) that, if they 
were left in the vegetable oil, they would favor the 
fermentation and the generation of gum deposits 
[9]. The refining process includes degumming, 
neutralization and washing for removing some 
radicals of the fat acids, metallic traces and other 
water-soluble substances [10]. 

The chemical composition of the vegetable oils 
is given in Table 1 and was done with the aid of gas 
cromatography, according to the standards PN-EN 
ISO 5508:1996 and PN-EN ISO 12966-2:2011, at 
J.S. Hamilton from Poland for the company Prutul 
S.A from Romania.  

Characteristics in Table 2 were determined in 
the laboratory of Prutul S.A. 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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Table 1. Composition of fat acids for the tested oils 

Fat acid, g/100 g 
Crude rapeseed 

oil 
Refined 

rapeseed oil 
Myristic acid 0.05 < 0.1 
Palmitic acid 4.84 5.1 
Palmitoleic acid 0.06 0.2 
Margaric acid 0.14 < 0.1 
Heptadecenoic acid - < 0.1 
Stearic acid 0.14 1.8 
Oleic acid 62.73 57.1 
Linoleic acid 22.4 27.9 
Linolenic acid 7.50 5.9 
Arachidic acid 0.50 0.4 
Eicosenoic acid 1.25 1.0 
Behenic acid 0.30 0.3 
Erucic acid - < 0.1 
Lignoceric acid - < 0.1 

 

Table 2. Characteristics for the rapeseed oil 

Characteristic 
Crude 

rapeseed oil 
Degummed 
rapeseed oil 

Refined 
rapeseed oil

Free fatty acids  
(% oleic acid) 

1.2 1.2 0.09 

Water and volatiles 
(%) 

0.13 0.13 0.035 

Impurities insoluble in 
ethyl ether (%) 

0.1 0.1 0.008 

Phosphorus  
(%) 

0.05 0.028 - 

Total fat 
(%) 

 99 - 

Energetic value  
(kcal) 

- 891 - 

Erucic acid 
(%) 

- 0 0 

Iodine value  
(mg.I/ 100 cm³) 

- - 2 

Soap  
(sodium oleate) (%) 

- - 0.004 

Peroxide 
(meq/ kg) 

- - 0.5 

EXPERIMENTAL METHODOLOGY 

The rheological tests were done on a cone and 
plate rotational viscometer “Brookfield Cap 
2000+”. This is suitable for the complete 
characterization of Newtonian and non-Newtonian 
fluids including the measurement of yield points or 
thixotropy. The built-in display shows all relevant 
results and the flow-/viscosity curve could be 
plotted using CAPCALC32 software. 

Using the cone-plate viscometer, highly viscous 
liquids and pastes from many differing fields of 
industry can be characterized according to ISO 
3219. Flow curves deliver a rheological 
determination of Newtonian and non-Newtonian 
behaviour. The features of the viscometer are: 
- Automatic recording of flow curves; 

- Time measurements; 
- Temperature programs; 
- Viscosity measurements according to ISO 

3219. 
To determine the lubricant rheological model 

for rapeseed oil, in all three states, it was used an 
“imposed velocity gradient” test, with the variation 
limits 100 ... 2000 s-1 and temperature range of 
20...75°C. The tests were carried out by loading to 
2000 s-1 and downloading to 100 s-1, in order to 
highlight the effects of lubricant thixotropy. 

There were tested the three samples of fluid and  
were calculated the lubricant rheological 
parameters, using the rheometer software, beyond 
the non-Newtonian fluids model, for the power law: 

n

dy
dum 








 ,                          (1) 

where:  
 - shear stress, Pa; 

dy
du

 - shear rate, 1/s; 

m - consistency index (which is equivalent to 
      the Newtonian fluid viscosity), Pa.sn;  
n - flow index (equal to 1 if the fluid is 
     Newtonian). 
 
To determine the apparent viscosity variation of 

law versus temperature for analyzed lubricants, there 
were made tests for four imposed velocity gradients: 
500 s-1, 1000 s-1, 1500 s-1 and 2000 s-1 and for a 
temperature range of 20 ... 750C. The law of 
variation which has been assumed was Reynolds 
law: 

 50
50

 tme ,              (2) 
where: 

  –  viscosity, Pa.s;  
50  –  viscosity at 50 0C, Pa.s; 
m  –  temperature parameter, 1/0C; 
t –  temperature, 0C. 

The parameters values of the variation laws were 
determined using the regression analysis method, 
using MathCAD software. 

RESULTS AND DISCUSSION  

Lubricant rheograms for rapeseed oil, in crude, 
degummed and refined state, are presented in Fig.1, 
Fig.2 and Fig.3. The results for lubricant 
rheological parameters for all three states are 
directly obtained by using the rheometer software 
(Capcalc V3.0), being centralized in Table 3. 
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Table 3. The lubricant rheological parameters for 
rapeseed oil, in different states 

States of 
rapeseed oil  

Consistency 
index (m),  

Pa∙sn 

Flow 
index 
 (n) 

Correlation 
coefficient 

- 

Crude 0.257 0.794 59.8% 
Degummed 0.291 0.767 52.7% 

Refined 0.521 0.672 49.6% 
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Fig.1. Lubricant rheogram for crude rapeseed oil 
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Fig.2. Lubricant rheogram for degummed rapeseed oil 

Analysing the values of the the rheological 
parameters, it can observe that the characteristic 
rheological model for all three states of rapeseed oil 
(crude, degummed and refined) is the power law 
model, but with a low correlation coefficient. This 
is due to the pronounced thixotropy phenomenon, 
which occurs regardless the refining degree of the 
lubricant. 
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Fig.3. Lubricant rheogram for refined rapeseed oil 

 
In the case of crude, degummed and refined 

rapeseed oils, pronounced oscillations of tangential 
stresses were observed, which means that their 
structure is relatively unstable and heterogeneous. 

The results concerning the variation of apparent 
viscosity versus temperature, for all three states of 
rapeseed oil, are presented in Fig.4,  Fig.5 and Fig.6.  

 

 

Fig.4. Variation of apparent viscosity versus temperature 
for crude rapeseed oil 

 

 
Fig.5. Variation of apparent viscosity versus temperature 

for degummed rapeseed oil 
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Fig.6. Variation of apparent viscosity versus temperature 
for refined rapeseed oil 

The characteristic parameters for the Reynolds 
model corresponding to all three states of rapeseed  
oils (eq. 2) are presented in Table 4. 

Table 4. Characteristic parameters for the variation of 
the apparent viscosity versus temperature, according to 
Reynolds model, for rapeseed oil in different states 

Parameter 
 

Shear rate, 1/s 

Crude rapeseed oil 

50, Pas m, 1/0C Correlation 
coefficient 

500 0.0367 -0.025 98.62% 
1000 0.0179 -0.045 98.99% 
1500 0.0095 -0.067 93.07% 
2000 0.0040 -0.095 93.88% 

Parameter 
 

Shear rate, 1/s 

Degummed rapeseed oil 

50, Pas m, 1/0C Correlation 
coefficient 

500 0.0366 -0.021 95.41% 
1000 0.0194 -0.037 99.65% 
1500 0.0105 -0.058 92.58% 
2000 0.0042 -0.090 92.43% 

Parameter 
 

Shear rate, 1/s 

Refined rapeseed oil 

50, Pas m, 1/0C Correlation 
coefficient 

500 0.0372 -0.022 96.01% 
1000 0.0210 -0.036 98.08% 
1500 0.0089 -0.070 96.44% 
2000 0.0043 -0.089 91.45% 

 
Analysing Table 4, it can be observed that the 

Reynolds model for the variation of apparent viscosity 
with temperature is valid for all states of the oil, with 
values of correlation coefficients higher than 90%. 

CONCLUSIONS  

At present, the eco-friendly industrial lubricants 
could be serious possible replacers of mineral and 
synthetic oils. In this category, an important place 
is taken by the vegetable oils, because of the fact 
that they are biodegradable, generally less toxic and 

renewable. Rapeseed oil production occupies third 
place in the world production of vegetable and 
marine oils. This oil is characterized by excellent 
lubricity, a very high viscosity index (VI) and high 
flash point.  

On the negative side, rapeseed oil in crude state 
has a lack of sufficient oxidative stability for 
lubricant use. Low oxidative stability means the oil 
oxidizes rather quickly during use, if it is untreated, 
becoming thick and polymerizing to a plastic-like 
consistency.  

The solution for this problem is chemical 
modification by refining and adding antioxidant 
additives. The presence of additives could reduce 
the phenomenon of thixotropy and increase the 
structural stability of the lubricant. Anyway, the 
thixotropy of rapeseed oil disappears at low shear 
rates (less than 500 s-1), regardless the refining 
degree of the lubricant. 

Regarding the thermal behaviour of the rapeseed 
oils, it can be observed a strong decrease of apparent 
viscosity with increasing of shear rate, for all three 
states of lubricant. This shows an important pseudo 
plastic behaviour of the rapeseed oil. 
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Influence of main stages of wood thermochemical activation parameters on activated carbons porous structure formation were 

elucidated with for sodium hydroxide as activating agent. The main factors governing the properties of carbon materials, such as 
specific surface area, volume and pore size distribution, surface oxygen content, as well as their influence on capacitance and 
working properties of supercapacitor electrodes are demonstrated. 

Keywords: wood, activated carbon, alkali activation, porous structure, supercapacitors 

INTRODUCTION 

The traditional way of biomass conversion is 
production of wood chars and carbon materials with 
developed porous structure, activated carbons (AC), 
which are used as sorbents in many areas. 
Nowadays elucidation of AC structure is of 
scientific and practical interest since areas of these 
materials application are constantly widening: 
membrane technologies for rare earth metals 
separation, metallurgy, electronics, 
electrochemistry, aerospace technologies, and 
nuclear energy. This broad spectrum of AC 
application is justified by diversity of their 
structures with completely different physical and 
chemical properties, which can be achieved by 
various physical-chemical treatment of 
carbonaceous precursors. One of distinctive 
features of plant biomass based AC is the fact that 
they can be obtained in various conditions of 
pyrolysis and activation from extremely wide 
choice of precursors: wood chips, cellulose and 
lignin, lignocellulosics, nut shells, straw, peat, 
husks, etc. As the result properties of AC will be 
different depending on precursor and synthesis 
conditions.  

Wood based carbonizates have low porosity and 
their structure consists of elementary crystallites 
divided by multiple slit-like pores [1]. These pores 
are filled with pyrolysis products – pyrolytic tar. In 
the process of activation closed pores open up and 
the porous structure is being formed. Varying 
carbon materials and activation conditions 
(temperature, time,  atmosphere)   it   is  possible  to 

 

* To whom all correspondence should be sent: 
   volperts@edi.lv 

control total porosity, pore size distribution and 
nature of inner space.  

Chemical activation is a widely used method for 
production of AC with developed porosity. The 
most important advantage of chemical activation is 
a possibility to synthesize carbonaceous materials 
with very high specific surface which is close to 
theoretical limits for carbon materials. 

Alkali metal hydroxides are one of the most 
effective activating agents allowing in certain cases 
to synthesize microporous carbon sorbents with 
specific surface more than 3000 m² g-1 [2]. 

There are numerous examples of application of 
AC as electrodes for storage and transmission of 
electrical energy. The main goals of ongoing 
researches are high specific surface and low electric 
resistance of carbon matrix with low costs of 
production. AC synthesized with the use of alkali 
metals hydroxides meet the above mentioned 
demands [3-4]. 

Sorption methods and Raman spectroscopy are 
the most popular non-destructive techniques for the 
characterization of carbon-containing materials. 
The intensity ratio of the G and D bands as well as 
their wavenumbers and widths are useful 
quantitative criteria for comparing the degree of 
structural order of different carbon forms [5, 6]. 

In the development of new systems for the 
modern electric-power industry one of the 
important problems is the research devoted to 
application of electric double layer capacitors or 
supercapacitors (SC) where porous AC are used as 
the main material for electrodes. It is known that 
energy capacity of carbon electrode is influenced 
by the following AC properties: precursor origin, 
dispersity and elemental composition, conditions of 
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carbonization and activation, porous structure 
characteristics, etc. [8].  

This work is devoted to the study of influence of 
wood based carbon material porous structure 
characteristics for the use in electric double layer 
capacitors (supercapacitors) with sulfuric acid as 
electrolyte. 

MATERIALS AND METHODS 

Birch wood chips (0.2 – 0.4 mm fraction) were 
used as a raw material. It was carbonized in the 
argon atmosphere at 400oC for 150 minutes. Then 
the carbonizate was impregnated with NaOH water 
solution (50 wt%). Ratio of carbonizate to activator 
was varied from 1:2 to 1:4. The mixture was 
activated at the temperatures 600-800oC for 120 
minutes in Nabertherm L-40 muffle oven in argon 
flow (150 l h-1). Pyrolysis product was washed with 
deionized water, demineralized with hydrochloric 
acid and washed with deionized water again up to 
filtrate pH 5. The obtained AC was dried overnight 
at 105oC. Ash content in the AC was found to be 
0.1-0.4%. The main variables in the experiment 
were activation temperature and carbonizate/ 
activator ratio.  

Porous structure was assessed by N2 sorption at 
77 K (Nova – 4200e, Quantachrome). Pores 
volumes were calculated using, Brunauer–Emmet–
Teller(BET) and in case of micropores Dubinin-
Radushkevich theories from N2 sorption isotherms 
[9]. 

Raman spectra  of carbon material were taken in 
back-scattering geometry at room temperature 
through 50 x microscope objective using micro-
Raman spectrometer equipped with argon laser 
(514.5 nm, max cw power Pex=10 mW). The 
spectral signal was dispersed by the 2400 
grooves/mm grating onto Peltier-cooled (-60oC) 
CCD detector. Frequency shifts in the Raman 
spectra were calibrated using CaWO4 as a 
reference. 

Immersion calorimtery was performed using 
Setaram C-80 device in water and benzene. 
Samples were outgassed at 300oC and sealed under 
vacuum in glass ampules.  

For supercapacitor assembly AC was first mixed 
with ethanol, then a binder - water suspension of 
PTFE F-4D (10 wt% on dry electrode mass) was 
added, and the resulting mixture was treated in  
calender press. Electrodes were dried and then 
impregnated with 4.9M water solution of H2SO4. 
Cellulosic separator NKK TF 4030 (10 µm) was 
used to make a supercapacitor (SC). The electrode 
area was 4.15 cm2. Foil from thermally expanded 

graphite (200 µm) was used as a current collector. 
Assembled SC were pressed under 10 atm in a dry 
box.  SC capacity was assessed using potentiostate 
Elins 30-S at 1 V for 5 minutes. Inner resistance 
was calculated by voltage drop at current transient 
in the beginning of SC discharge. Capacities shown 
are calculated on a dry mass of electrode, without 
electrolyte. 

RESULTS 

Raman spectroscopy was used to compare 
structures of charcoal and activated carbon (AC) 
synthesized at 700oC and carbonizate to activator 
ratio 2. 

 
Fig.1. Micro-Raman  scattering  spectrum of wood 

charcoal 

 

Fig.2. Micro-Raman  scattering  spectrum of activated 
carbon (activation temperature 700оС, carbonizate to 
activator ratio 1:2) 

The Raman-active vibration numbering for 
natural single-crystal graphite exhibits a single 
Raman peak at around 1580 cm−1, called the G 
peak. 

This peak is associated with the in-plane C−C 
stretching mode of the sp2 hybridized carbon atoms. 
For polycrystalline graphite, depending on the size 
of the crystallites, a second peak at 1350 cm−1 
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appears namely the disorder or D peak. If the long-
range order of the crystalline material is lost and the 
carbon phase becomes glassy, both the G and the D 
peaks broaden [7]. Three Raman scattering peaks at 
around 1364, 1596 and 2325 cm-1 are observed. The 
peak at 1580 cm–1 (G band) is attributed to an E2g 
mode of graphite and is related to the vibration of 
sp2 – bonded carbon atoms. For polycrystalline 
graphite, depending on the size of the crystallites a 
second peak at 1350 cm−1 appears, namely the 
disorder or D peak [10].   Note that in a perfect 
graphite crystal the first-order vibrational mode of 
the D band is forbidden because of the selection 
rules. Decreasing particle size or bending of the 
lattice fringes may activate this band [11]. We can 
see this phenomenon:  after carbon activation the 
intensity of Raman scattering D band increases with 
decreasing of particle size of carbon (Fig.1 and 
Fig.2.). Stretch vibrations of N2 in the ambient 
might have caused sharp (narrow) peak at 2325cm-1 
[10].   

 

Fig.3. AC nitrogen adsorption isotherms at 77K with 
alteration of carbonizate to activator ratio and activation 
temperature 

AC porous structure characteristic for use as 
electrodes in supercapacitors were evaluated using 
nitrogen sorption isotherms (Fig.3). The samples 
under study were first carbonized at 400oC and then 
activated at carbonizate to NaOH ratio 1:2 (Fig.3, 
isotherms 2-5) and 1:4 (Fig.3, isotherm 1) in the 
isothermal conditions at the temperatures 600, 650, 
700 and 800oС. Judging by the shape of isotherms 
samples obtained at temperatures 600, 650 and 
700oС (Fig.4, isotherms 2-4) are microporous. With 
increase of activation temperature volume of 
adsorbed nitrogen increases as well. At the 
activation temperature 800oC (Fig.3, isotherm 5) 
the shape of isotherm changes. The appearance of 
hysteresis is an indication of capillary condensation 
of sorbate, which also points at increase of 
mesopores number. With the increase of 
carbonizate to activator ratio to 1:4 (activation 

temperature 700oC) volumes of adsorbed nitrogen, 
as well as number of mesopores in AC structure, 
increase (Fig.3, isotherm 1). 

Total pore volume increases with the increase of 
carbonizate to activator ratio (1:2 and 1:3) and 
activation temperature in the range 600 – 750oC, 
but micropores (0.8 – 1.5 nm) volumes were 
increasing only until 700o (Fig.4). At the same time 
specific surface area increased with increase of 
NaOH addition ratio and activation temperature in 
the whole range (Fig.5). 

 
Fig.4. Dependence of total and micropores (Dubinin-

Radushkevich) volumes from activation temperature and 
NaOH addition ratio 

 

Fig.5. Dependence of specific surface from activation 
temperature and NaOH addition ratio 

Immersion calorimetry can be used to determine 
content of oxygen-containing surface groups in the 
carbonaceous materials by immersion into polar 
(water) and nonpolar (benzene) liquids [12]. This 
method allowed establishing correlation between 
heats of immersion, specific surface area and 
surface oxygen content which are important 
parameters for supercapacitor stability in charge-
discharge cycles and double electric layer 
formation. 

It was shown that the lowest oxygen content was 
found for the samples obtained at 650-700oC 

339



A. Volperts et al.: Supercapacitor electrodes from activated wood charcoal 

  

(Fig.6). For these samples the highest specific 
capacitance (~330 F/g) and electric resistance 
(~250 mOhm) was found. This proves that 
comparison of porosity and immersion enthalpies 
allows forecasting supercapacitor electrical 
properties. 

 

Fig.6. Influence of activation temperature on surface 
oxygen content (carbonizate to NaOH 1:2) 

Characteristics of supercapacitor cells made 
with electrodes from AC prepared at different 
activation temperatures and carbonizate/activator 
ratio 1:2 are illustrated in the Fig.7. At the lower 
carbonization temperatures – 600 to 700oC 
capacitance was around ~330 F g-1. Increase of 
carbonization temperature negatively influences on 
electrochemical properties - at the activation 
temperature 800oC capacitance decreased to 220 F 
g-1. 

 

Fig.7. Dependence of supercapacitor cell capacitance 
and volume of electrolyte retained by AC from the 
activation temperature (carbonizate to activator ratio 1:2) 

As it is shown in the Fig.7 total volume of 
electrolyte retained by electrode considerably 
increases with the increase of activation 
temperature. This parameter is important when 
evaluating efficiency of the device under 
development, namely for the calculation of specific 
characteristics to the mass of elementary capacitor 
cell. This behavior can be explained basing on 

literature data [13]. Decreasing the pore size to a 
value approaching the crystallographic diameter of 
the ion leads to a 100% increase in normalized 
capacitance. It was shown that under a potential, 
there is substantial ion motion and diminished 
dielectric permittivity in pores less than the size of 
their solvation shells. The solvation shell becomes 
highly distorted as the ion is squeezed through the 
pore in much the same way a balloon distorts when 
squeezed through an opening smaller than its 
equilibrium size.  

The distortion of solvation shells in small pores 
of carbon nanostructures was also reported recently. 
Such distortion would allow closer approach of the 
ion center to the electrode surface which leads to 
improved capacitance [13]. 

Thus electrode pores should provide transport 
and availability of ions in the process of double 
electric layer charge and discharge. Obviously there 
are an optimal micropores volume and size required 
to effectively form double electric layer, while 
meso- and macropores provide transport function 
for electrolyte ions. These pores do not contribute 
into electric double layer formation, and additional 
electrolyte mass negatively influences on the SC 
specific characteristics calculating on cell or whole 
device. 

 

Fig.8. Cyclic voltammograms (two electrode cells) of 
the capacitors with electrodes built from wood based 
activated carbons (carbonizate to activator ratio 1:2, 
activation temperature 600 °C), commercial carbon 
tissue electrodes and commercial carbon ribbon 
electrodes (H2SO4 aqueous solution) 

To illustrate properties of the obtained 
nanoporous activated carbons they were tested in 
two electrode system. Charge/discharge cyclic 
voltammograms were recorded and compared to 
vomtammograms obtained for electrodes based on 
commercial carbon materials (Fig.8). All three 
materials exhibit a regular box-like shape with a 
steep current change at the switching potential, 
which is a characteristic of the behavior of an ideal 
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capacitor. It is clear that nanoporous activated 
carbons show higher specific capacitance. The 
other benefit of disperse carbon material is the 
ability to control thickness of carbon layer.  

Further research of the carbon porous structure 
and synthesis of materials with optimal volume of 
pores with sizes tailored for the specific electrolyte 
may allow both energy and power characteristics of 
supercapacitors to be improved. 

CONCLUSIONS 

Microporous wood based carbon materials were 
obtained using thermochemical synthesis, which 
includes carbonization and consequent alkali 
activation. The synthesized carbon materials have 
good electrode characteristics for the capacitors 
with double electric layer. Maximal capacity of 
supercapacitor ~330 F g-1 is achieved at the 
activation temperatures 650oC and carbonizate to 
activator ratio 1:2 for sulphuric acid electrolyte. 
Capacity decreases with activation temperature 
increase, which corresponds to decrease of 
micropores proportion in activated carbons porous 
structure. 
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Soliton regime of propagation of optical pulses in isotropic medium under the 
influence of third order of linear dispersion and dispersion of nonlinearity 

D. Y. Dakova1, *, A. M. Dakova1, 2, V. I. Slavchev2, 3, L. M. Kovachev2  
1Faculty of Physics, University of Plovdiv “Paisii Hilendarski”, 24 Tsar Asen Str., 4000 Plovdiv, Bulgaria 

2Institute of Electronics, Bulgarian Academy of Sciences,72 Tzarigradsko shossee,1784 Sofia, Bulgaria 
3Faculty of Pharmacy, Medical University - Plovdiv, Bul. Vasil Aprilov 15-А, 4002 Plovdiv, Bulgaria 

 
In the recent years the evolution of ultrashort broad-band optical pulses in nonlinear dispersive media attracts a considerable 

attention. For attosecond and phase-modulated femtosecond laser pulses the following condition is satisfied:. One of the most 
commonly used equation in optics, to describe the propagation of optical pulses in planar and one-dimensional waveguides, is the 
nonlinear Schrodinger equation (NSE). It is derived for narrow-band pulses () and works very well for nanosecond and 
picosecond laser pulses. As a result of different linear and nonlinear mechanisms, in femtosecond and attosecond region it is easy to 
obtain broad-band pulses where . In this case, it is more convenient to use the general nonlinear amplitude equation (NAE) 
which works properly for narrow-band as well as broad-band light pulses. In the present work a theoretical model of the evolution of 
broad-band optical pulses in single-mode silica (SiO2) fibers is presented. In the frames of ultrashort optics the influence of effects of 
dispersion and nonlinearity of the medium are significant. This requires the inclusion of additional terms in NAE that govern the 
third order of linear dispersion and dispersion of nonlinearity. In present paper we found a new exact analytical soliton solution of 
NAE. It is shown that it is possible to observe a soliton as a result of the dynamic balance between the effects of higher order of 
dispersion and nonlinearity of optical SiO2 fibers. Obtained results are important for better understanding of the evolution of broad-
band optical pulses, propagating in medium under the influence of third order of linear dispersion and dispersion of nonlinearity.     

Keywords: SiO2 single-mode fibers, third order of linear dispersion, the dispersion of nonlinearity, nonlinear amplitude 
equation, soliton solution, broad-band optical pulses 

INTRODUCTION 

In the last two decades the evolution of femto-
second and attosecond optical pulses with broad-
band spectrum in nonlinear dispersive medium is of 
a considerable interest for the scientific community 
[1-3]. Its study is a result of the growing needs of 
ultrafast high intensity optics. One of the most 
commonly used equations to describe the 
propagation of laser pulses in one-dimensional 
structures and planar waveguides is the nonlinear 
Schrodinger equation [4-9]. In the frames of 
ultrashort optics (T0<1ps) it is usually modified by 
adding terms that govern the third order of the 
linear dispersion (TOD) and the dispersion of 
nonlinearity [4,10]:  
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where k‴ k″s1/(T0), LD=T0
2/|k"|.  

It is well known that, for such pulses, it is 
necessary TOD (k‴) to be taken into account even 
when group velocity dispersion (GVD) is nonzero 
k″≠0. As a result of that, the shape of the pulse 
becomes asymmetric with an oscillatory structure 
on one of its edges, depending on the sign of k‴ 
(Fig.1) [4].  

 

* To whom all correspondence should be sent: 
   ddakova2002@yahoo.com 

 

 
Fig.1. Gaussian pulse in the presence of TOD, 

L'D=T0
3/|k‴|, [4] 

If pulses propagate at the zero-dispersion 
wavelength, the effects of TOD are dominant and 
lead to deep oscillations with intensity dropping to 
zero at the leading edge of the pulse when k‴<0 and 
at its trailing edge when k‴>0, respectively. In 
soliton regime of propagation, the main effect of 
TOD, on the evolution of laser pulses, is to shift 
theirs peak position linearly with distance z [4]. 
When k‴>0 the soliton peak is slowed down and 
when k‴<0 it speeds up. The shift is considerable in 
attosecond and femtosecond region. Effects of TOD 
on the propagation of optical solitons are widely 
discussed in [11-16]. 

Self-steepening (dispersion of nonlinearity) 
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(s=1/0T0) is a higher-order nonlinear effect that 
results from the intensity dependence of group 
velocity and leads to an asymmetry in the shape and 
spectrum of ultrashort pulses. Their peaks shift 
toward the trailing edges, moving at lower speed 
than wings (Fig.2) [4].  

 
Fig.2. Dispersionless case of self-steepening of 

Gaussian pulse, z=10LNL and 20LNL, s=1/0T0 [4] 

Self-steepening could create an optical shock 
wave, which formation is delayed in 
dispersionless case as a result of fiber losses. In 
soliton regime of propagation self-steepening 
leads to a spectral and temporal shift of pulses. 
These effects have been studied extensively in 
[17-21].  

It is important to mention that the separate 
influence of third order of linear dispersion and 
dispersion of nonlinearity alter the pulses 
parameters and breakup higher-order solitons into 
their constituents [4]. Thus, it was interesting to ask 
the question: Is it possible a soliton to be formed in 
such a medium as a result of the compensation of 
the simultaneous influence of these two effects?  

Our quick review shows that the dynamics of 
optical solitons in different nonlinear dispersive 
media is well studied, based on the nonlinear 
Schrоdinger equation [10,22-26]. Authors in [10] 
investigated the standard and modified NSE 
numerically. It is shown that for broad-band 
femtosecond optical pulses, under certain 
conditions, it is possible a soliton to be observed. It 
maintains its shape even in the presence of self-
steepening and third order of dispersion as a result 
of the balance between the higher-order nonlinear 
and dispersive effects (Fig.3) [10].    

The NSE very well describes the propagation of 
slowly varying amplitude function of the envelope 
of narrow-band pulses in optical fibers but in the 
frames of broad-band optics (phase-modulated 
femtosecond and attosecond laser pulses) it is 
necessary to work with the more general nonlinear 

amplitude equation NAE [27,28] which differs 
from NSE (1) with two additional terms. The 
biggest advantage of NAE is that it can be applied 
in both cases – for pulses with broad-band and 
narrow-band spectrum.  

 
Fig.3. Intensity profile of sech input pulse (dashed 

line) z=0 and z=10LD, s=1/4, T0=10fs, =0.02. 
Predictions of modified NSE are shown by the solid 
curve [10] 

In present paper we propose a theoretical model 
based on the evolution of light pulses with a broad-
band spectrum in optical fibers under the effects of 
third order of linear dispersion and dispersion of 
nonlinearity. In our work losses and Raman 
scattering of the medium are neglected. New exact 
analytical soliton solution of NAE is found by 
using mathematical method described in [28].  

BASIC EQUATION 

The 3D vector amplitude equation that describes 
the evolution of short optical pulses in Kerr-type 
nonlinear dispersive isotropic medium has the form 
[27]: 
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In the equation above (2) A


 is the vector 
amplitude function of the pulse envelope; t is time; 
, k, vgr, n and n2  are the carrier frequency, wave 
number, group velocity, linear and nonlinear 
refractive index of the medium, respectively; Δ is 
the operator of Laplace. 
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 It is assumed that:   

nAA


   ,                        (5) 

where n


 is the single constant vector and AA


  

is the magnitude of the amplitude function. Thus: 

  AnA 


  (6) 
 

By the substitutions above equation (2) can be 
presented in scalar form. 

 The evolution of one-dimensional pulses in SiO2 
single-mode fiber is examined. So, we are not 
interested in their transverse size. It is assumed 
that the axis Oz coincides with the axis of 
symmetry of the medium. Therefore, the 
magnitude of the amplitude function A is 
presented as a function of only two variables t 
and z, i.e.: 

),( ztAA    (7) 

 We work in local time coordinate system:  

grvztT /  . (8) 

By these assumptions equation (2) can be 
written in scalar form: 
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Using the substitutions above the amplitude 
equation (2) is presented in dimensionless form. 
The parameters z0 and T0 represent the initial 
longitudinal length and pulse duration; A0 is its 
initial amplitude. The constant α (α>1) 
characterizes the number of harmonic oscillations 
at level 1/е from the maximum of the pulse 
amplitude. The coefficients β2 and β3 are connected 
with second and third order of the linear dispersion. 
It is assumed that higher orders of linear dispersion 
are negligible compared to the second and third 
ones, characterized by k'' and k'''. Therefore, we 

consider only the first two terms of the differential 
operator (3). The GVD of the medium is 
anomalous, i.e. k''<0 and β2<0: β2= -| β2|. The 
parameter γ depends on the nonlinear refractive 
index n2. 

Equation (9) is a nonlinear partial differential 
equation that describes the change in the magnitude 
of the amplitude function of pulses, propagating in 
SiO2 single-mode fibers. It presents the effects of 
linear and nonlinear dispersion of the medium and 
describes the evolution of the amplitude function of 
the electric field even when the laser pulse admits 
few optical cycles inside. Here, it is important to 
mention that for nanosecond and picosecond light 
pulses, the coefficient 1/2in front of the brackets 
in equation (9) is quite small and it can be 
neglected. In this case, NAE tends to the modified 
NSE. That is the reason why, NSE describes very 
well the evolution of narrow-band laser pulses in 
single-mode fibers. Obviously, in femtosecond and 
attosecond regions, the coefficient 1/2 is 
significant and the two additional terms - the 

second derivative ( 22 /  A ) and the mixed 

derivative (  /2 A ), must be taken into account 

[29,30]. 

SOLITON SOLUTION OF THE NONLINEAR 
AMPLITUDE EQUATION 

We search for a solution of the scalar nonlinear 
amplitude equation (9) of the form: 


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 ),exp()(),(
, (10) 

where a, b and u are constants which are due to be 
defined, Ф(x) is a real function. It is important to 
mention that constant u has a meaning of velocity 
which shifts the peak of pulses. 

As a first step, the expression (10) is substituted 
in equation (9). A complex nonlinear ordinary 
differential equation of third order and third degree 
with respect to the unknown function Ф(x) is 
obtained. In the next step, the real and imaginary 
parts on both sides of the equation are equalized. 
Thus, the following two differential equations are 
obtained: 
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The coefficients in front of the corresponding 
derivatives and degrees of the function Ф in 
equations (11) and (12) are dimensionless. Equation 
(12) is integrated with respect to the variable x to 
lower its order. Thus, it takes the following form:  
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As it can be noticed, equations (11) and (13) are 
of the same type and are referred to the same 
unknown function. In that sense, they should 
match. Moreover, the coefficients in front of the 
corresponding derivatives and degrees of Ф must 
be the same. Thus, the integration constant B is zero 
[28,31]. By equalizing these coefficients constants 
a, b and u are obtained:   
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Once the three constants are defined in a way 
that equations (11) and (13) match, for the 
unknown real function Ф=Ф(x) the following 
ordinary nonlinear differential equation of second 
order is obtained: 

02'' 322  N ,  (15) 
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The number of the soliton is given as follow:  
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The soliton solution of equation (15) has a well-
known form [4-7]: 
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The constant η has a meaning of amplitude. The 
solution (18) has a physical meaning when  is real 
and. This condition can be satisfied by the 
appropriate selection of the parameters of optical 
pulses and SiO2 fibers.  

Having in mind the expressions (14) and 
substituting (18) in (10), a new exact analytical 
soliton solution of NAE (9), including the effects of 
self-steepening and TOD, is obtained: 
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This result differs from the standard soliton 
solution of NSE. The additional phase term found 
in solution (19) leads to a significant temporal shift 
of the soliton peak position. Constants (14) depend 
on the number of optical cycles inside the pulse and 
the parameters of the medium. The biggest 
advantage of the soliton solution (19) is that, it can 
be used for more accurate description of the 
propagation of narrow-band as well as broad-band 
optical pulses in isotropic one-dimensional 
nonlinear dispersive media.  

NUMERICAL CALCULATIONS 

For laser pulse with =1,55m propagating in 
fused silica (n01,47; |k"|1,8.10-26s2/m;           
|k"'|10-40s3/m) [4] it is defined that k0=4,05.106 m-1, 
|2|3.10-3 and 1,53. In that case, it is assumed 
that 

Thus, the following approximate solution of 
equation (9) is obtained:  
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On Fig.4 and Fig.5 numerical calculations of 
expression (20) are shown. It is observed a soliton 
with amplitude proportional to the parameter , 
characterizing the number of harmonic oscillations 
under the pulse envelope. In Fig.4 the amplitude of 
initial sech pulse with time duration T0=10fs at z=0 
is presented. 

 
Fig.4. Amplitude of the sech pulse with T0=10fs and 

z=0 
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In Fig.5 is shown the same femtosecond sech 
pulse at distance z=z0. 

Fig.5. Amplitude of the sech pulse with T0=10fs and 
z=z0 

The shift in the temporal position of the soliton 
peak can be clearly seen. Nevertheless, the pulse 
keeps its shape as a result of the dynamic balance 
between the effects of third order of linear 
dispersion and dispersion of nonlinearity. As it was 
mentioned before, this shift is significant in 
attosecond and femtosecond regions [4,10]. For 
laser pulses with many oscillations under the 
envelope, two additional terms in equation (9) do 
not impact the soliton evolution and do not lead to a 
noticeable temporal shift. Decreasing the number of 
oscillations, the effect becomes important. This 
phenomena is explained in the frames of the 
applied mathematical model [29,32] and the 
influence of higher-order nonlinear and dispersive 
effects [4,10].  

CONCLUSION 

In the present paper, the evolution of optical 
pulses with broad-band spectrum in nonlinear 
dispersive SiO2 medium is reviewed. A new exact 
analytical soliton solution of NAE (9) is found, in 
which the effects up to third order of linear 
dispersion and dispersion of nonlinearity are 
included. The expression (19) differs significantly 
from the standard soliton solution of NSE – the 
constants  and u, connected with the amplitude 
and the velocity of the temporal shift, respectively, 
depend on the coefficients, characterizing the 
second and third order of the linear dispersion and 
the nonlinearity of the medium, as well as the 
number of harmonic oscillations at level 1/е of 
maximum of the amplitude.  

The analytical solution (19) and the numerical 
calculations of expression (20) answer to our 
question: Is it possible a soliton in single-mode 

fibers to be formed under the simultaneous 
influence of TOD and self-steepening effects? Fig.4 
and Fig.5 show that in such media it is possible a 
soliton to be observed. The pulse is stable and 
keeps its shape as a result of the dynamic balance 
between the higher-order nonlinear and dispersive 
effects. 
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A quantum model describing structural phase transitions in an anharmonic crystal with long-range interaction (decreasing at large 
distances r as r-d-, where d is the space dimensionality and 0<  ≤ 2) is studied at low temperatures. A general expression for the 
specific heat capacity is derived in the low-temperature region of the T,  - phase diagram, where T is the temperature and  is a 
quantum parameter, associated with the external pressure or the amount of doping. It is shown that in the vicinity of the quantum 
critical point (T = 0,  = c) this expression has a scaling form. The temperature dependence of the critical specific heat capacity c(T) 
is established in the three regions of the phase diagram (renormalized classical region, quantum critical region and quantum 
disordered region). From the results obtained one can see that c(T) ~ T2d/ in the renormalized classical region and in the quantum 
critical region, and c(T) exponentially tends to zero in the quantum disordered region. The applicability of the results obtained to 
other models is discussed. 

Keywords: bulk critical behaviour, low-temperature effects, specific heat capacity, long–range interaction 

INTRODUCTION 

Over the past few decades the theory of zero-
temperature quantum phase transitions, initiated in 
1976 by Hertz, continues to be a subject of great 
interest [1-4]. These phase transitions, caused by 
quantum fluctuations rather than thermal ones, 
appear at zero temperature  0T   as a function of 

some non-thermal control parameter (associated 
with pressure, doping concentration or magnetic 
fields) or a competition between different 
parameters describing the basic interaction of the 
system. Most importantly, the zero-temperature 
quantum phase transitions can have great impact on 
the leading T  dependence of all observables for a 
relatively large region of rather low temperatures, 
compared to characteristic excitation in the system. 
The low-temperature effects can be explored in the 
framework of the theory of finite-size scaling (FSS) 
[5-10]. The most famous model for discussing these 
properties is the quantum nonlinear  O n  sigma 

model (QNLM) [5-7], [11-13]. Its equivalence (in 
the limit n  ) with a quantum version of the 
spherical model, known as the spherical quantum 
rotors model (SQRM), has been given in [14]. The 
SQRM is suitable for a joint description of the 
quantum and classical fluctuations in dependence 
on the dimensionality and the geometry of the 
system [8, 9], [15, 16]. 

* To whom all correspondence should be sent:
katia_pisanova@abv.bg

Here we consider a more realistic quantum 
model with long-range interaction (decreasing at 
large distances r  as dr   , where d  is the space 
dimensionality and 0 2  ), intended to describe 
structural phase transitions [17]. The main feature 
of this model is that the real anharmonic interaction 
is substituted by its quantum mean spherical 
approximation reducing the problem to an exactly 
solvable one. Its exact solvability has been proven 
in [18]. The relation of this model with the SQRM 
has been commented in [8]. A rigorous proof of the 
effect of its quantum fluctuations has been given in 
[19]. The bulk critical behaviour of the model on 
the whole ( , )T  -phase diagram, where   is a 
quantum parameter, has been studied in [20]. In 
real systems a phase transition driven by   can be 
observed by changing the external pressure or the 
amount of doping. The finite-size corrections to the 
free energy for the pure quantum version  0T   

of the model have been derived in [21]. For a more 
complete discussion of the bulk critical behaviour 
and the finite-size properties of the model and its 
generalizations, see Chapter 3 of [16]. In the 
context of this model it has been shown [22-24] that 
the Lambert W-function can be applied for a more 
exact computation of non-universal critical 
properties with leading logarithmic behaviour at the 
upper critical dimension of the system. 

In this paper we study the low-temperature 
behaviour of the bulk specific heat capacity in the 
vicinity of the quantum critical point 

 0, cT     for different space dimensionalities 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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( 2 3 2d   ) of the system and in different 
regions of the ( , )T  -phase diagram. 

Let us note that results for the bulk critical 
specific heat capacity of classical systems  0   

for 2d   [24] and of quantum systems in the 
low-temperature region for d   [25] are 
available. 

THE MODEL 

The Hamiltonian of the model is [16, 17] 

  
2

22

,

1 1

2 4

PH AQ Q Q
m

 


 
     

 
 r

r r r
r r r

r r

2

2

4

B Q
N
 

  
 
 r
r

, (1) 

where Pr  and Qr  are the operators of the 
momentum and displacement, respectively, of the 
particle of mass m  at the site r  of a d -
dimensional hypercubic lattice. The parameter 

2
0 0A m   determines the frequency of a mode 

which is unstable in the harmonic approximation 
and the parameter 0B   introduces an anharmonic 
interaction which is inversely proportional of the 
particle number N . The harmonic force constants 

  r r , which are assumed to decrease at large 

distances r  r r  as dr   , describe a short-

range  2   or a long-range  0 2 
interaction. 

The free energy density of the model (1), 
obtained by using the Approximating Hamiltonian 
Method, is [18] 

   
2 2

2

0 ,

1
, , 1

2 2d
A Af f I t
B B          

, (2) 

where   is the solution of the self-consistent 
equation 

 , , ,
1dI t  

  


. (3) 

In the thermodynamic limit N   the function 

 , , ,dI t    is defined by

  1
,

0

, , 2 ln 2sinh ,
2

Dx
d

d dI t k t x x dx
t




         
  

(4) 

where  04t T E is the dimensionless 

temperature and  0 04E    is a quantum 

parameter which is a function of the external 
pressure or the amount of doping,  2

0 4E A B  is 

the barrier height of the double well potential in 

Eq.(1),  12
d

D dx d S is the radius of the 

effective sphere replacing the Brillouin zone and 

   2
2 4 2

d
dk d    (  x  is the Euler gamma 

function). 
In the disordered phase  ct t    is finite and 

the susceptibility of the system is 1   . Setting 

0   into Eq. (3) one obtains the critical 
temperature  ct  . At the critical value 

  22c Dd x    of the quantum parameter the 

critical temperature is reduced to zero,   0c ct   . 

Eqns. (2) and (3) provide the basis for studying 
the critical behaviour of the model. For the specific 

heat capacity    2 2c T T f T    , taking into

account Eq. (3), one obtains 

   22
,0

2 2

, ,

2
dI tf tc t t

t t
  

    
 

 2
, , ,dI t

t t
     

     
. (5) 

Let us note that Eq. (3) is similar to the mean-
spherical constraint in the SQRM up to the linear 
 -term in the right side of Eq. (3) [8, 9]. This term 
appears to be essential only above the upper critical 
dimension. 

A GENERAL EXPRESSION FOR THE SPECIFIC 
HEAT AT LOW TEMPERATURES 

At low temperatures the integral, given by Eq. 
(4), has been studied in the framework of the 
SQRM for 2   [8, 9] and 0 2   [15]. In the 
low-temperature region  1t   it can be 

presented in the form 

349



E. S. Pisanova, Kr. T. Nikolova: On the low-temperature critical behaviour of a quantum model of structural phase transitions 

   , , ,

2
, , 2 2 ,

2d d d
tI t A tB

t  

 


      
 

.  (6) 

In Eq. (6) the function  ,dA   , expressed in 

terms of the hypergeometric function 2 1( , ; ; )F a b c z , 
has the form 

 , 2 1

1
,1;1 ;

2 2

d
d D D

d D
D

k x xdA x F
d x
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
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, 

(7) 

and the function  , ,dB x y  is 
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kt d tB
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
  
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,
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d
t



    
 
K , (8) 

where the function 

   2, ,y y y K K   (9) 

is introduced. The function  , yK  in Eq. (9) has 

been defined and studied in [8, 9]: 
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
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 , 

(10) 

where  K x  is the MacDonald function (second 

modified Bessel function) and  x  is the Riemann 

zeta function. The asymptotic form of the function 

 , yK  at 1y  , obtained by using the 

asymptotic form of the function  , yK  [8, 9], for 

1 3 2   and 3 2 2   is 

     
1 2

2 11
, 2

2 2
y y           

 
K  

 2 5 2 21 1
3 2

2 2
y               

   
  

  21

2
y    . (11) 

For the specific heat capacity at low 
temperatures, from Eqns. (5)-(8), we obtain the 
following expression 

  1

1
,

2 2
dk d dc t

t


 
             

2

2

1 1 2
,

2 2 2

dd t t
t t


 

                 
,    (12)

in which the functions 

     1 , 2 2 1 ,y y      K   

     2 42 4 3 1, 4 2,y y y y       K K    (13) 

and 

       2 4
2 , 4 1 1, 4 2,y y y y y          K K

(14) 

are introduced and 1    is the solution of the 
equation for the inverse susceptibility, Eq. (3), in 
the low-temperature region. 

In the next section we present results for the 
low-temperature critical inverse susceptibility of 
the model for systems with different space 
dimensionalities d  in different regions of the 

 ,t  -phase diagram. These results (see also [16] 

and [20]) will be used in obtaining the 
corresponding expressions for the critical specific 
heat capacity. 

THE LOW-TEMPERATURE CRITICAL 
INVERSE SUSCEPTIBILITY 

In the low-temperature region close to the 
quantum critical point  1   for 1 2 3 2d    

Eq. (3) has the form 

1

2
1

2 ,
2 22

d
dk d d

t
 

 
             

K
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1 1 1

2 c

d
  

      
  

, (15) 

where c  is the quantum critical point and the 

function  , yK  is given by Eq. (10). 

On the line c    0t   the solution of Eq. 

(15) is given by  

1

q
TD t  ,    (16) 

where the critical exponent 2q
T  , 2 2

1 04 cD y   

and 0y  is the solution of the equation 

   1 2 2 1 2,d d y    K . The behaviour 

of the universal constant 0y  as a function of the 

dimensionality d  of the system in the case of 
short-range  2   interaction is graphically 

represented in [8, 9]. 
By using the critical exponent  d    , 

the solution of Eq. (15) can be presented in the 
form (see [16]) 

2D t    ,   (17) 

where    2 sin dD d k        , in the two 

cases: (i) for 1 2 1d    at c  , in Eq. (17) 

1 c    , i.e. in the system there is a phase 

transition driven by t   0t   and (ii) for 

1 3 2d    at  c ct    , in Eq. (17) 

  1c t    , i.e. at finite temperatures in the 

system there is a phase transition driven by   for 
very close values of   to the “shifted” critical 
value  c t . 

For 1 2 3 2d    at c   sufficiently close 
to the quantum critical point by using the critical 
exponents  2 2q d     and  2T d     

the solution of Eq. (15) can be written as (see [16]) 
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,  (18) 

where     3 2 1 2
q

dD k d d


          

and 1 1 .c     

In the important case d   Eq. (15) is 
simplified considerably and has the form 

2sinh exp 1
2 2 ct k t

  


         
     

,      (19) 

where    2
2 4 2 1k 

     . Its solutions are 

as follows: (i) on the line c   and 0t  , i.e. in 
the quantum critical region, 

2 2 2
ct    ,  (20) 

where  02 2ln 1 5 2 0.962424...y         is 

a universal constant [8, 9]; (ii) in the region where 

 1 1c t    and c  , i.e. in the 

renormalized classical region, 

 2

2

1
exp ct

k t

  


  
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 
;  (21) 

(iii) for  1 1c t     and c  , i.e. in the 

quantum disordered region, 

 22

2

4
1 exp

k t
k k t



 

  
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  
     

   
,      (22) 

where 1 1c    . The first term in Eq. (22) is 

a particular case of Eq. (18) for d  . 
Let us note that Eqns. (16)-(18) have been 

obtained in [20] (see also [16]) in another way. At 
2   Eqns. (16)-(22) coincide with the 

corresponding ones for the spherical field obtained 
in [8, 9] for the SQRM with short-range interaction. 

THE LOW-TEMPERATURE CRITICAL 
SPECIFIC HEAT CAPACITY 

In the vicinity of the quantum critical point for 
1 2 3 2d   , taking into account the 

temperature dependence of  , it is easy to see that 

Eq. (12) has a scaling form, where 2t   and 

2t   are the scaling variables. 

For 1 2 3 2d    at c   and 0t  , i.e. 
in the quantum critical region, substituting Eq. (16) 
in Eq. (12), for the critical specific heat capacity we 
have 
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  1 0

1
,

2
dk d dc t y

 
            

   

2

2 0

1 2
,

2

dd ty


 
          

.  (23) 

For 1 2 1d    at  1 1c t   , i.e. in the 
renormalized classical region, and for 
1 3 2d    in the region where 

  1 1c t t     and  c ct    , from Eq. 

(12) and Eq. (17), by using the asymptotic forms of 
the functions  1 , y  and  2 , y  at 1y  , we 

obtain 

  4 3
1

2
dk d dc t

  
               

   

2

2 2
1

d

d t 


 
          

. (24) 

For 1 2 3 2d    when  1 1c t    , i.e. 

in the quantum disordered region, 

 
2

1

1 2
,

2 2

d

dk d d tc t
t


   
            
    

,   

(25) 

where   is given by Eq. (18) and by  1 , y  is 

denoted the asymptotic form of the function 

 1 , y , defined by Eq. (13), for 1y  . 

In the particular case d   the functions 

 1 3 2, y  and  2 3 2, y  in Eq. (12) are 

expressed in terms of the polylogarithmic function 

 sLi x , 

   2 2
1 3 2

3
, 3 6

2
y yy Li e yLi e         

  

   2 2 3 2
1 06 4y yy Li e y Li e      (26) 

and 

   2 2 3 2
2 1 0

3
, 2 2

2
y yy y Li e y Li e            

.

 (27) 

By using Eqns. (20)-(22) we obtain the critical 
specific heat capacity in the tree regions: (i) for 

c   and 0t  , i.e. in the quantum critical 
region,  

     3 23 3
kc t Li e Li e


       

 
2

2
1

2

c

tLi e


     
; (28) 

(ii) for  1 1c t   , i.e. in the renormalized 
classical region, 

  23 3 2
( )

k tc t 
 

   
 

;  (29) 

(iii) for  1 1c t     and c  , i.e. in the 
quantum disordered region, 

   32

2

2
expc cc t

k t k t 

         
  

.       (30) 

In obtaining Eq. (29) and Eq. (30) the 
asymptotic forms of the functions  1 3 2, y  and 

 2 3 2, y  for 1y   and 1y   are used, 

respectively. Let us note that Eq. (30) is a particular 
case of Eq. (25). 

The results for d   have been obtained in 
[25]. 

CONCLUSIONS 

In the present study we are interested in the low-
temperature behaviour of the critical specific heat 
capacity of a quantum model with long-range 
interaction, intended to describe structural phase 
transitions, Eq. (1). 

A general expression for the specific heat 
capacity in the low-temperature region  1t  of 

the  ,t  -phase diagram, Eq. (12), is derived. 

Taking into account the temperature dependence of 
the inverse susceptibility, Eqns. (16)-(18), it is easy 
to see that in the vicinity of the quantum critical 
point  0, ct     for 1 2 3 2d    Eq. (12) 

has a scaling form. 
The temperature dependence of the critical 

specific heat capacity  c t  is obtained in the three 
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regions of phase diagram (renormalized classical 
region, quantum critical region and quantum 
disordered region). From Eqns. (23), (24), (28)-(30) 
one can see that  c t  is going to zero as t  raised to 

the power 2d   in the renormalized classical 

region and in the quantum critical region, and  c t  

exponentially tends to zero as 0t   in the 
quantum disordered region. 

Finally, the results obtained here for the low-
temperature specific heat capacity are directly 
applicable to the more popular SQRM. 
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Kinetic studies of β-galactosidase immobilized in chitosan/xanthan multilayers 

I. N. Iliev1, M. G. Marudova2, D. S. Cholev1, T. A. Vasileva1, V. P. Bivolarski1, A. P. Viraneva2, I. 
P. Bodurov2, T. A. Yovcheva2* 
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2Department of Experimental Physics, Plovdiv University, 24, Tzar Assen, str, 4000, Plovdiv, Bulgaria 

A study of the kinetic parameters of β-galactosidase produced from Aspergillus niger was carried out in the present work. This 
enzyme was immobilized in chitosan and xanthan polyelectrolyte multilayers (PEMs) deposited by dip coating method on corona 
charged polylactic acid pads. The enzyme activity showed a temperature optimum at 50 °C and a pH optimum at 5.0. The effects of 
lactose concentrations on the initial velocity of the enzyme reaction were also compared and Michaelis-Menten constans were 
calculated at 53.4 mmol of lactose. These results gave insights for further optimization of transgalactosydase reactions in order to 
obtain lactulose and other specific galactooligosaccharides having pronounced bioactive properties. 

Keywords: β-galactosidase, lactose, kinetics, transgalactosylation, multilayers 

INTRODUCTION 

β-Galactosidases (EC 3.2.1.23) also known as 
lactases are enzymes belonging to glycoside 
hydrolase families 1, 2, 35, 42 and 59 (GH1, GH2, 
GH35, GH42 and GH59) [1]. These enzymes 
catalyze the hydrolysis of terminal non-reducing β-
D-galactose residues in β-D-galactoside substrates. 
In the case of lactose as a substrate the products of 
hydrolysis – namely glucose and galactose are 
transferred to water. When the initial concentration 
of lactose is more that 15%, acceptor of galactose 
residue can be another carbohydrate presents in the 
reaction mixture – for example lactose, fructose or 
lactulose, and an transgalactosylation reaction is 
observed, resulting in production of 
galactooligosaccharides (GalOSs) with a different 
degree of polymerization (DP) [2, 3]. Known 
microbial sources of β-galactosidases are bacteria 
(Bacillus, Lactobacillus, Bifidobacterium, 
Escherichia), yeasts (Kluyveromyces, 
Sterigmatomyces) and fungal producers 
(Aspergillus) [3, 4]. Among these producers, the 
commercial preparations from Kluyveromyces 
lactis (Lactozym 3000L and Maxilact LGX 5000), 
Aspergillus oryzae (Enzeco® Fungal Lactase) and 
Bacillus circulans (Biolacta – Daiwa Kasei and 
Biolactase) are applied mainly for the hydrolysis of 
lactose in dairy industry concerning lactose 
intolerance in significant part of human populations 
[5]. On the other hand the GalOSs synthesized by 
β-galactosidases contain variety of bonds 
including β-(1→4),  β-(1→6) and β-(1→3),   which  

* To whom all correspondence should be sent:
yovchevat@gmail.com 

determines their application as food additives with 
significant prebiotic potential and other beneficial 
effects [3, 4]. The amount and structure of the 
synthesized GalOSs are significantly affected by 
the enzyme source, the acceptor molecules and the 
reaction conditions (substrate concentration, pH 
and temperature) [6-8].  

The review [9] sheded light on the strategic 
advantages of the microscale promising technology 
for the development and realization of biocatalytic 
processes and subsequent product recovery steps. 

The immobilization of enzymes into polymer 
matrices is widely used in biotechnology. This 
technique makes it possible to increase the 
functional efficiency of enzyme, enhance the 
reproducibility of the processes, improve the 
process control and ensure stable supply of the 
products in the market [10]. The basic idea of 
enzyme immobilization is to entrap the protein in a 
semi-permeable support material, which prevents 
the enzyme from leaving while allowing substrates, 
products, and co-factors to pass through [11]. The 
main requirements for the immobilizing matrix are 
that the material should be non-degradable and 
compatible with the enzymes. The immobilization 
process should be mild enough and not to denature 
the enzyme during preparation [12]. 

One of the suitable and mostly used natural 
polymers for enzyme immobilization is chitosan. It 
is characterized as biocompatible, nontoxic, 
physiologically inert, and hydrophilic, offers the 
unique characteristic of a remarkable affinity to 
proteins and has been widely applied in medicine 
and biological research. Furthermore, chitosan is 
positively charged in acidic aqueous solutions and 
its charge density is high [13]. 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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The effect of the support size on the properties 
of enzyme immobilization was investigated by 
using chitosan macroparticles and nanoparticles in 
[14]. β-Galactosidase was used as a model enzyme. 
It was found that the different sizes and porosities 
of the particles modify the enzymatic load, activity, 
and thermal stability of the immobilized 
biocatalysts. The biocatalysts thermal stability was 
improved for macroparticles, especially under 
reactive conditions (presence of lactose) in 
comparison with the free enzyme. Besides, both 
preparations could be reused for 50 repeated 
batches in the lactose hydrolysis without any 
outstanding loss of enzyme activity. 

In [15] the suitability of spray drying as a 
method for the preparation of cross-linked chitosan 
microparticles with immobilizes laccase, and the 
influence of process parameters, composition and 
cross-linking method on the properties of the 
resulting microparticles and the activity of the 
immobilized enzyme were investigated. 

Alginate–chitosan core-shell microcapsules 
were prepared in order to develop a biocompatible 
matrix for enzyme immobilization, where the 
protein is retained either in a liquid or solid core 
and the shell allows permeability control over 
substrates and products. In [16] alginate–chitosan 
core-shell microcapsules were prepared as a novel 
biocompatible matrix system for -galactosidase 
enzyme immobilization where the catalyst is 
confined to either a liquid or solid core and the 
transport properties of the substrate and product are 
dictated by the permeability of the shell. Thus the 
biological agent is protected in the inner 
biocompatible alginate core and the outer chitosan 
shell dictates the transport properties. 

The method of surface modification by layer-by-
layer (LbL) polyelectrolyte multilayers allows very 
precise control and changes in a wide range of the 
carrier’s physicochemical properties — thickness, 
charge, hydrophilic–hydrophobic balance [17]. 
Such multilayer coatings with included functional 
components (nanoparticles, enzymes, and dyes) 
may be used in microelectronics, optics, 
biotechnology, and pharmacy [18]. The LbL 
technique is based on a sequential deposition of 
oppositely charged polyelectrolytes from their 
solutions via electrostatic interactions. The 
assembly is based on spontaneous adsorptions, no 
stoichiometric control is necessary to maintain 
surface functionality, and the assembled films have 
good thermal and mechanical stability [19]. In [20] 
the immobilization of α-chymotrypsin on the 
surface of boron silicate glass microspheres is 

conducted via the technique of multilayer 
adsorption of polyelectrolytes. It is shown that the 
enzyme is adsorbed on both positively and 
negatively charged surfaces and its activity is 
partially preserved relative to that in solution. It 
was established that the activity of the enzyme 
depends on the number of polyectrolyte layers 
preliminarily adsorbed on glass microspheres and 
on the charge of the surface. The activity of α-
chymotrypsin adsorbed on the negatively charged 
surface is four times higher than the activity of this 
enzyme adsorbed on a positively charged surface. 

The aim of the present work is to describe the 
immobilization of the β-galactosidase enzym in 
chitosan/xanthan multylayers deposited on corona 
charged polylactic acid pads. Emphasis was 
focused on the effect of the number and the 
sequence of the multilayers on the immobilized 
enzyme functional properties. 

MATERIALS AND METHODS 

Enzyme activity 

A commercial fungal β-galactosidase (from 
Aspergillus niger) was used in the current kinetic 
studies. One unit of β-galactosidase activity is 
defined as the amount of enzyme catalyzing the 
release of 1 µmol min-1 ortho-nitrophenol at 37 °C 
and pH 5.0. The influence of the substrate 
concentration on the initial velocity of the enzyme 
reaction was studied at a range 0.01 M – 1.30 M 
lactose. β-Galactosidase activity was studied in the 
presence of lactose – 1%, 5%, and 10% and 
mixtures of chitosan (0.1%) and lactose (1%, 5%, 
and 10%). One unit of β-galactosidase activity is 
defined as the amount of enzyme catalyzing the 
release of 1 µmol min-1 glucose or fructose at 37 °C 
and pH 5.0. The concentrations of the released 
glucose and fructose were determined 
enzymatically [21]. Protein concentration was 
assayed by the method of Bradford [22]. All the 
analyses were performed at least in triplicate. 
Programmable scientific calculation “CITIZEN” 
SRP-45N and SigmaPlot 12.0 (Systat Software, 
Inc) were used for data analysis. 

Samples preparation  

Biodegradable pads were prepared from 
polylactic acid (PLA) with ester end groups and 
intrinsic viscosity 0.55 - 0.75 dL/g purchased from 
Lactel Absorbable Polymers (USA). The PLA pads 
were cast from 2% w/v PLA solution in chloroform 
and dried at 35 °C for 48 hours. Then the PLA pads 
were kept for 24 hours in an exicator, at room 
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temperature, and 54% relative humidity (RH). 
Before the deposition process, the pads were 
charged in a corona discharge system, consisting of 
a corona electrode (needle), a grounded plate 
electrode, and a metal grid placed between them. 
Positive or negative 5 kV voltage was applied to the 
corona electrode. 1 kV voltage of the same polarity 
as that of the corona electrode was applied to the 
grid. The samples were charged under standard 
room conditions (T = 21÷23 °C and RH = 50-60%) 
for one minute. The polylactic acid electret 
properties are described in [23]. 

Polyelectrolyte multilayers deposition 

Xanthan gum and chitosan (low molecular 
weight) were purchased from Sigma-Aldrich. They 
were used without further purification or 
characterization. The layer-by-layer (LbL) 
deposition technique was applied for multilayer 
build-up. For the LbL assembly 0.1% w/v chitosan 
and 0.05% w/v xanthan solutions in acetate buffer 
(pH 5 and ionic strength 0.1 M) were prepared. 1 
g/L β-galactosidase was dissolved in the chitosan 
solution just before the deposition process. The 
deposition was done by the dip-coating process. 
The first built-up layer always possesses opposite to 
the pad electric charge. A slide stainer (Poly Stainer 
IUL, Spain) was used with the following program: 
15 min dipping process – adsorption from the first 
polyelectrolyte solution, 5 min washing step in the 
acetate buffer (pH 5 and ionic strength 0.1 M), 15 
min dipping process - adsorption from the second 
polyelectrolyte molecules of opposite charge; 5 min 
washing in the same acetate buffer. The procedure 
was repeated until obtaining the desired numbers of 
even layers (8, 14 or 20 xanthan/chitosan or chito-
san/xanthan). After the deposition of the last layer 
the film was dried in hot air. The produced PEMs 
structures were stored in an exicator at 55% RH. 

RESULTS AND DISCUSSION 

Effect of type of PEMs on immobilization and 
enzyme activity 

The effect of the initial concentration of lactose 
on the enzyme activity of β-galactosidase was 
studied. Enzyme activity was measured under 
various immobilization procedures in different 
types of PEMs. Chitosan was selected as a material 
for polyelectrolyte multilayer preparation for 
several reasons - cationic biopolymer with intra- 
and intermolecular hydrogen bonding ability; 
unique approach to modify the surface of chitosan 
by anionic biopolymer xanthan to improve 

biocompatibility; and the possibility to prepare 
chitosan membranes with controlled pore size and 
density. The results of the enzyme activity 
measuring are shown in Table 1. The enzyme 
activity of immobilized β-galactosidase was 
compared with that of free enzyme using o-
nitrophenol-β-D-galactopyranoside (ONPG) as a 
substrate. As it is  shown in Table 1, the highest 
activity was determined for positively charged PLA 
pad with 14 multilayers. The immobilization 
efficiency indicated that significant amount of the 
enzyme was bond to the positively charged PLA 
pad with 14 multilayers of xanthan/chitosan. On the 
contrary, immobilization efficiency is almost 3 
times less in negatively charged PLA pad with 14 
multilayers of chitosan/xanthan. Obviously, in 
order to achieve a good enzyme activity the optimal 
configuration is 14 multilayers with consecutive 
xanthan/chitosan layer deposition. We have to note 
that the order of layer deposition is important. For 
the PEMs with 8 layers and with 14 layers we 
observed better enzyme activities with consecutive 
deposition of xanthan/chitosan layers. The enzyme 
activity was very low for the 20-layer PEMs. 

Table 1. β-Galactosidase activity in different types of 
PEMs. 

Type of PEMs 
Enzyme activity 

(U/ml) 
Positively charged PLA 
pad with 8 multilayers 

0.0191 

Negatively charged PLA 
pad with 8 multilayers 

0.0104 

Positively charged PLA 
pad with 14 multilayers 

0.0557 

Negatively charged PLA 
pad with 14 multilayers 

0.0194 

Positively charged PLA 
pad with 20 multilayers 

0.0010 

Negatively charged PLA 
pad with 20 multilayers 

0.0011 

 

Effect of lactose concentration in 0.1% chitosan 
solution on enzyme activity 

The operational stability of the studied enzyme 
was evaluated by the hydrolysis of buffered lactose 
solutions (1%; 5%; 10% w/v; pH 5.0) at 37 °C. 

Lactose hydrolysis was performed at varying 
concentrations of lactose and with an enzyme 
concentration of 1 U/ml. As illustrated in Table 2, 
there is not any inhibition effect of 0.1% chitosan in 
1% lactose.  
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Table 2. Lactose hydrolysis preformed with β-
galactosidase 

a) Concentration of lactose – 1%
Time 

(h) 
Glucose (mg/ml) 

1.0% Lactose 1.0% Lactose in 
0.1% Chitosan 

0 0.00 0.00 
0.5 0.00 0.00 
1.0 0.06 0.74 
1.5 0.26 1.01 
2.0 0.66 1.33 
2.5 1.28 1.52 
3.0 1.33 1.86 

b) Concentration of lactose – 5 %
Time 

(h) 
Glucose (mg/ml) 

5.0% Lactose 5.0% Lactose in 
0.1% Chitosan 

0 0.00 0.00 
0.5 0.38 0.28 
1.0 1.63 1.85 
1.5 1.84 1.93 
2.0 3.12 2.29 
2.5 4.09 2.66 
3.0 4.19 3.67 

c) Concentration of lactose – 10%
Time 

(h) 
Glucose (mg/ml) 

10.0% 
Lactose 

10.0% Lactose 
in 0.1% 
Chitosan 

0 0.00 0.00 
0.5 0.79 1.40 
1.0 1.77 2.06 
1.5 2.68 2.98 
2.0 4.09 4.47 
2.5 4.76 5.01 
3.0 5.68 5.50 

The highest value of enzyme hydrolysis from 
the tested concentrations of lactose was measured 
in the presence of 1% of this sugar (19% of initial 
concentration). When the enzyme reactions were 
performed in the presence of increasing 
concentration of lactose (from 5% to 10%) a light 
decrease of hydrolyzing reaction was observed in 
the presence of 0.1% chitosan (88% of total 
substrate by 5% lactose and 96% of total substrate 
by 10% lactose). 

Effect of type of multilayer on lactose hydrolysis 
with immobilized β-galactosidase  

On the other hand lactose hydrolysis performed 
with 1 U/ml β-galactosidase in the presence of 0.1 

% chitosan resulted in 19% of lactose conversion in 
3h reaction time by 1% lactose concentration. 
When the lactose concentration was increased, its 
conversion was decreased to 7.3% by 5% initial 
lactose concentration and 5.5% by 10% initial 
lactose concentration. From these results, it can be 
concluded that the β-galactosidase studied shows 
good operational stability in the hydrolysis of 
lactose in presence of 0.1% chitosan and under the 
conditions stated above. It was necessary to set the 
experimental conditions at which the diffusion of 
substrates in the PEMs of the support does not 
modify the rate of the hydrolysis reaction. The 
immobilization of β-galactosidase on PEMs was 
based mainly on absorption. It has been reported 
that protein adsorption on a surface follows a three 
step diffusion, attachment and reconfirmation 
regime. 

Lactose hydrolysis was performed at different 
types of PEMs and with different enzyme activity. 
From the results in Table 3, the maximum of 
glucose concentration was detected for the 
positively charged PLA pads with 20 multilayers at 
3h of incubation.  

Table 3. Lactose hydrolysis preformed with 
immobilized β-galactosidase in PEMs 

Type of PEMs Glucose (mg/ml) 
1 h 2 h 3 h

Positively charged PLA 
pad with 8 multilayers 

0.1 0.1 0.21

Negatively charged PLA 
pad with 8 multilayers 

0 0.21 0.21

Positively charged PLA 
pad with 14 multilayers 

0.1 0.21 0.39

Negatively charged PLA 
pad with 14 multilayers 

0 0.20 0.28

Positively charged PLA 
pad with 20 multilayers 

0 0.11 0.80

Negatively charged PLA 
pad with 20 multilayers 

0.1 0.28 0.36

For the tested PEMs, the highest value of 
enzyme hydrolysis was measured for the ones with 
14 and 20 multilayers with xanthan/chitosan 
consecutive deposition. Obviously, the order of 
layer deposition is significant. 

When comparing the activity of the immobilized 
enzyme with that of the free enzyme, a similar 
inhibition has been observed due to galactose in the 
activity of the immobilized enzyme and a decrease 
in the activation energy of Michaelis–Menten 
constant of the immobilized enzyme compared to 
that of the free enzyme at 37 °C. The activity of the 
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enzyme after immobilization was in all cases equal 
or higher than 50% of the activity of the free 
enzyme (data not show). 

In the present work, we have studied the 
influence of different concentrations of lactose on 
the initial velocity of β-galactosidase reaction. Such 
kind of kinetic information for lactose hydrolysis 
by β-galactosidases is scarce in the literature, 
despite of the fact that this disaccharide can use by 
transgalactosylation reaction or used in many 
studies as a donor / acceptor of galactose / glucose 
units during the synthesis of GalOSs having 
specific structures and bioactive properties [24-26]. 

From studies performed by other authors it is 
known that the galactosyltransferase reaction for 
synthesis of GalOSs is favored when the lactose 
concentration in the reaction mixture is more than 
15%. Under these conditions the content of free 
water is low and the transfer of galactose moiety of 
lactose to suitable acceptor molecules is more likely 
to occur [27, 28]. It is necessary to perform 
additional studies concerning the distribution, 
composition and yield of the obtained 
transgalactosylation products during the reactions 
with increasing concentrations of lactose and 
fructose molecules. 

CONCLUSION 

The current study is the first time when the 
influence of chitosan on the initial velocities of 
reaction catalyzed by β-galactosidase is 
investigated. The studied immobilizing enzyme in 
PEMs showed substantial differences in its affinity 
to the lactose concentration. The obtained results 
will be further applied and extended in experiments 
dealing with the direction and optimization of the 
GalOSs production. 
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Analytic nonlinear elasto-viscosity of two types of BN and PI rubbers at large 
deformations 
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In this work, in analytical form, are derived instantaneous stress-strain and vice-versa relations using the Neo-Hookean and the 
Mooney-Rivlin models. These relations are obtained resolving algebraic equations of third and fourth degree respectively. The above 
mentioned analytical solutions are incorporated in the hereditary integral equations of Volterra to predict the creep and relaxation of 
such as materials at large deformations. One takes into account the non-linearity of the viscous behaviour in the presence of 
similarity in the isochrone stress-strain curves. Our theoretical results are compared with experimental data for two kinds of rubbers 
and demonstrate very good coincidence.  

Keywords:  rubber, mechanical properties, rheology, large deformations 

INTRODUCTION 

Rubbers are increasingly used in modern 
industry [1-4]. Resinous materials and rubbers are 
elastoviscous solids. They are very deformable and 
possess non-linear behaviour. Their creep is also 
non-linear according to the applied stresses. The 
last non-linearity can be observed excluding the 
time from the creep curves (the so-called isochro-
nes). Thus, rubbers require identification and 
description of two different kinds of nonlinearities. 
Here we examine two compositions: the first one is 
the Butadiennitril rubber (BN) and the other one - 
the Polyisoprene rubber (PI) [5]. In the first rubber 
composition is used rubber with 40% acrylonitril in 
the macromolecule [5]. In the second composition 
is used polyisoprene rubber - an analogue of the 
natural rubber. The microstructure conciste of 1,4 
cispolyisoprene with content of these units almost 
98% [5].  Both elastomeric compositions include 
fillers (cinders) with a developed surface 
respectively 75 and 50 m²/ g. 

THEORETICAL 

Nonlinear elasto-viscosity at small deformations 

The hereditary linear equations can be 
generalized to account the nonlinear mechanical 
behaviour using the Rabotnov-Rzanitzin approach 
[6, 7]. This approach requires similarity in the 
stress -  strain    curves    for    different    moments 

0

( ) 1  ( ) ( )[ ]
t

t f K t τ dτ
E


    , (1) 

* To whom all correspondence should be sent: 
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where ( )t  is the strain, - the applied stress, ( )f   

- the nonlinearity function, ( - )K t   - the creep 

kernel, t - the current time and 0 t  . 
Concerning the creep kernel we can say the 
following. It is the resolving kernel of the 
relaxation one. As kernels in the integral equations 
of Volterra like eq. (1) it is recommended to take 
singular kernels which better describe the enhanced 
creep and relaxation rate at the beginning. In this 
work we assume the singular relaxation kernel of 
Koltunov [7] 

( )  
te

R t A
t







  ,               (2a)

whose resolving kernel (the creep kernel) looks like 
[7]. 
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The function of the nonlinearity ( )f  is 

determined from the isochrone curves. This 
presentation of the nonlinearity involves a 
coincidence of the initial points at the strain scale 
and requires a similarity of the isochrones. If at low 
stresses (up to the limit axial stress of the 

linearity o ) the behaviour is linear, equation (1) 

can be generalized as follows: 

0

( ) 1  ( / ) ( )[ ]
t

n
ot K t τ dτ

E


     (3) 

In equation (3) n is the potency which can be 
determined from the isochrones. Eq. (3) remains 

valid if o   . In the opposite case the behaviour 

is linear and / 1o   . Such a presentation of the 

viscous nonlinearity is used in many practical 
problems [8]. 
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Nonlinear elasticity at large deformations 

Rubbers are very deformable and their elastic 
behaviour cannot be described by the Hooke’s  law. 
Here as elastic behaviour it is mean the 
instantaneous elasticity of equation (3) given by the 
ratio before the brackets. This expression should be 
changed to be able to account the large elastic 
deformations of the rubbers.  

Here it is used the theory of the large 
deformations described in [9]. The material is 
considered as isotropic and incompressible. To 
describe the mechanical behaviour of rubbers and 
other resinous materials as successful models are 
accepted the neo-Hookean and the Mooney-Rivlin 
ones [9]. According to the above models the 
following thermodynamic potentials are introduced 

2 2 2
1 2 3( 3)

2

G
W        ,             (4а) 

2 2 2
1 2 3

2 2 2 2 2 2
1 2 2 3 3 1

1
( - )( 3)

2

( 3)
4

W     


     

   

   

             (4b) 

where G  is the second module of Young,  ζ  and  
χ  are experimentally determined parameters based 

on the instantaneous force-extension curves and i   

are the large relative extensions in the main 
directions 

1i i   .     (5a) 

Here 1, 2, 3i   and  i   are the main Cauchy’s 

strains (the classic ones in the case of small dis-
placements).  
In the case of incompressible materials  

1 2 3 1   and by traction it follows 

1 ,  1/2
2 3    .  (5b)  

Therefore, to the potentials (4a) and (4b) follows  

2 -1/2( 2 3)
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In the theory of large deformations [9] the axial 
tensile force is given by the expression  

( ) o

dW
Q S

d



 ,            (7) 

where  oS    is the initial section of the sample 

associated with the current section ( )S    as 

( ) oS
S 


 .    (8)  

So, based on equations (6a), (6b) and (7) to the 
axial tensile force of highly deformable materials 
are obtained the following expressions (depending 
on the relative extension) concerning both models 
respectively 
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Relations (9) must be expressed through the 
deformations of Cauchy and replaced in (3) in order 
to take into account the large deformations. This 
can be done as follows. Based on eq.(9)  is deduced 
the relationships instantaneous stress-strain 
concerning both models which give the non-
linearity in the elastic part of the hereditary 
equation (3). In the case of incompressible 
materials between the instantaneous Young 
modules one has the following relation 

2(1 ) 3

E E
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
    (10) 

This is because the Poisson ratio is 0.5  . 
Moreover, from equations (7), (8) there is the 
relationship 

( ) ( )
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Then from equations (9), (10) and (11) it is 
obtained the following relations stress-elongation  

3 1
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Equations (12) may also be represented as a 
relation stress-strain according to eq. (5a). These 
expressions have the form 
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Equations (13) should be resolved about the 
strains in order to obtain the non-linear stress-strain 
relation for highly deformable materials. These 
equations are of third and fourth degree 
respectively and can be represented in the following 
form using equations (12)  

3 3
1 0

E


    ,          (14a) 
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The solution of equation (14a) using the 
Cardano’s formula [10] taking into account (5a) 
looks like  

3 33 3( ) 0.5 0.25 ( / ) 0.5 0.25 ( / ) 1E E          
  (15а)  

The solution of equation (14b) using the 
Ferrari’s formula [10] taking into account (5a) 
looks like 
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Nonlinear elastoviscosity at large deformations 

The relationship of the Cauchy’s deformations 
with the stresses in the form (15) is used as 
instantaneous nonlinearity in the hereditary 
equation (2). Equation (2) based on (15) looks like                                       

0

( ) ( ) 1  ( / ) ( )[ ]
t

n
o ot K t τ dτ               (16) 

The creep law (16) contains parameters that 
need to be experimentally identified. The necessary 
experimentations are as follows: 
- Instantaneous (with constant strain rate or 
otherwise) identified from (15). Note that eq. (15a) 
is a very successful equation containing only one 
parameter to describe the complex nonlinear 
elasticity and this is the elastic module E.  
-  Tests based on the curves of stress relaxation (or 
creep) in the linear region at small imposed strains. 

These parameters are identifiable from (3) at low 
stresses  ≤ 0. 
-  Tests based on the isochrone curves of creep (or 
relaxation). These parameters are identifiable from 
equation (3) at high stresses > 0.  

EXPERIMENTAL 

Fig.1 and Fig.2 show the instantaneous 
nonlinearity of the butadienenitril (BN) and 
polyizoprene (PI) rubbers. 

 

Fig.1. Relative tensile force - relative elongation 
according to the Neo-Hookean and according to the 
Mooney-Rivlin law for both rubbers 

Both rubbers are produced on open mixer with 
dimensions 400x150 [mm] at T=500C. Time of 
vulcanization is determined on oscillating 
rheometer type “Moncanto”. Vulcanization of 
tested specimens is done at hydraulic press with 
automatic control of pressure and temperature.  

 
Fig.2. Tensile stress - strain according to the Neo-

Hookean - equation (14a) and to the Mooney-Rivlin law 
- equation (14 b) for both rubbers. Solid lines - the Neo-
Hookean, dashed lines - the M. Rivlin model, above - PI 
rubber, below - BN rubber 
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Fig.3 and Fig.4 illustrate the identification of the 
above parameters concerning both rubbers. Figure 3 
shows the stress relaxation of the BN by constant 
strain. Fig.4 shows the corresponding creep curve 
for BN at stresses on the limit of the nonlinearity 
(see Table 1a and Table 1b). The same is done in 
Fig.5 and Fig.6 for the PI rubber. 
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 Fig.3. Stress relaxation of BN rubber 
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Fig.4. Creep curve of BN rubber 

Note: In Fig,3 and Fig.4 are shown all the 
experimental points. In the next figures - just the 
averaged values. 

Creep curves are not necessary to predict the 
behaviour and can be used only for verification. In 
practice, the parameters in the Koltunov’s kernel 
can be identified from the relaxation curves, which 
can be obtained much easily than the creep curves. 
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Fig.5. Stress relaxation of PI rubber 
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Fig.6. Creep curve of PI rubber 

In the next two Fig.7 and Fig.8 are shown the 
nonlinear isochrone curves stress-strains at stresses 
greater than the limit of non-linearity. 

Fig.7. Rubber nonlinearity of PI rubber (isochrones at 
20 and 100 hours) 

Fig.9 and Fig.10 show the creep of the PI and 
BN rubbers at two stress levels according to equa-
tion (16). 
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Fig.8. Rubber nonlinearity of BN rubber (isochrones at 
10, 50 and 100 hours) 

Fig.9. Creep at large deformation of PI 

Fig.10. Creep at large deformation of BN 

From both figures we can see that under bigger 
stress for studied time interval creep has 
unidentified character. 

Finally, in Table 1(a and b) are systematized all 
the parameters obtained from the experimental 
curves above.  

Table 1. (a and b) Elastoviscous characteristics of the 
investigated rubbers 

Table 1a. Instantaneous (elastic) characteristics 

Character 
Elastoviscous 

instantaneous (elastic) 

Parameters 
Е o  N χ Ϛ 

Dimension 
[MPa] [MPa] - - - 

PI rubber 
1.820 0.75 1.71 0.124 0.642 

BN rubber 
3.025 0.50 1.55 0.018 0.960 

Table 1b. Hereditary (viscous) characteristics 

Character 
elastoviscous 

hereditary (viscous) 

Parameters A α β 

Dimension 
- - - 

PI rubber 
0.0032 00.97 0.0140 

BN rubber 
0.0029 00.77 0.0089 

RESULTS AND DISCUSSION 

For the BN rubber both models give good 
results. Therefore for BN rubbers it is used the neo-
Hookean model. It has the advantage that it does 
not require the entire force-displacement curve to 
determine the parameters (the elastic module is 
sufficient). The PI rubber however, requires the use 
of the 3-parameter model of Mooney-Rivlin. 

Stress-strain curves according to equations (12a, 
b) or also to (15a, b) appear as shown in Fig.2. The
experimental results in figure 1 show that the neo-
Hookean law well describes the instantaneous 
behaviour of the BN rubber but to the PI rubber 
should be applied the more flexible model of 
Mooney-Rivlin.  

The assumption of incompressibility for the 
rubbers is perfectly acceptable. For our materials 
the Poisson’s ratio values are 0.485 to the BN 
rubber and 0.49 to the PI rubber.  
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The hereditary theory with kernel of Koltunov 
well describes the temporary effects due to the 
viscosity. 

CONCLUSION 

Using the integral equations of Volterra to 
describe the nonlinear elastoviscous behaviour are  
obtained equations predicting the time dependent 
behaviour taking into account the stress-strain 
nonlinearity. On the basis of the Neo-Hookean and 
Mooney-Rivlin models concerning the 
instantaneous nonlinearity at large deformations are 
derived the respective strain-stress constitutive 
relations in analytical form. Both Neo-Hookean and 
Mooney-Rivlin models well describe the instan-
taneous mechanical behaviour at large deformations 
for the BN rubber. Concerning the PI rubber, only 
the Mooney-Rivlin model is able to well predict the 
stress-strain instantaneous constitutive relation. 
These strain-stress constitutive relations are 
incorporated in the hereditary theory of Volterra to 
obtain the complex time dependent mechanical 
behaviour of rubbers at large deformations. The 
theoretical predictions show very good coincidence 
with the experimental data for PI and BN rubbers. 
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Nanostructured carbon materials in recent years have proved to be promoters of energy storage in different technologies – 
electricity storage in lithium ion batteries and supercapacitors, and hydrogen storage in solid state materials. Our research results on 
nanostructured carbon materials in lithium ion batteries, electrodes for supercapacitors and hydrogen storage vessels, confirms the 
indispensable role of it. The commercial and self-made nanostructured carbon materials (black carbon, graphite flakes, graphene 
oxide, wood-based activated carbons, few layer graphene stacks) are used as additives and selected results reported. LiFePO4/C 
composite material as cathode for lithium ion battery is prepared and electrochemical tests are performed to determine the charge 
capacity and analyse the role of additives. Research on activated wood-based carbon for electrodes of supercapacitors with organic 
electrolyte showed that specific capacity and ohmic losses of electrode is influenced by the properties of the pores in carbon 
structures. The ratio of raw material to activator and appropriate activation temperature are most important factors to obtain optimal 
pore dimensions. Few layer graphene stacks (FLGS) without and with different interlayer ion additives are synthesized and tested for 
electrodes in supercapacitors as well as solid state sorption media for hydrogen storage. It is found that non-reduced FLG is able to 
realize sorption on defects mostly at cryogenic temperatures, and this is also true for non-intercalated graphene at low hydrogen 
pressures. Nevertheless, Li intercalation allows to reach higher values of bind hydrogen (around 1 wt%) at higher temperatures. 

Key words: carbon, nanoporous, few layer graphene stacks, energy storage, hydrogen storage 

INTRODUCTION 

In order to reduce global climate change by 
limiting CO2 emissions, it is necessary to switch 
from continuous power (electricity) production by 
burning fossil fuels (coal, oil, gas) to the unsteady 
energy generation from local renewable energy 
sources (sun, wind, water in rivers). Therefore 
nowadays reliable energy storage systems are 
critically needed to store and supply power in 
continuous manner. Electricity and hydrogen are 
two comparable energy carriers, and in order to be 
able to meet humanity's demand for energy, 
electricity storage and hydrogen storage methods 
are researched.  

Already for years electricity is stored in large 
quantities pumping water in basins of hydro-electric 
power stations, in flywheels, in vessels with 
compressed air etc. [1]. Low scale electrochemical 
energy storage systems are electrochemical 
capacitors (also supercapacitors), rechargeable 
batteries, and fuel cells [2]. Pristine and intercalated 
carbon nanostructures have attracted significant 
research interest for electrochemical energy storage 
systems – supercapacitors – as electrode materials 
due to their developed structures  with large specific 

* To whom all correspondence should be sent: 
janis.kleperis@h2lv.eu 

surface area, excellent electrical conductivity and 
electro-catalytic activity [2, 3]. Carbon 
nanostructured materials such as fullerenes, 
nanotubes, nanowires, graphene are most researched 
materials in this field in the last decades [4, 5]. 
Smaller attention is given to organic nanoporous 
charcoals [5].  

After the commercialization of the Li-ion battery 
with metallic lithium anode and numerous self-
ignition cases in hands of consumers, carbon-based 
anode for rechargeable batteries have gained 
extensive attention [6]. Here carbon porous/layered 
structures are reversibly absorbing/desorbing 
lithium ions at low electrochemical potentials. 
Graphite can intercalate one Li atom per carbon 
ring: Li+ + e− + C6 ↔ LiC6 corresponding to 372 
mAh/g theoretically (comparing to about 3800 
mAh/g for Li metal). With some amorphous 
carbons Li can intercalate at even higher capacity, 
corresponding to an obtainable stoichiometry of 
LiC3. Therefore, by replacing Li metal anodes with 
carbon nanomaterials in Li batteries, there is 90% 
decrease of anode capacity, but the advantages are 
increased stability and prolonged cycle life [2]. The 
most important cathode materials for commercially 
available Li-ion batteries are layered oxides having 
potential 3.5–4 V (versus Li electrode) LiCoO2, as 
well as LiMn2O4 [7], LiFePO4 [8] and 
LiMnxLiyCozO2 [9] with capacities of 150, 120, 155 
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and 160 mAh/g, respectively. As a rule, the 
electrodes from oxide nanocrystals are formed by 
mixing them with various carbon nanostructured 
materials to improve the electrical and heat 
conductivities and mechanical strength [10]. 

Activated carbons are produced from wood 
charcoal with developed porous structure and 
previously used as sorbents in many areas, but 
nowadays also in membrane technologies for 
separation of rare earth metals, in metallurgy, in 
electronics, in electrochemistry, aerospace, nuclear 
energy. Pyrolysis and activation are two basic 
technologies to obtain activated carbons from 
extremely wide range of precursors: wood chips, 
cellulose and lignin, lignocelluloses, nut shells, 
straw, peat, husks, etc. The chemical activation is a 
widely used method to produce activated carbons 
with developed porosity for electrodes in electric 
double layer capacitors or supercapacitors [11]. The 
chemical activation allows possibility to synthesize 
carbonaceous materials with very high specific 
surface, close to the theoretical limits for carbon 
materials.  

Hydrogen is important energy carrier for mobile 
as well as stationary applications and storage is 
important consideration in all applications of 
hydrogen energy technologies. High pressure (up to 
70 MPa) vessels are used to store 5-6 kg of 
hydrogen in passenger car – enough for 500-600 km 
travel [12]. Liquid hydrogen has a very low 
temperature (20 K) and mostly is stored for space 
applications. Hydrogen can also be stored in solid 
materials: metal hydrides, chemical hydrides, 
porous materials are the most known ones [12]. 
Only high density alloys forms hydrides at room 
temperature (LaNi5, Ti2Fe), but lighter metals Mg, 
Li form hydrides at high temperatures and/or high 
pressure [12]. In metal hydrides hydrogen atom is 
incorporated in crystal lattice structure, but in 
microporous materials molecular hydrogen is 
absorbed in pores leading to an increase in the 
density of hydrogen compared to the hydrogen 
compressed in the gas phase [12]. Adsorption on 
surfaces and in pores occurs primarily at relatively 
low temperatures (≈100 K) and in micropores 
(below 2 nm). The porous materials being 
considered for physisorbed molecular hydrogen 
storage are predominantly microporous [12,13] with 
pore dimensions less than 0.7 nm (close to the size 
of a single hydrogen molecule). 

Carbonaceous materials are attractive candidates 
for hydrogen storage because of a combination of 
adsorption ability, high specific surface area, 

layered or pore microstructures, and low mass 
density. In spite of extensive results available on 
hydrogen uptake by carbonaceous materials, the 
actual mechanism of storage still remains a mystery 
[13]. Hydrogen molecule can interact with carbon 
surface through van der Waals attractive forces 
(physisorption), or dissociate in atoms and are 
chemisorbed. The physisorption of hydrogen limits 
the hydrogen-to-carbon ratio to less than one 
hydrogen atom per two carbon atoms (i.e., 4.2 wt. 
%), while in chemisorption, the ratio of two 
hydrogen atoms per one carbon atom (8.4 wt. %) is 
reported in the case of polyethylene [13–15]. 
Physisorbed hydrogen normally has a binding 
energy on the order of 0.1 eV, while chemisorbed 
hydrogen has C–H covalent bonding, with a binding 
energy of more than 2-3 eV [13]. The graphene has 
some advantages for hydrogen storage because the 
sp2 covalent-bonding arrangement of the carbon 
atoms in the honeycomb structure allows efficient 
binding to hydrogen atoms [16]. Graphene is stable, 
light, with high theoretical surface; it is 
mechanically flexible, and it is possible to 
charge/discharge it at room conditions through 
hydrogen-carbon binding on local curvatures [16]. 

In this article our research results on the role and 
properties of nanostructured carbon materials in 
lithium ion batteries, electrodes for supercapacitors 
and hydrogen storage materials have been 
summarized. 

EXPERIMENTAL SYNTHESIS OF MATERIALS 
AND SAMPLES 

Two types of nanostructured carbons are 
synthesized – activated carbon (AC) from Latvian 
alder wood [17] and few layer graphene stacks 
(FLGS) [18].  AC synthesis consists of two stages 
of thermal treatment [17] – carbonization of raw 
material in Ar atmosphere (400 °C, 150 min) at the 
first stage, and carbonization with activator (NaOH 
in Ar flow (600-800 °C, 120 min) at the second 
stage. The pyrolysis product was washed with 
deionized water, demineralized with hydrochloric 
acid, washed with deionized water until neutral pH 
and dried overnight at 105 °C. In order to obtain 
few layer graphene (FLG), the electrochemical 
exfoliation was performed, using graphite industrial 
waste rod as working electrode 18]. Different pulse 
sequences, amplitudes and filling factors were used 
to find optimal parameters of exfoliation process. 
Important step is purification of processed raw 
material – single sheets are lightest and can be easy 
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separated with centrifuge or sedimentation. To 
guaranty higher degree of reduction of FLGS, 
filtered material was annealed in Ar/H2 (95:5) gas 
flow at 300°C for 3 hours. 

Carbon in battery electrodes 

To design cathode from LiFePO4, different 
carbon additives are used.  LiFePO4 was obtained in 
a two-step solution reaction of lithium dihydrogen 
phosphate LiH2PO4 and iron oxalate FeC2O4·2H2O 
(all from Sigma-Aldrich, ≥99.9%) in de-ionized 
water. Graphene oxide was added to the synthesis at 
various steps and then thermally reduced in order to 
study the influence that the grain structure of 
LiFePO4/reduced graphene oxide (rGO) has on the 
electrochemical properties of the composite. 

Thick films of  LiFePO4/C cathode are made 
from LiFePO4, conducting additive (carbon black or 
acetylene black, graphite flakes, Latvian wood 
charcoal, few layer graphene stacks) and binder 
(polyvinylidene difluoride PVDF and n-methyl-2-
pyrrolidone NMP 50%:50%) in proportions 
75:15:10 and grounded 30 min in ball mill 
(RETSCH Mixer Mill MM 200) then casted on 
aluminium foil and dried 24 h at 60 °C in air and 3h 
at 100 °C in an argon atmosphere.  

Water suspension of graphene oxide was used 
for electrophoretic deposition (EDP) of thick 
graphene films for anode in lithium ion battery [19]. 
Before the EPD process the graphene oxide 
suspension was sonicated for 1 h in order to ensure 
homogenous dispersion. Electrodes used for EPD 
process were 316 stainless steel plates and the 
distance between the two electrodes was 10 mm; 
electric field 30 V·cm-1 was applied using DC 
power supply Agilent Technologies N5772A). 
Thermal reduction of as-deposited graphene oxide 
(GO) films was performed by heating at 700 ºC in 
argon atmosphere. The measurements of 
synthesized electrodes (area  0.8 cm2) were 
performed in Swagelok type two electrode cells 
with metallic lithium as a reference and a counter 
electrode, and LiPF6 in ethylene carbonate and 
dimethyl carbonate mixture (volume ratio 1:1) as an 
electrolyte. The cell was assembled in an argon 
filled glove box. 

Carbon in supercapacitors 

Two methods were used to prepare electrodes 
from nanostructured carbons for supercapacitor 
research [17, 20]. In one of them the AC was first 
mixed with ethanol, then a binder – a water 
suspension of PTFE F-4D powder (10 % from mass 

of dry electrode) was added. The resulting mixture 
was treated in rollers, electrode was prepared on 
thermally expanded graphite sheet (200 μm), than it 
was dried and impregnated with 4.9 M H2SO4 water 
solution. Cellulosic separator NKK TF 4030 (10 
μm) was used to make a supercapacitor with 
electrode area 4.15 cm2. The   assembled 
supercapacitor was pressed under 10 atm pressure in 
a dry box. Second method uses aluminium foil plate 
as current collector and substrate, which is first 
treated with CuSO45H2O and NaCl etching solution 
in order to remove oxides [20]. Different FLGS 
powders (pristine and intercalated with Na and Li) 
as well as AC powder were mixed with poly-vinyl 
acetate (PVAc) and the obtained paste gently was 
applied to etched aluminium electrode using small 
tungsten blade and left to dry for 1-2 days. 
Capacitor was made from two equal electrodes, one 
from three tested separators (Celgard-2400 
membrane, Rossmann rayon/cellulose fabric and 
Whatman glass fibre filter) and one from following 
electrolytes – 1 M water solutions of NH4Cl, NaCl, 
LiPF6, KOH, and Na2SO4. Cut electrodes with an 
area of 1 cm2 and separator soaked with electrolyte 
were put in plastic pocket and laminated directly 
with a laminator or on a hotplate.  

Carbon for hydrogen storage 

 Two different nanostructured carbon materials 
were tested – activated carbon AC from Latvian 
alder wood [17] and few layer graphene stacks 
FLGS – pristine and intercalated with Na, Mg and 
Li [18].   

METHODS USED IN RESEARCH 

The crystal structure was examined by x-ray 
diffraction (XRD) using a Philips X’Pert Pro MPD 
diffractometer with CuKα radiation. Molecular 
structure was investigated by Raman spectroscopy, 
using an Advantage-785 spectrometer with a laser 
wavelength of λ=785nm and InVia Renishaw 
micro-Raman spectrometer equipped with argon 
laser (514.5 nm, 10 mW). Surface morphology of 
synthesized samples was characterized by scanning 
electron microscopes (SEM) - Carl Zeiss EVO 50 
XVP, Hitachi S-400N, Tescan Lyra and table-top 
SEM Phenom Pro. 

Pore structure was assessed by N2 adsorption at 
77 K (Kelvin 1042, Costech Instruments). Pore 
volume was calculated by using Dubinin-
Radushkevich and Brunauer– Emmet–Teller (BET) 
theories and N2 sorption isotherms [17]. Carbon 

367



P. Lesnicenoks et al.: Nanostructured carbon materials as promoters of energy storage 

  

content in LiFePO4/C samples was determined via 
thermogravimetric analysis (TGA). 

Electrochemical measurements were carried out 
with potentiostat Voltalab PGZ-301 (and partly with 
potentiostat ELLINS 30-S) using open circuit 
potential scanning, electrochemical impedance, 
cyclic voltammetry and chronopotentiometry 
methods. Charge-discharge measurements of 
electrodes for batteries and supercapacitors were 
done with various current densities in a range of 1-
100 μA/cm2. Capacities shown were calculated 
ether using the dry mass of an electrode without the 
electrolyte or normalized per 1 cm2 area. 

Hydrogen adsorption measurements were 
performed with Sievert’s type device, attached to 
Mass spectrometer RGA-100, in which cryogenic 
cooling as well external heating is possible in 
temperature range +/- 200o C. Two gases, hydrogen 
and helium, are applied to the sample, firstly with 
He calibrating sample volume, then measuring H2 
adsorption-desorption values in powdered samples. 
The volume of camera is 94 cm3, both gases are 
filled with pressure 3.2 ±0.1 bar at room 
temperature (20o C). Pressure sensor is situated 
outside from camera to be heated/cooled therefore 
pressure values measured at higher and lower 
temperatures are relative. When absolute values of 
hydrogen adsorbed in sample are calculated, 
temperature correction in differential pressure 
values are taken into account. 

RESULTS AND DISCUSSION 

Carbon in battery electrodes 

XRD analysis displays all peaks characteristic to 
the orthorhombic LiFePO4 crystal lattice and Pnma 
space group, no impurities have been observed [21, 
22]. Raman spectroscopy shows carbon D and G 
bands located at 1350 cm-1 and 1600 cm-1 
respectively. No significant differences in Raman 
spectra can be observed between samples with and 
without reduced graphene oxide (rGO), therefore it 
can be concluded that rGO sheets coated on 
LiFePO4 are very thin. TGA shows that LiFePO4/C 
consists of 1.1 % carbon and confirms that 
LiFePO4/C/rGO additionally contains almost 3 % 
rGO. SEM image of LiFePO4/C/rGO is shown in 
Fig.1. 

The observation of single and few layer 
graphene in SEM is complicated, and often 
advanced SEM equipment is necessary, as one or 
few layer graphene can be nearly transparent for 

high energy electron beams [21]. Nevertheless, rGO 
sheets have been observed in all prepared 
LiFePO4/C samples. The grain sizes are 
approximately 100 – 700 nm, the obtained powders 
are noticeably porous - the average pore volume is 
56 mm3/g. The BET surface area is not sensitive to 
additive rGO, therefore it is similar to all prepared 
LiFePO4/C samples – ~30 m2/g. The presence of 
rGO in LiFePO4/C/rGO composite has caused an 
increase of the already high rate capability of 
LiFePO4/C – up to 163.5 mAh/g at 0.1 C (here 1 C 
= 170 mA/g). The rGO-wrapped LiFePO4/C grains 
in sample LiFePO4/C/rGO have also provided 
significant rate capability improvements (Fig.2). 

 
Fig.1. SEM image of LiFePO4/C/rGO [22]. 

 
Fig.2. The rate capabilities of the obtained composites 

[22]. 

The increase of the galvanostatically measured 
charge capacities above 5 C rate for rGO containing 
cathodes is seen due to the electron – conducting 
network created by rGO in LiFePO4/C improving 
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the electron transport in the cathode. It seems that 
the rate capability is improved more if the graphene 
oxide (GO, rGO precursor) is added to the synthesis 
at the earliest possible stage (sample LFP/C/rGO 
(1)). It is also worth noting that the capacity is 
increased not only at the higher charge and 
discharge rates, but also lower rates. The increase of 
the amount of the stored lithium in LiFePO4/C/rGO 
and other obtained LiFePO4 – rGO composites is 
most likely also due to the increased fraction of the 
electrochemically active LiFePO4 particles as a 
result of the rGO electron-conducting network. It is 
worth noting that recently an additional Li storage 
capacity due to the newly formed LiFePO4 – rGO 
composite has been observed by Hu et al. [23], and 
such contributions also cannot be ruled out in this 
work.  

Other nanostructured carbon additives 
(commercial carbon black and AC [17]) were tested 
[24]. From the charge – discharge graphs it can be 
concluded that the model battery in which carbon 
black has been used as an electron conducting 
additive for the LiFePO4 electrode displays a higher 
charge capacity - 109.5 mAh/g) as compared with 
model battery  where AC is used as additive to 
LiFePO4 – 97 mAh/g [24]. This result can be 
explained with differences in microstructures of 
both carbon forms - carbon black is like a sponge 
capable of covering the LiFePO4 grains and 
providing better electrical conductivity between 
them, whereas AC mostly consists of large grains 
with rather sharp edges (Fig.3). 

 
Fig.3. SEM image of carbon black (a) and activated 

carbon (b) materials [24].  

Electrophoretically coated GO films can be used 
as anodes in lithium ion batteries. XRD analysis of 
electrophoretically prepared rGO film (Fig.4) 
exhibits a characteristic peak of graphene at 26.5º 
(002), which was not observed for GO [19]. The 
characteristic peak of GO powder at 11º was not 
observed for electrophoretically coated and reduced 
film on steel substrate (upper curve, Fig.4). It means 
that most of the GO was successfully converted to 
graphene by thermal reduction of the 

electrophoretically deposited GO films. The 
gravimetric charge capacity at slow discharge rate (I 
= 0.8 mA) reaches high value ~ 1120 mAh/g, but 
increasing of discharge rate causes the gradual 
decrease of capacity. 

 
Fig.4. XRD patterns for GO, steel substrate and rGO or 

graphene film [19]. 

At much higher discharge rate (I = 2 mA) 
capacity falls to ~ 620 mAh/g and after 50 cycles 
stabilizes at ~ 530 mAh/g [19]. The Coulombic 
efficiency for first 50 cycles of rGO electrode 
exceeded over 85 % and further decrease of 
capacity during the cycling is negligible. Much 
lower capacities are measured for anode made from 
commercial graphite flakes - 135.6 mAh/g, and 
even less is determined for anode made from FLGS 
- 111.5 mAh/g [24]. The results show that 
electrophoretic deposition compares favourably 
with the classical thick film technology in the case 
of lithium ion battery anode preparation.  

Carbon in supercapacitors 

Results of capacitor electrodes made from AC 
according to methodology developed by Volperts et 
al. [17, 25] showed that highest values of specific 
capacitance is achieved for materials obtained at 
low carbonization temperatures – 600 °C and 
700 °C – the capacitance is 330 F/g and 320 F/g 
correspondingly. With increase of activation 
temperature, specific capacity decreases, although 
total volume of pores increases. This capacity 
decrease with increase of activation temperature 
corresponds to decrease of micropore volume (0.8 
nm – 1.5 nm) proportion in porous structure of 
activated carbons. Few layer graphene stacks 
(FLGS) is a different nanostructured carbon 
material made according to the methodology 
developed by Lesnicenoks et al. [18]. The presence 
of graphene is confirmed by Raman spectroscopy 
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(Fig.5). This spectroscopy is the most commonly 
used method in the characterization of the quality of 
graphene, as well as separation of graphite from 
graphene. A single Raman peak at 1580 cm−1, called 
the G peak is characteristic to natural single-crystal 
graphite. It is formed by in-plane C−C bond 
stretching (E2g) mode of sp2 hybridized carbon 
atoms. 

 
Fig.5. Raman spectra of FLGS powder material. 

In a perfect graphite crystal the first-order 
vibrational mode of the D band is forbidden because 
of selection rules, but if the long range order of the 
crystalline material is lost and the graphite becomes 
polycrystalline (splits in sheets), D peak appears at 
1358 cm−1. The relation between width and 
intensities of G and 2D peaks is characterized with 
the number of graphene layers and sample quality. 
High number of layers in stacks is responsible for 
the width of 2D peak at 2685 cm-1. 
Cyclic voltammetry results (Fig.6) confirms that 
from the tested separators – "Celgard 2400" 
membrane, "Rossmann" rayon/cellulose fabric and 
"Whatman" glass fibre filter - the last two show 
higher current values 1 M solution of NH4Cl is used 
as electrolyte [20] in all cases). The dependence 
from membrane material could indicate insufficient 
ionic transport through the separator. The role of 
separator in a perfect case is to only separate both 
electrodes [26]. However, in real life different 
separators might lead to different amounts of 
electrolyte being used, therefore not allowing a 
proper wetting of the electrodes. It should also be 
noted that all three of the membranes have different 
thicknesses; in addition, samples were encapsulated 
using a commercial laminating device (temperature 

+110 oC) and plastic covers, which can influence 
materials more sensitive to temperature, as the 
Celgard 2400 membrane is made of polypropylene. 

 

 
Fig.6. Volt-amperic characteristics (scan rate of 

potential – 50 mV/s) of capacitors with FLGS electrodes 
and different separators.  

FLGS were tested as electrodes in capacitors 
with difference in formation of active material as 
described above (using PVAc as binder instead of 
PTFE), and several measurements were made. 

From charge-discharge curves the capacity 
values are calculated for all measured samples 
(Table 1). 

Table 1. The values of measured capacities. 

Electrode 
material 

Electrolyte Capacity    
± 0.01 mF/cm2 

AC KOH 0.37 
AC  NH4Cl 0.86 
FLG, NaCl 0.26 
FLG isolated NaCl 0.95 
Na FLG NaSO4 4.47 
Li FLG  LiPF6 2.28.103 

 
From capacitor volt-amperic (Fi.6) and charge-

discharge curves (not shown here) it can be seen 
that they are partly reminiscent to batteries and 
partly to capacitors. Since the graphene electrodes 
can be used in lithium-ion batteries as the anode and 
cathode, apparently we have obtained a hybrid 
battery-supercapacitor, especially in case using 
LiPF6 electrolyte; this sample also has the largest 
capacity (Table 1). The hybrid battery is 
combination of different types of energy storage in 
one source [27]. 

The reason of such remarkable difference 
between capacitors with inorganic and organic 
electrolytes may be caused by the applied binder 
(PVAc). 
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Carbon for hydrogen storage 

Comparing the hydrogen adsorption 
performance of activated carbon (AC) from Latvian 
alder wood with few layer graphene stacks FLGS 
intercalated with Li (Fig.7) it can be seen that 
activated carbon (brown line) starts to adsorb 
hydrogen at temperature of approx. 230 K. 

 
Fig.7. Pressure – Temperature characteristics of two 

samples (AC and FLGS+Li) in two different atmospheres 
– helium and hydrogen.  

Calculated value of absorbed hydrogen mass in 
AC sample approaches 1.3 wt% and is promising 
value for further research and potential applications. 
Detailed analysis of the pressure and temperature 
output data for this sample (Fig.8) shows 
pronounced hydrogen absorption region (coloured 
circle) with temperature and pressure oscillations, 
which indicate an exothermic reaction (heat is 
released). 

 
Fig.8. Pressure and Temperature as function of time 

during cooling and heating sample AC in hydrogen 
atmosphere. 

If we consider mechanisms such as metal 
hydride formation, Li should not be favourable as 
low temperature hydride, but in our system – 
intercalated graphene surfaces, we are more 
concerned with stabilisation of defects in FLGS 
plates, thus Li FLGS is still considered because 
preliminary results (Fig.7) show small but positive 

value – 0.1 wt% of adsorbed hydrogen starting from 
170 K. 

CONCLUSIONS 

Carbon in battery electrodes 

From the charge – discharge graphs it can be 
concluded that the cathode material LiFePO4/carbon 
black has a higher charge capacity as cathode 
material with active carbon additive (109.5  and 97 
mAh/g accordingly). The presence of rGO in 
LiFePO4/C/rGO composite has caused an increase 
of the already high rate capability of LiFePO4/C – 
up to 163.5 mAh/g at 0.1 C (here 1 C = 170 mA/g). 
The rGO-wrapped LiFePO4/C grains in sample 
LiFePO4/C/rGO have also provided significant rate 
capability improvements. Electrophoretically 
deposited GO films can be used as anodes in lithium 
ion batteries. The gravimetric charge capacity at 
slow discharge rate (I = 0.8 mA) reaches high value 
~ 1120 mAh/g, but at higher discharge rate (I = 2 
mA) capacity falls to ~ 620 mAh/g and after 50 
cycles stabilizes at ~ 530 mAh/g. Much lower 
capacities are measured for anode made for 
commercial graphite flakes - 135.6 mAh/g, and 
even less is determined for anode made from FLGS 
- 111.5 mAh/g. 

Carbon in supercapacitors  

Results of capacitor electrodes made from 
activated carbon showed that highest values of 
specific capacitance 330 F/g and 320 F/g are 
achieved for materials obtained at low carbonization 
temperatures – 600 °C and 700 °C – 
correspondingly. From the tested separators -
"Celgard 2400" membrane, "Rossmann" 
rayon/cellulose fabric and "Whatman" glass fibre 
filter - the last two show higher current values, 
when 1 M solution of NH4Cl is used as electrolyte. 

Carbon for hydrogen storage 

Comparing hydrogen adsorption performance of 
activated carbon from Latvian alder wood with few 
layer graphene stacks FLGS intercalated with Li it 
can be seen that activated carbon starts to adsorb 
hydrogen at temperatures of approx. 230 K and 
reach value 1.3 wt%. 
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The application of hard coatings in the machining industry has rapidly grown recently. Their variety is huge and each of them has 
advantages and disadvantages. The latter makes them suitable for certain and relatively limited purposes. Although one universal 
coating which is suitable for almost all kind of machining does not still exist, a coating which is close to this definition is discussed in 
this work: nc-(Al1-xTix)N/a-Si3N4. Its properties which are important from a practical point of view are studied and an analysis of its 
wide application is performed here. 
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INTRODUCTION 

The advantages of the composite materials have 
long been known and they have found application 
in the nanotechnologies reasonably. In respect to 
the hard and superhard coatings, one of the major 
contemporary trends is exactly the creation of 
nanocomposite coatings. Nowadays, their use in 
industry is extensive and their diversity is increased 
[1-5]. 

The advanced technology for obtaining of 
superhard nanocomposite coatings is aimed at a 
creation of small crystallites in size of several nm 
which are surrounded by an amorphous tissue with 
thickness of several tenths of nm. Practically, such 
one construction ensures a lack of columnar 
structure and the propagation of dislocations is 
strongly hampered respectively [6, 7]. This, along 
with the Hall-Petch effect [2, 7, 8], greatly 
increases the hardness which is the most important 
mechanical property of these coatings. Thus it 
reaches and even exceeds the hardness of the 
diamond [3, 7, 8, 9]. The practical absence of an 
internal stress in such coatings ensures good 
adhesion and permanent mechanical properties for 
an unlimited time period [8, 9]. 

As far as the above description is common to the 
modern nanocomposite coatings, the multilayered 
gradient coating nc-(Al1-xTix)N/a-Si3N4 possess 
some specific characteristics which make it notably 
suited for various machining processes. Its 
excellent adhesion due to a smooth transition from 
the substrate material to the main layers ensures its 
strength even in incontinuous processing (e. g. 
milling, punching). The solid solution of the 
nc-(Al1-xTix)N nanocrystallites allows relatively 
easily to control the formation of their small sizes. 
Even if other than optimum for a high hardness 
grain sizes have been prepared, they can change 
during the work operations and one such high 
hardness can be reached: this is one unique "self-
hardening" effect [3, 8, 9, 10]. The a-Si3N4 
amorphous phase gives a good oxidation resistance 
[9, 10] and prevents the change of the face centered 
cubic lattice of the nc-(Al1-xTix)N into a hexagonal 
at a high-temperature [9, 10] which would lead to a 
hardness decrease. The top layer which is enriched 
with Al, ensures the passivation of the coating 
surface thus increasing the oxidation resistance 
significantly [11, 12]. Because of above mentioned 
facts, this coating can be used at a very high 
temperature: up to ca. 1200 °C [3, 8, 10, 11], when 
the Co (when used WC/Co tool) begins to diffuse in 
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the layers which worsens the properties of the 
coating [1, 10]. As a result, this allows a machining 
without a coolant [1], as the low thermal 
conductivity of this coating protects the cutting tool 
[1, 13]. 

One superhard nc-(Al1-xTix)N/a-Si3N4 gradient 
nanocomposite coating deposited by Vacuum 
(Cathodic) Arc Deposition (VAD, CAD) on steel 
1.2343 (4Х5МФС, X37CrMoV5-1) is discussed 
below. Most of the mechanical and tribological 
parameters are studied. One analysis of its practical 
implementation is performed. 

EXPERIMENTAL DETAILS 

The used samples of 1.2343 steel have a 
rectangular parallelepiped shape: 25 x 8 x 5 mm 
(Length x Breadth x Height). This steel is often 
applied as material for injection molds, punches, 
conveyor screws, etc. They were hardened to 
52 HRC (at the highest temperature attained during 
the deposition process: 485 °C, this steel does not 
change its hardness), then polished to Ra = 
0,033 μm. Immediately before the deposition, they 
were mechanically cleaned and then treated in an 
ultrasonic bath with a solvent of deconex HT 1170. 

The completely cleaned samples were loaded 
into the vacuum chamber of a VAD system π80+ 
(manufactured by PLATIT, Switzerland), in which 
a LAteral Rotating Cathodes (LARC® technology) 
[1, 3, 4, 14] are used. An initial pressure of 
1,0.10-4 mbar was reached in the chamber, then the 
samples were heated in an environment of Ar (a 
flow rate of 6 sccm) up to 485 °C for 90 min. 
During this period the pressure was risen, but after 
its end the Ar and heaters were stopped and the 
pressure was waited to fall back again to 
1,0.10-4 mbar. 

Next, one etching in Ar+ glow discharge for 
5 min was done at a gradually increase of the flow 
rate of Ar from 55 to 130 sccm and a bias pulsed 
voltage to the samples Ubias = -760 V, while the 
temperature in the chamber was stabilized at 
470 °C to the end of the whole deposition. Then, a 
pre-cleaning of the cathodes was carried out for 
1 min. This is done by a rotation of their magnetic 
system and evaporation in the opposite direction 
from that of the deposition, i. e. to the door where 
they are mounted - Virtual Shutter® technology [1, 
14]. The last ensures the production of unpolluted 
layers with guaranteed quality. Through the already 
cleaned cathodes one bombardment of the samples 
with metal Ti+ ions was done for 4 min at a flow 
rate of Ar of 20 sccm and a bias voltage Ubias which 
was changed from -850 to -1000 V. During this 

cleaning, the Ti cathode worked only at arc current 
of ca. 65 A. With that the actual coating deposition 
was ready to begin. 

The deposition was performed in a pure N2 
atmosphere. The process was regulated by pressure, 
not flow rate, in order to achieve higher accuracy 
and repeatability. It was carried out at a bias 
voltage Ubias = -110 ÷ -40 V (being varied 
according to the respective steps of the coating 
recipe), while the maximum ion current to the 
samples Ibias (two working cathodes of Ti and AlSi) 
reached 5,0 ÷ 5,5 A. Initially, the deposition begun 
with the interface TiN layer, passed through 
gradient layers to the nc-(Al1-xTix)N/a-Si3N4 base 
layer and finally reached gradiently to the 
outermost layer which has an increased content of 
Al for a greater oxidation resistance of the surface. 
The structure of the obtained coating is partially 
described in [7]. The total duration of the 
deposition was about 2 h, a three-axial rotation of 
samples was used. 

After that, the samples were cooled down (the 
pumps and gas flow were turned off), as when 
temperature dropped to 380 °C, the chamber was 
inflated with N2 at a flow rate of 200 sccm for 5 
min. Finally, a temperature drop to 200 °C was 
waited, after which samples were unloaded from 
the chamber. 

The coating thickness which is an important 
complex characteristic was measured using calo 
tester developed by CLAP-Plovdiv [15]. A ball 
with a diameter of 30 mm was used and the formed 
calotte section (ball crater) was observed and 
geometrically dimensioned through the optical 
system of a Compact Platform CPX (MHT/NHT) 
CSM Instruments in CLAP-Plovdiv. 

The nanohardness and elastic modulus of the 
coating were studied using Compact Platform CPX 
(MHT/NHT) CSM Instruments in CLAP-Plovdiv. 
A Berkovich type diamond indenter was used and 
the measurements were processed by the Oliver and 
Pharr method. 

The adhesion was evaluated using Micro 
Scratch Tester (MST) module of the last 
equipment. A Rockwell type diamond indenter 
rounded on top (radius of 200 μm) was applied. The 
coefficient of friction was additionally observed 
during the scratch test. 

The wear resistance of the coating was 
investigated by the pin-on-flat test using a stand 
which is developed at Technical University - Sofia, 
Branch Plovdiv [16]. The counter-part was a pin of 
Al2O3 rounded on top (radius of 2,45 mm). The 
width of the tracks was found using a microscope: 
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contactless PC based measuring system TESA 
VISIO-300 at 100x magnification (resolution: 
0,001 mm). 

RESULTS AND DISCUSSION 

An image of a calotte section made by the 
calotest is displayed in Fig.1. The interface TiN 
layer and outermost layer with increased content of 
Al could be outlined. Also, droplets could be seen 
there which are occurred unavoidably in VAD 
processes, but here they are relatively a few and do 
not make the overall behaviour of the deposited 
coating worse. 

 

Fig.1. Image of the calotte section 

Despite this section was designed for the coating 
thickness measurement, it indirectly demonstrates a 
good adhesion. In coatings with a poor adhesion, a 
partial delamination/spallation after such a test 
could be met frequently. 

The coating thickness h was calculated using the 
equation [15]: 

  .
2 2

3D d
h 10 m

8R



  (1) 

where D – the external section diameter (mm), d – 
the internal section diameter (mm), R – the grinding 
ball radius (here: 15 mm). It was evaluated that the 
coating thickness is 1,960 μm. This is a standard 
value for deposition on machining tools (2 μm). 

Fig.2 shows a load/unload curve caused by the 
nanoindentation. It is very smooth and this an 
evidence for no significant damages on the coating 
during this test [2]. The latter implies good 
mechanical properties, especially an improved 
adhesion. The high hardness of the substrate has 
less influence on the measured coating 
nanohardness and its smooth surface allows more 
precise carrying out of such a test. 

 

Fig.2. Load/unload curve 
 

The following parameters were derived: 
nanohardness H = 38 GPa; elastic modulus E = 
370 GPa; maximum penetration depth hm = 253 nm 
(at maximum load of 30 mN). This penetration 
depth is less than 15 % of the coating thickness 
(1,960 μm) and implies that the measured 
nanohardness is related mostly to the coating, i. e. 
the influence of the substrate is almost completely 
reduced [9]. This nanohardness is close to the limit 
for superhard coatings (40 GPa). It could be 
assumed, that when less penetration (down to 10 %) 
is used [9], this limit will be exceeded. But, then 
one has to take the indentation size effect (ISE) in 
consideration [8, 9] 

The results by the scratch test (sliding distance 
of 3 mm) are shown in Fig.3. 

 

Fig.3. Scratch test: a) diagram; b) trace 
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The load Fn (Fig.3a) which presses the indenter, 
is changed linearly to its maximum value of 30 N 
(the maximum load which the used apparatus can 
create). The coefficient of sliding friction μ is 
measured along the trace. Its value is almost 
constant (especially within the boundaries from 
concatenation to the first damages), which could be 
explained by a very little stress in the coating due to 
the nanocomposite structure. Also, the last 
predetermines a predominantly smooth trace 
(Fig.3b). It should be pointed out that the measured 
low values of the friction coefficient are due to the 
use of a diamond indenter. 

Images of the trace at different load on the 
indenter are shown in Fig.4. In the beginning, a 
relatively smooth track without destructions could 
be seen (Fig.4a and 4b). The first apparent damages 
in the coating are detected under compressive load 
of ca. 24 N (Fig.4c). Their insignificance causes a 
very slight leap in the graph of the coefficient of 
friction (Fig.3a) - this is the first critical load LC1. 
Since an evident delamination, i. e. substrate 
exposure, could not be seen in the track, it is 
acceptable that the second critical load LC2 is not 
reached up to the maximum applied load of 30 N. 
Also, here could be observed a small amount of 
droplets which was smashed during the test. 

 
Fig.4. View of the trace at different load: a) 9 N; b) 

17 N; c) 24 N 

A survey of the wear rate was carried out at a 
room temperature with the following parameters: 
sliding speed = 6,78 mm/s, stroke of the sample 
(length of the track) = 11 mm, normal load = 
0,65 N. Two test series with different duration t 
(respectively sliding distance L) were done: t = 
30 min (L = 12,21 m) and t = 60 min (L = 
24,42 m). 

The wear rate Iw was computed by the following 
equation [17, 18]: 

 
3

w

V mm
I

FL Nm

 
  

 
 (2) 

where V - wear volume (mm3), F - normal load (N), 
L - sliding distance (m). 

After the width of the track was measured 
initially using a microscope, the wear volume was 
determined by geometric calculations. For more 
convenience, one program for the calculation of 

this volume and wear rate was made using a MS 
Excel software. Also, using a SolidWorks software, 
one 3D-model of the track end sections was 
generated which confirmed the accuracy of these 
calculations [17]. 

Table 1 shows the experimental data received by 
the test for the wear rate assessment. The obtained 
results prove that under identical conditions, the 
coated sample is much more wear resistant than the 
uncoated one. The values for the wear rate are 
ordinary, but rather to the upper limit for similar 
coatings. This could be explained by the occurrence 
of one tribochemical interaction between the 
counterpart and coating [18]. Also, it could be 
assumed that the relatively small coating thickness 
contributes to the higher values of the wear rate (the 
bottom gradient layers which possess lower wear 
resistance are affected earlier by the indenter). 

Table 1. Values of the wear rate under different 
experimental conditions (mm3/Nm) 

sample 
type 

t, 
min 

V, 
mm3 

Iw, 
mm3/Nm 

without 
coating 

30 39,457.10-3 4,971.10-3 
60 68,848.10-3 4,337.10-3 

after the 
deposition 

30 16,345.10-3 2,059.10-3 
60 43,615.10-3 2,747.10-3 

 

Additional details about the wear resistance test 
could be found in [17]. 

CONCLUSIONS 

The studied nc-(Al1-xTix)N/a-Si3N4 coating 
demonstrates high hardness, excellent adhesion, 
low friction coefficient and obviously good wear 
resistance. Assuredly, these good tribomechanical 
properties are mainly due to its two-phase 
nanocomposite structure. 

The results of the presented studies are fully 
proven by the practical application of this coating. 
According to the data (despite they are 
unsystematic) received from the partners of CLAP-
Plovdiv, it works well when deposited on a variety 
of cold working machining tools: end mills, drill 
bits, gear cutters, etc. Also, good results are 
achieved when it is implemented on injection 
molds, punches, bed dies, etc., but in such cases, 
depending on the particular situation, it is 
successfully competed by other coatings: TiCN, 
TiN/CrN-ml, nc-(Al1-xCrx)N/a-Si3N4, etc. Among 
its other properties, this coating allows multiple 
overlapping (re-coating) after a re-sharpening of the 
tool without removal of the old coating (stripping) 
[7]. 

b) a) c) 
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The nanocomposite superhard coatings are one 
relatively new phenomenon which has become 
widespread quickly. Described here coating 
nc-(Al1-xTix)N/a-Si3N4 is already proven in practice 
and now being worked mostly on its improvement 
[4, 14]. The presented analysis shows that in the 
near future this and similar coatings going to 
become even more relevant to the machining 
industry. 
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Mathematical modelling concerning the influence of chemical composition upon 
hardness of cadmium telluride crystal 

- Part 1- 
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Cadmium telluride is an alloy with semiconductor properties obtained by melting on furnaces of cadmium and tellurium, and is 
currently the basic material for manufacturing photovoltaic cells. The mathematical model developed in this paper expresses the 
hardness values of cadmium telluride crystal, depending on the micro-alloying elements. This material has been studied in the 
literature only in terms of properties defining characteristics of semiconductors, without presenting any data concerning the influence 
of micro-alloying elements upon hardness values. Micro-alloying elements concentration was determined using laser ablation 
technique with New Wave Research UP213 coupled to an ICP-MS Agilent 7500 and hardness values were determined with DUH-
211S Shimadzu ultra-micro hardness tester, the Martens method. The mathematical model is aimed to determine hardness of 
cadmium telluride crystals depending on the chemical composition. 

Keywords: hardness, laser ablation, alloy, hardness tester 

INTRODUCTION 

Cadmium telluride is an alloy with 
semiconductor properties, obtained through melting 
in special furnaces tellurium and cadmium 
semimetals and is currently the base material for 
manufacturing photovoltaic cells. Furthermore, 
through micro-alloying (crystal doping) with 
mercury, the base material for high performance 
infrared detectors used in spectrometry and remote 
sensing is manufactured, whereas through micro-
alloying with zinc is obtained the base material for 
manufacturing Röntgen and Gamma detectors [1, 
2]. 

Cadmium telluride is characterized through a 
crystal, hence fragile structure. In the process of 
manufacturing large areas solar panels, the 
cadmium telluride, as base material, should provide 
corresponding mechanical characteristics 
depending on operating conditions. That is why a 
thorough study and an advanced characterization of 
the mechanical behavior of cadmium telluride 
crystal could be extremely useful. 

The paper proposes a mathematical model 
which provides the hardness values of cadmium 
telluride crystal depending on the micro alloying 
elements. This material has been studied in the 
literature only in terms of defining the 
characteristics of semiconductor properties [3, 4, 5, 

* To whom all correspondence should be sent: 
severin.traian@fim.usv.ro 

6, 7], without presenting any data concerning the 
influence of micro-alloying elements upon hardness 
values. That is why, providing a model and, 
consequently, having the possibility to predict the 
mechanical behavior and especially the hardness of 
cadmium telluride is of the last importance for 
practical issues depending on operating 
particularities. 

EQUIPMENT USED FOR THE ACQUISITION 
OF EXPERIMENTAL DATA 

LA-ICP-MS technique is particularly useful for 
in situ samples analyzes, that is, for applications 
that require understanding of elementary spatial 
variation for the sample. 

Laser ablation (LA) coupled to an ICP-MS 
equipment (mass spectrometry with inductively 
coupled plasma) may perform direct analysis on 
almost all materials. 

This technology was used in determining the 
composition of cadmium telluride crystal, by the 
instrumentality of a LA model UP213 of New 
Wave Research Company, coupled with a model 
Agilent 7500 ICP-MS, Agilent Technologies, from 
the laboratory of Instrumental Analysis of the 
Faculty of Food Engineering, University of 
Suceava Romania (Fig.1). The UP 213 (213 nm 
laser ablation) releases atomic vapors of the 
material absorbed in the ICP MS to quantitatively 
determine its elements. 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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Fig.1. Laser ablation system UP-213 New Wave (1) – 

ICP-MS Agilent 7500 (2) 

The UP series of laser ablation equipment 
manufactured by New Wave Research Company is 
specially designed to work with ICP-MS and ICP-
OE systems. The YAG laser of UP213 ablation 
equipment is operating in 213 nm UV region, Fig.2. 

 

Fig.2. Ablation zone on surface CdTe crystal after a 
qualitative and quantitative analysis performed with 
NewWave UP213 spectrometer coupled to an Agilent 
7500 ICP-MS; laser continuously 10Hz rate, scan speed 
10 µm/s, working energy 0.721 mJ channel length 1 mm 

Using ICP MS type spectroscopy to study 
hardness allows highlighting the influence of micro 
alloying elements traces upon the hardness. 

Micro hardness of cadmium telluride crystal was 
investigated and evaluated using the Shimadzu 
DUH-211S micro hardness tester (Fig.3). 

RESULTS 

In this experimental research, cadmium telluride 
single crystal has the composition, concentrations 
of components and mechanical characteristics 
consistent with those presented in Tables 1 and 2 

and determined by ICP-MS-LA technique.  
Moreover, the research was focused also on the 
distribution of the segregation of chemical elements 
of micro alloying with respect to the geometrical 
position of a point down the axis of the crystal, 
distribution enabling further correlation of the 
composition and concentration with the 
semiconductor, mechanical and thermal properties 
of cadmium telluride. To this end cadmium 
telluride crystal was mechanically cut lengthwise 
and on the symmetry axis have been marked 
distances of 5 mm on 5 mm (17 areas,), Fig.4. 

 

Fig.3. Shimadzu DUH-211S micro hardness tester (1), 
sample manual positioning system (2), footprint optical 
viewing system (3) image pickup video system CCD (4), 
hardness measurement and footprint inspection software 
(5) 

Fig.4. Analysis scheme on areas of cadmium telluride 
crystal, [8], [11] 

The analysis of the distribution of micro 
alloying elements of cadmium telluride crystal on 
was extended to all ten chemical elements, whose 
average concentration (mean concentrations of all 
the seventeen measurement areas) is shown in 
Table 1.  

Determination of the mechanical characteristics 
(HMV, HM - Martens hardness), indentation elasti-
city modulus (EIT), tendency of creep indentation 
(CIT) and depth of indentation for cadmium telluride 
crystal depending on the micro alloying elements 
for the 17 analyzed areas (S1-S16) was 
instrumented through the Martens method for 
determining hardness, using an automatic hardness 
testing device Shimadzu DUH-211S, (nit=plastic 
and elastic portions of indentation work). 

1 2 

1 

4 

3 

2 5 
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Table 1. Average concentrations of micro alloying 
elements in a cadmium tellurium single crystal 
(ppb=parts per billion) 

Test no. V(ppb) Cr(ppb) Co(ppb) Ni(ppb) Cu(ppb) 
0 120 334 29 37 31 
1 120 250 28 36 30 
2 130 220 27 33 33 
3 150 210 25 25 35 
4 154 180 24 25 36 
5 154 168 24 24 37 
6 159 165 25 24 38 
7 161 163 24 24 40 
8 161 155 24 23 42 
9 168 148 25 22 44 
10 170 134 26 21 48 
11 171 132 25 20 49 
12 173 129 25 19 50 
13 180 127 24 19 53 
14 220 125 24 19 58 
15 221 125 23 18 60 
16 229 124 22 18 61 

 167,117 169,941 24,941 23,941 43,823 

stdev 31,966 56,302 1,748 5,984 10,107 

Table 1. Continuation  

Test no Zn(ppb) Sn(ppb) W(ppb) Tl(ppb) Pb(ppb) 
0 5100 3,4 46 0,21 0,57 
1 3800 3,8 33 0,21 0,51 
2 2500 3,9 25 0,18 0,35 
3 1800 5 19 0,19 0,41 
4 1660 9,5 17 0,21 0,37 
5 1610 9,4 18 0,22 0,44 
6 1590 8,6 20 0,2 0,45 
7 1580 9,2 18 0,25 0,43 
8 1570 9,6 17 0,17 0,54 
9 1550 9,6 20 0,16 0,42 
10 1420 9,5 17 0,2 0,41 
11 1419 9,5 15 0,15 0,46 
12 1411 9,4 13 0,19 0,71 
13 1405 9,4 12 0,16 0,57 
14 1400 9,3 11 0,18 0,44 
15 1398 9,2 11 0,18 0,33 
16 1398 9,4 11 0,14 0,47 

 1918,294 8,10 19,00 0,188 0,463 

stdev 1015,069 2,359 8,909 0,027 0,093 

Table 2. Mechanical characteristics of CdTe Crystal 
depending on the micro alloying elements of the 17 areas 
of analysis 

Cr. 
no. 

Fmax 
[mN] 

hmax 
[µm] 

HMV 
[N/mm2] 

HMs 
[N/mm2] 

Analyzed  
area 

1 500.50 51.985 697.33 538.897 S 0 
2 500.12 52.587 681.33 526.533 S 1 
3 500.71 52.850 679.33 524.987 S 2 
4 500.50 53.046 674.33 521.123 S 3 
5 500.91 53.431 667.66 515.97 S 4 
6 500.21 53.544 663.66 512.88 S 5 
7 500.50 53.554 662.66 512.10 S 6 
8 500.10 53.644 661.33 511.07 S 7 
9 500.50 53.731 660.66 510.56 S 8 
10 500.98 53.723 657.33 507.98 S 9 
11 500.00 53.750 649.33 501.80 S 10 
12 500.10 53.815 649.00 501.54 S 11 
13 500.50 53.809 644.33 497.93 S 12 
14 500.50 53.815 640.66 495.10 S 13 
15 500.50 54.001 639.66 494.33 S 14 
16 500.50 54.194 638.66 493.56 S 15 
17 500.03 54.256 635.00 490.72 S 16 

Table 2. Mechanical characteristics of CdTe Crystal 
depending on the micro alloying elements of the 17 areas 
of analysis (continuation) 

Cr 
no. 

Hit 
[N/mm2] 

Eit 
[N/mm2] 

Cit 
[%] 

nit 
[%] 

Analyzed 
area 

1 898.167 3.096e+004* 0.624 15.825 S 0 
2 881.805 3.032e+004* 0.621 16.265 S 1 
3 872.484 2.982e+004* 0.596 16.425 S 2 
4 864.408 2.640e+004* 0.590 16.434 S 3 
5 860.234 2.617e+004* 0.588 16.486 S 4 
6 860.758 2.601e+004* 0.587 17.236 S 5 
7 854.355 2.504e+004* 0.530 17.373 S 6 
8 853.564 2.500e+004* 0.529 17.397 S 7 
9 848.605 2.499e+004* 0.529 17.498 S 8 
10 837.764 2.498e+004* 0.524 17.514 S 9 
11 837.764 2.489e+004* 0.524 17.914 S 10 
12 827.154 2.489e+004* 0.518 17.936 S 11 
13 824.842 2.487e+004* 0.506 18.079 S 12 
14 823.154 2.484e+004* 0.504 18.116 S 13 
15 821.792 2.483+004* 0.504 18.129 S 14 
16 820.304 2.479e+004* 0.503 18.257 S 15 
17 819.602 2.479e+004* 0.502 18.568 S 16 

 

 

Fig.5. The graphical representation of the 
evolution of average hardness of cadmium 
telluride crystal depending on the micro 
alloying elements for the 17 analyzed areas: 
power (F) - indentation depth (hmax), 
Martens Hardness Test, using hardness 
testing device Shimadzu DUH-211S 
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Fig.6. The graphical representation of the evolution of average hardness of cadmium telluride crystal depending on 
the micro alloying elements for the 17 analyzed areas: indentation depth (hmax) – time (t), Martens Hardness Test, using 
hardness testing device Shimadzu DUH-211S 

 
Also plotted in Fig.5 it is shown the evolution of 

the indentation force (F) depending on the 
indentation depth (h) of the indenter, respectively in 
Fig.6 the variation of the indentation depth (h) of 
the indenter in time,  for the cadmium telluride 
crystal. 

CHECKING THE HOMOGENEITY OF 
HARDNESS VALUES VARIANCES FOR 

CADMIUM TELLURIDE CRYSTAL 

Checking the homogeneity of hardness values 
variances for cadmium telluride crystal is 
performed using Bartlett Test and finally verifying 

2
B  which should obey to the law 2 with k-1 

degrees of freedom. The decision concerning H0 

hypothesis will be accepted if: 2
;1k

2
;

2
B    , 

and rejected if: 2
;1k

2
;

2
B    [9, 10]. 

 

    Table 3. Bartlett test results for CdTe crystal hardness values 

Current 
no. 

Bartlett parameters 
checking  

Crystal area  

Area 0 
Area 

1 
Area 

2 
Area 

3 
Area 

4 
Area 

5 
Area 

6 
Area 

7 
Area 

8 
1 k- area no. 17 
2 ni – sample 3 3 3 3 3 3 3 3 3 

3 i = ni – 1 2 2 2 2 2 2 2 2 2 

4 2s ( variance ) 0,33 12,33 20,33 9,33 6,33 20,33 2,33 6,33 4,33 

5 
2

i sln  -2,217 5,024 6,024 4,466 3,690 6,024 1,691 3,690 2,931 

6 2sln  68,59724 

7 



k

1i

2
ii sln  47,96952 

8 
 1k3

1


 0,02083 

9 












k

1i i

11


 8,00003 

10 2
B  - calculated 17,68 

11 2
B  - table 27,58 
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   Table 3. Bartlett test results for CdTe crystal hardness values (continuation) 

Current 
no. 

Bartlett parameters 
checking 

Crystal area 
Area 

9 
Area 

10 
Area 

11 
Area 

12 
Area 13 

Area
14 

Area 
15 

Area 
16 

1 K- nr. area no. 17 
2 ni - sample 3 3 3 3 3 3 3 3 

3 i = ni – 1 2 2 2 2 2 2 2 2 

4 2s ( variance ) 0,33 6,33 13 12,33 9,33 1,33 0,33 3 

5 
2

i sln -2,217 3,690 5,129 5,024 4,466 0,570 -2,217 2,197 

6 2sln 68,59724 

7 



k

1i

2
ii sln 47,96952 

8 
 1k3

1


0,02083 

9 












k

1i i

11


8,00003 

10 2
B  - calculated 17,68 

11 2
B  - table 27,58 

According to the results shown in Table 3 with 
respect to checking the homogeneity of variance for 
hardness values recorded for the CdTe crystal: χ2

B-

calculated = (17,68) < χ2
B-table (27,58). Consequently 

the hypothesis of the homogeneity of hardness 
dispersions should be accepted, with a probability P 
= 1 - α = 1 - 0,05 = 0,95 = 95%.  

It is clear that using Bartlett test, the results 
concerning the influence of micro alloying 
elements upon the hardness obtained for cadmium 
telluride crystal is confirmed by 95% confidence 
level. 

CONCLUSIONS 

In order to establish a link between the micro 
alloying elements and cadmium telluride crystal 
hardness experimental researches were carried out 
using ablation laser equipment UP213 New Wave 
Research, coupled to ICP-MS 750 Agilent, respectively 
Martens method for hardness measuring with hardness 
testing device Shimadzu DUH-211S. 

Moreover, using the method of homogeneity of 
hardness values variance (Bartlett test) was checked 
and validated by 95% confidence level, the 
influence of micro alloying elements upon 
cadmium telluride crystal hardness. 

According to the theoretical and experimental 
research, as shown from both Figures 5, 6 and 
values in Tables 1, 2, it is obvious that the influence 
of micro alloying elements have a significant role 

on the mechanical characteristics of cadmium 
telluride crystals. 

In order to extend the current research a 
mathematical model able to predict the value of 
cadmium telluride crystals hardness depending on the 
micro alloying elements should be developed.  This 
model will be drawn up based on the values of the 
alloying elements in Table 1, with hardness values 
specific to the analysis of the crystal according to Table 
2.  

The results of Bartlett test on the values 
determinated and presented in this paper encourage 
us to continue the work through developing the 
mathematical model for predicting the influence of 
chemical composition upon hardness of cadmium 
telluride crystal. 
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Protective multilayer (Ti, Al) N coatings deposited at low temperature by closed- 
field unbalanced magnetron sputtering 
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1Central Laboratory of Applied Physics, Bulgarian Academy of Sciences, 61 Sankt Petersburg Blvd., 4000 Plovdiv, 
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2 Institute of General and Inorganic Chemistry, Bulgarian Academy of Sciences, 1113 Sofia, Bulgaria. 

This article reports the results of a study of the physical-mechanical properties of the multilayer Ti-Al-N coatings deposited onto 
two types of substrates: high-speed steel and carbon tool steel. The coatings were deposited at the temperatures of 150-200 ºC by 
closed-field reactive unbalanced magnetron sputtering, while the process parameters were optimized to achieve adherent good quality 
coatings. Nanoindentation, scratch tests, X-ray diffractometry (XRD) and X-ray photoelectron spectroscopy (XPS) were used to 
characterize structural, compositional and mechanical properties of the coatings. The obtained coatings exhibited nanohardness and 
elastic modulus in the range of 26-38 GPa and 320-418 GPa respectively. The results of the scratch tests showed that the state of 
adhesion of the coating to the substrate depends on the coating deposition conditions. The measured coefficient of friction for all of 
the coatings was in the range of 0,09-0,13. The XPS and XRD analyses revealed that the coatings have Ti0.42Al0.58N composition 
with a lattice constant of 4.17Å. The findings are that the main process parameters defining the mechanical properties of the 
deposited at low temperature Ti-Al-N coatings are: reactive gas flow rate, sputtering temperature and plasma cleaning time. 

Keywords: physical vapour deposition (PVD), unbalanced magnetron sputtering, Ti–Al–N layers, hardness, adhesion 

INTRODUCTION 

Physical vapour deposition (PVD) processes are 
widely used for deposition of oxidation and 
corrosion resistant coatings on tools or machine 
components. The PVD transition metal nitrides 
such as Titanium Nitride (TiN) have been widely 
used as protective hard coatings to increase the 
lifetime and performance of cutting and forming 
tools [1-5]. However, the main drawback of TiN is 
its limited oxidation resistance (approximately 
500oC). Later on, a light metal element such as 
aluminium was incorporated into the TiN forming 
Titanium Aluminium Nitride (TiAlN) to overcome 
its shortcoming of instability at high temperatures. 
Furthermore, TiAlN coatings have been developed 
as an alternative to TiN, because of their higher 
oxidation resistance (approximately 750–800oC), 
enhanced hardness (30–35 GPa) and higher 
corrosion resistance [6-11]. 

TiAlN films have been widely developed in 
many application fields such as cutting, forming 
tools, semiconductor devices, optical instruments, 
diffusion and biocompatible barriers [8-10]. A 
fundamental advantage of TiAlN films is that 
during heating they form a highly adhesive, dense 
protective Al2O3 film on the surface preventing 
further  inward  diffusion of oxygen  into the coated 

* To whom all correspondence should be sent: 
ipfban-dve@mbox.digsys.bg 

material [11]. Among the many materials that can 
be chemically modulated in a multilayer, TiAlN is a 
favourite since it has a reputation for being wear 
resistant and chemically stable at high working 
temperatures.  

Many studies have been reported on the 
deposition and properties of TiAlN coating 
produced by various techniques [12]. Among PVD 
coating technologies, reactive magnetron sputtering 
is a very useful method for producing different 
types of coatings including TiAlN. Although the 
basic sputtering process has been known and used 
for many years, the developed unbalanced 
magnetron and its incorporation into multi-source 
“closed-field” systems is responsible for the rise in 
importance of this technique. Closed-field 
unbalanced magnetron sputtering (CFUBMS) is an 
exceptionally versatile technique for the deposition 
of high-quality, well-adhered films. The main 
advantages of this technique are as follows: 
possibility for deposition at low temperatures, 
including room temperature; use of non-toxic 
working gases; a high degree of smoothness, 
uniformity and density of the deposited coatings.  
In order to improve the efficiency of coating 
process several modifications of magnetron 
sputtering techniques have been developed [13-19].  

It is known that protective hard coatings (Ti, Al) 
N are generally deposited at temperatures of 400-
500 ºC which provide high adhesion of the coating 
to the substrate, but lead to structural changes and 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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could worsen the substrate material properties. 
However, some instrumental materials such as 
carbon tool steel (U12) have low thermal resistance 
(≤200ºC) which requires low-temperature 
deposition of the coatings to protect the instruments 
from overheating. The requirement to maintain a 
low temperature during deposition of the Ti-Al-N 
coatings complicates the preparation process. 
Hence, the establishment of optimal technological 
regimes providing stable and high functional 
properties of the system “tool-coating” is necessary. 
This task could be solved by developing a 
multilayer coating since each sub-layer has defined 
composition, structure, optimal adhesion, physical-
mechanical, tribological and corrosion resistance 
properties.  Notwithstanding, the fact that TiAlN 
coatings have been used for many years, there are 
few articles on their preparation at low 
temperatures [18-20]. 

The results of the study of the physical and 
mechanical properties of TiAlN coatings deposited 
via CFUBMS process at the low temperatures are 
presented in this article. 

EXPERIMENTAL DETAILS 

The multilayer Ti-Al-N coatings were deposited 
in a temperature range of 150 - 200 ºC by reactive 
unbalanced magnetron sputtering (UDP 850-4, Teer 
Coatings Ltd.) from two titanium (99,99 %) and 
two aluminium (99,99%) rectangular targets in a 
closed-field configuration. The coatings were 
deposited onto two types of hardened substrates: 
high-speed steel (HSS) and carbon tool steel (U12). 
Prior to coating deposition, the substrates were 
cleaned in a special alkaline solution in an 
ultrasonic bath at 60 °C for 10 minutes to remove 
oils used for steel protection against corrosion, ten 
followed by a rinse in de-ionized water and drying 
at 140 °C.  In general, after the cleaning procedure 
metal substrates contain an oxide layer which 
critically affects the adhesion of substrate-coating.   
Due to this, prior to the coating deposition, the 
substrates were cleaned in situ by ion etching in 
pure argon atmosphere under typical cleaning 
conditions: low magnetron power and a high 
negative pulsed DC bias potential on the substrate. 
Prior to the deposition, the vacuum chamber was 
evacuated to a base pressure of 2×10-3 Pa. After the 
evacuation, Ar or Ar + N2 mixture was introduced 
into the chamber. The Ar flow rate was controlled 
by mass flow controller and the flow rate of the 
reactive gas N2   was controlled by Optical Emission 
Monitor (OEM). 

In the deposition process, the substrates were 
rotated biaxially at a speed of 5 rpm in order to 
obtain homogenous film thickness and 
composition, and the distance between the 
substrates and the targets was 150 mm. In Table 1. 
are summarized the basic parameters for the TiAlN 
coatings deposition. 

Table 1. Experimental conditions for the TiAlN 
coatings deposition 

Process Parameter Value 

Chamber 
evacuation 

Base pressure   2 × 10-3  Pa 

Plasma cleaning Negative  substrate 
bias  

500 V 

 Ti target current 0.5 A 

 Time  5 – 20 min 

 Ar flow rate 25 sccm 

Coating 
deposition 

Substrate bias -70 V 

 Ti target current 5.0 A 

 Al target current 0.3 - 3.0 A 

 N2 flow rate 0.5 - 16 sccm 

 Substrate 
temperature 

150 - 200°C 

 Film thickness 1.2 - 1.6 µm 

 
The deposition of the multilayer Ti-Al-N 

coatings starts with a Ti bond layer (~ 100 nm) 
followed by two TiN interlayers (graded and 
stoichiometric, ~ 250 nm), then the Al content is 
increased gradually to form a graded Ti-Al-N 
transition layer and the structure is then completed 
with a Ti-Al-N layer. Graded interfaces are 
routinely formed to ensure that stress induced in the 
coating is dissipated away from the coating- 
substrate interface. All the films were deposited at a 
bias voltage of -70V and a frequency of 150 kHz, in 
pulsed regime of the Al cathodes and DC regime of 
the Ti cathodes using a mixture of argon 
(99.9999%) and nitrogen (99.9999%) gases with 
different partial pressure ratio. The Ar flow rate 
was kept constant (25 sccm) in all of the 
experiments. 

Measurements of the coating thickness were 
performed by a Calotest which is a suitable method 
for obtaining quick information about layer 
configuration, abrasion resistance and thickness. A 
stainless steel ball (~ 30 mm diameter) is used with 
diamond slurry with particles of 0.25 µm in 
diameter. The coating was abraded until the 
substrate was reached by the ball. After that, the 
coating was placed under an optical microscope 
where the circular crater shape was used to measure 
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the coating thickness by comparing the relative 
diameter of the exposed surface layers to the known 
diameter of the ball. The thickness was calculated 
using the CCD camera of the CPX Compact 
Platform of Anton Paar, CSM Instruments. 

The mechanical properties of the deposited 
coatings were investigated using Compact Platform 
CPX (MHT/NHT) CSM Instruments equipment. 
Nanoindentation was performed by a triangular 
diamond Berkovich pyramid in the loading interval 
of 15 - 200 mN. The nanohardness and elastic 
modulus were determined by applying the Oliver & 
Phar method. The microscratch tests for coating 
adhesion and friction coefficient determination 
were performed using a spherical Rockwell 
indenter with a radius of 200 μm at normal force, 
progressively increasing from 1 N to 30 N. 

Powder X-ray diffraction pattern of the sample 
was collected within the range from 5.3 to 80o2θ 
with a constant step 0.02o2θ and counting time 175 
sec./step on Bruker D8 Advance diffractometer 
(Germany) with Cu Kα radiation and LynxEye 
detector. Diffraction patterns from the coating were 
obtained with a detector scan at fixed tube position 
with tube angle 10o and 5o. Phase identification was 
performed with the Diffracplus EVA using ICDD-
PDF2 (2014) Database. The unit cell parameters 
and mean crystallite size were determined with the 
Topas-4.2 software package using the fundamental 
parameters peak shape description, including 
appropriate corrections for the instrumental 
broadening and difractometer geometry. 

XPS studies were carried out in an ESCALAB 
MkII (VG Scientific) electron spectrometer with an 
Al K, (1486.6 eV) X-ray source. In order to obtain 
information about chemical composition of the Ti-
Al-N coatings, XPS measurements were taken. 

RESULTS AND DISCUSSION 

Coating thickness 

A series of multilayer TiAlN coatings were 
deposited on commercially available 5 mm thick 
HSS (EN: 1.3343) and carbon tool steel (EN:CT 
120) substrates with diameter of 20 mm and 12 mm 
accordingly. Coating thickness measurements were 
taken by applying a Calotest method. The thickness 
of the deposited coating was calculated from 
measurements of the diameters of the craters in the 
coating and substrate.  Fig.1 shows a segment of the 
optical microscopy image of the TiAlN coating 
architecture, obtained by ball-cratering test. This 
technique can be easily adapted for the measuring 
of the thickness of the different layers in a 

multilayered coating as long as the individual layers 
are easily distinguished and of sufficient thickness 
to be resolved by the microscope used to view and 
measure the crater diameters. 

The calculated total thickness for all deposited 
coatings was in the range of 1.2 –1.6 µm. 

 

Fig.1. A segment of the optical microscopy image of 
the TiAlN coating architecture, obtained by ball-
cratering test: (1)- Ti bond layer; (2)- TiN graded 
interlayer; (3)- TiN stoichiometric interlayer; (4)- TiAlN 
transition layer; (5)- TiAlN top layer 

Mechanical properties 

The mechanical properties of the multilayer 
TiAlN coatings obtained at different deposition 
conditions are summarized in Table 2. The 
hardness (H) and elastic modulus (E) were 
determined from the indentation loading/unloading 
curves generated with a Berkovich indenter using 
the Oliver–Pharr method [22]. A maximum load of 
15 mN was applied, which corresponded to 
maximum indentation depths of less than 15% of 
the coating thickness, to minimize the substrate 
influence on the measurement. In our experiments, 
all the films were deposited at a constant bias 
voltage of -70 V and a frequency of 150 kHz in 
pulsed regime of the Al cathodes and DC regime of 
the Ti cathodes.  The substrate bias plays an 
important role in determining the mechanical 
properties of the coatings. The use of ion 
bombardment allows deposition of adherent 
coatings at low substrate temperatures. In general, 
the hardness increases with the substrate bias up to 
100 V, and does not change significantly at higher 
bias values [21]. Nanoindentation measurements 
reveal that the TiN interlayers (see Table 2) have 
nanohardness of 24 GPa and elastic modulus of 297 
GPa. The measured mechanical properties lead to a 
H/E ratio of 0.08. The TiAlN coatings deposited at 
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substrate temperature of 200°C presented maximum 
hardness H= 38 GPa and elasticity modulus E = 
418 GPa.  However, this temperature is not 
recommended for deposition onto carbon tool steel 
U12 substrate due to its low thermal resistance (≥ 
200 ºC).  For this reason, the main deposition 
processes are developed at lower temperatures. The 
TiAlN coatings (Table 2) obtained at a temperature 
of 170 °C and nitrogen flow rate of 14.6 sccm 
possessed a good combination of mechanical 
properties- high coating hardness (26-31 GPa) and 

high adhesion to the substrate material (> 30 N). 
G.S. Kim et al. [19] reported  similar hardness (38 
GPa) for TiAlN coatings with the same chemical 
composition  obtained by CFUBMS at temperature 
of deposition  of 100ºC. Good hardness value (31 
Gpa)  were achieved  by  Z.-J. Liu et al. [20] where 
deposition was done at room temperature for 
nanocristalline TiAlN films with a content of Al 
(x=0.41). But in these publications, no information 
on the adhesion of coatings are provided. 

Table 2. Results of mechanical properties characterization of the selected TiAlN coatings 

Samples 
Substrate 

temperature 
T [ºC] 

Coating 
thickness 

[µm] 

Hardness 

H [GPa] 

Elastic 
modulus 
E [GPa] 

Plasticity 
index 
H/E 

OEM 

[%] 

Cleaning 
time 

t [min] 

COF 

µ 

Critical 
load 

Lc [N] 

TiN 170 1.0 24 297 0.08 60 10 0.11 > 30 

TiAlN- #26 200 1.2 38 418 0.09 45 10 0.09 > 30 

TiAlN- #71 150 1.2 28 392 0.071 45 10 0.1 19.3 

TiAlN- #79 170 1.3 31 374 0.083 45 7 0.1 21.4 

TiAlN- #81 
HSS substr, 

170 1.4 27 353 0.076 45 20 0.1 > 30 

TiAlN- #81 
U12 substr. 

170 1.4 29 367 0.079 45 20 0.1 > 30 

TiAlN- #97 
HSS substr. 

170 1.6 29 395 0.074 40 7 0.09 15.6 

TiAlN- #97 
U12 substr. 

170 1.6 26 513 0.05 40 7 0.13 14.0 

Fig.2. Optical micrograph of the scratch track in the TiAlN coating  #81 and scratch test results of the acoustic 
emission (AE), friction force (Ft) and coefficient of friction (Cf) 

The adhesion and toughness of the coatings 
were evaluated by a microscratch technique, using 
Rockwell diamond indenter with 200 μm tip radius. 
During the tests the load was progressively 
increased in linear mode from 1N to 30 N at scratch 
lengths of 1 mm and 3 mm at a constant scratching 
speed of 0.02 mm/min. The measurement device 

registered the friction force, friction coefficient, 
indenter penetration depth and acoustic emission 
along the scratch track. Three scratches for each 
sample were done. Critical loads were determined 
after the test by optical microscopy observation of 
the damages formed in the scratch tracks and from 
the recorded acoustic emission (AE) and friction 

387



T. M. Cholakova et al.: Protective multilayer (Ti, Al) N coatings deposited at low temperature by closed- field unbalanced magnetron 
sputtering 

  

force (Ft) signals.  The critical load values Lc1 and 
Lc2 indicate the loads when first cohesive and 
adhesive cracks appeared, respectively [18, 26]. 

 

 

Fig.3. Main parts of scratch tracks with marked critical 
loads Lc1 and Lc2  in the TiAlN coatings: a) #71, b) #79 
and c) #97 deposited at different deposition conditions 

The critical loads corresponding to a load 
leading to the appearance of the first crack Lc1 for 
the selected coatings are presented in Table 2. It 
shows  that the TiAlN coatings #26 and #81 have 
the best adhesion result without any visible 
damages within 30 N. An optical micrograph of the 
scratch track in the TiAlN coating #81 and scratch 
test results of the acoustic emission (AE), friction 
force (Ft) and coefficient of friction (Cf), are shown 
in Fig.2. As a result of the tests carried out, it was 
established that the critical load Lc1 for the 
coatings deposited at high N2 flow rate (40% OEM) 
lies in the loading range 14 -16 N. presented The 
main parts of scratch tracks in the TiAlN coatings 
#71 (a), #79 (b) and #97 (c) are presented in Fig.3. 
The first symptoms of these coating damages (Lc1) 
are observed in the form of arch cracks (#71 and 
#79) and on scratch part of #97 there are small 

chippings on the scratch edges. Along with the load 
increase, semicircles are leading to a local 
delamination of the coating. In general, the coatings 
deposited on the HSS substrate show better 
adherence to the substrate than coatings deposited 
on the carbon tool steel U12 substrate. Y. Pinot et 
al. [18] reported properties of  hard TiAlN  coatings  
with different Al content (0.46 ≤ x ≤ 0.62) 
deposited at room temperature by r.f magnetron 
reactive sputtering from TiAl alloy targets. 
Contrary to our results, on these coatings lower 
adhesion strength was observed (Lc1 ≤ 8.5 N). 

 

 

Fig.4. XRD patterns of a) substrate SS, b) substrate 
with coating at normal θ-2θ geometry, c) detector scan 
with fixed tube position at 10o, d) detector scan with 
fixed tube position at 5o 

XRD analysis 

The X-ray diffraction patterns of the coatings in 
the hard metal-coating system are difficult to obtain 
due to overlapping of the coating peaks with those 
of the substrate. With the aim to reduce the 
substrate effect, the grazing incidence X-ray 
diffraction method with a constant incident angles 
beam was used. The results from XRD analyses are 
summarized in Fig.4. Spectrum (a) shows the 
diffraction pattern of the SS-substrate, spectrum (b) 
represents the XRD pattern of the coating over the 
substrate in normal (θ-2θ) geometry while spectra 
(c) and (d) represent the diffraction patterns 
collected with a fixed tube position with angle 10o 
and 5o respectively (the signal is obtained 
predominantly from the coating). The HSS 
substrate is represented by two sets of peaks – the 
main phase corresponds to the cubic Fe phase. Due 
to the high values of molybdenum and tungsten 
presented in the steel, a second set of lines is also 
presented in the diffraction pattern of the substrate 
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corresponding to composition Fe4W2N and/or 
Fe3Mo3N (the peaks of these two phases overlap). 

The coating itself comprises mainly the phase 
(AlTi)N2 which crystallizes in the cubic Fm-3m 
space group with unit cell parameter a = 4.175 Å 
close to the value 4.172 Å given in ICDD PDF2 
#71-5864. Mean crystallite size of the (AlTi)N2 
phase is 44 (1) nm. The presence of small peaks of 
some impurity phases as TiN0.3, AlN and Ti4AlN3 
could be seen as indication of some local 
inhomogeneity of the coating layer. 

XPS analysis  

Fig.5 represents the high resolution XPS spectra 
results of the multilayer TiAlN coating of #81 
before and after the sputter etching. It is observed 
that the peak associated with Ti metal (Fig.5a) 
consists of two peaks centred at 457.0 eV and 462.1 
eV. These peaks originate from Ti 2p3/2 and Ti 

2p1/2 electrons in titanium oxynitride [25, 26]. 
Fig.5(b) shows the XPS spectra for the 
corresponding Al 2p levels of #81. The contribution 
in Fig.5(b) with maximum binding energy at 73.7 
eV is assigned to Al-N chemical bonding state 
within the coating [27]. The fact that after etching 
the N1s spectrum shows only one peak with 
binding energies of approximately 396.3 eV 
(Fig.5c) is attributed to the presence of nitride films 
(TiN and AlN) [25]. 

The concentrations of titanium, aluminium and 
nitrogen in the coating top layer (#81) as 
determined by XPS analysis are 24,3 at.%, 33,4 
at.% and 42,3 at.%, respectively. As expected, 
when the Al target current increases, the relative Al 
content in the film also increases during the 
transition Ti-Al-N layer deposition, while the 
reverse trend is seen for the Ti content. 

 

 

Fig.5. XPS spectra of (a)- Ti 2p, (b)- Al 2p and (c)- N 1s of the TiAlN sample (#81) before and after sputter etching in 
Ar+  to remove the contaminated surface layer 

 
The XPS results of the top layer show that the 

fraction (x) of Al atomic concentration [Al /(Ti + 
Al)] is approximately 0,58. This result is in line 
with the XRD results. The main AlTiN phase 
reveals  the lattice constant to be approximately 
4.17 Å which is significantly lower  as compared to 
the reference value of 4.24 Å for pure TiN.  

CONCLUSIONS 

TiAlN coatings were prepared by closed-field 
reactive unbalanced magnetron sputtering on 

commercially available high speed steel and carbon 
tool steel with low thermal resistance.  The coatings 
deposited at 200 ºC exhibit the greatest 
nanohardness and elastic modulus of 38 GPa and 
418 GPa, respectively. Maximum value of the 
critical failure load (>30 N) was observed for the 
coating deposited at  substrate temperature of 
170ºC,  nitrogen flow rate of 14,6 sccm and 
substrate cleaning time of 20 min. These coatings 
have very good adhesion strength. On the other 
hand, minimum critical failure load (Lc ≈15 N) was 
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observed for coatings deposited at substrate 
temperature of 170 ºC , nitrogen flow rate of 15,4 
sccm and substrate cleaning time of 10 min. It can 
be concluded that the duration of plasma cleaning 
before deposition was mainly responsible for the 
adhesion strength of the coating to the substrate.  
The x-ray diffraction data shows formation mainly 
on the AlTiN phase with B1 NaCl structure and a 
mean crystallite size of 44 nm. The XPS analysis 
reveals that the coatings have Ti0.42Al0.58N 
composition. It is evident, that the deposition of 
coatings with superior mechanical properties at low 
deposition temperatures needs to be controlled and 
balanced through careful selection of coating 
composition and development of processing 
conditions. 
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Structural defects in monocrystal GaAs, obtained by Czochralski method, have been studied. Two methods of chemical etching 
in KOH and eutectic melt KOH- NaOH were used. The distribution of dislocations in doped with tellurium and indium, tellurium and 
undoped crystals were compared. Doping with tellurium and indium changes the radial distribution of dislocations, decreases its 
density, but increases the concentration of microdefects. The obtained results may be used for optimization of the semiconductor 
technological processes. 
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INTRODUCTION 

Gallium arsenide is a semiconductor, widely 
used in modern microelectronics and 
optoelectronics. The combination of direct energy 
structure, optimal band gap, high mobility of the 
charge carriers, well-developed technological 
methods for growing a single crystal, homo and 
hetero-epitaxial structures, make it a promising 
material for multijunction solar cells [1-5]. The 
basic requirements in terms of single crystals are 
orientation, diameter, dislocations density and 
electrophysical parameters. 

In conventional production the average density 
of dislocations is being controlled, although most 
parameters of semiconductor materials are 
"structure-sensitive" [6]. Except dislocations in the 
crystals, other defects are formed like native and 
impurity point defects or their complexes, clusters, 
twins, stacking faults etc. These defects manifest 
themselves by the solution, offered by Abrahams 
and Bujocci, which is composed of 2 ml H2O, 8 mg 
AgNO3, 1 g CrO3 and 1 ml HF [7]. A variant of the 
method is presented by the diluted modification 
(DS method) or diluted Sirtl - like solution with a 
light - DS (L) etching [8, 9]. Through these 
methods it has been studied the growth and 
multiplication of dislocations from the substrate in 
the epitaxial layer, the formation of misfit 
dislocations and the influence of point defects. This 
method is suitable for low density of dislocations 
[9]. 

Another method that displays both dislocations 
and point defects is proposed by Lessoff and 
Gorman and contains equal number of mols of 
KOH and NaOH [10, 11]. The authors consider the 
lower temperature and speed  of  the  etching  to  be 

* To whom all correspondence should be sent: 
tsmihail@uni-plovdiv.bg

advantages of the method. Miyari and co-authors 
call it eutectic etching and use it to identify micro 
defects in undoped and In-, B- or Si-doped 
monocrystals [12]. This method has been used by 
us to study the low-dislocation parts of 
monocrystalline GaAs, doped with Zn, In, or Zn + 
In [13]. The doping with Te, In or In + Te is an 
effective method of reducing dislocations, but there 
is no evidence of their impact on the type and the 
distribution of microdefects, developed by eutectic 
etching [6, 14, 15]. 

The aim of this study is to compare the 
distribution of structural defects after development 
first in KOH and second in KOH-NaOH, and to 
study the possibilities of using eutectic etching in 
control of the basic parameters of monocrystalline 
gallium arsenide. 

EXPERIMENTAL PART 

Substrates were tested with orientation (001) of 
monocrystalline GaAs, doped with Te, In, In + Te 
and undoped. All crystals were prepared by the 
liquid encapsulated Czochralski. The information 
about the quantity and type of dopant are known in 
advance. All crystals are grown at the same 
temperature conditions, growth rates and crystal 
and crucible rotation.  

The concentration and mobility of the carriers 
was measured by the Hall effect method under 
constant electrical and magnetic fields on samples 
with alloyed indium ohmic contacts. 

 The preparation of the wafers for the 
development of dislocations includes mechanical 
grinding, polishing, chemical polishing in a mixture 
of H2SO4: H2O2: H2O in a ratio of 3: 1: 1 for 5 
minutes, rinsing with deionized water and drying. 
The defects development is done in a resistivity 
furnace with automatic temperature control. 
Etching in KOH is at a temperature and time 470оС 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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for 10-15 minutes and for the eutectic etching - 
380оС temperature and for a 30 minutes period. 
Wafers in both cases are placed in a silver crucible 
with pre-melted base. After the process the crucible 
is removed, cooled and the remainder of the base 
was dissolved in tap water. 

The morphology of the defects and the 
stoichiometry of a portion of the resulting crystals 
and of the used polycrystalline material were 
measured with a scanning electron microscope 
Philips SEM 515 in a back reflected electrons mode 
(BS) and energy-dispersive X-ray analysis 
(EDAX). 

RESULTS AND DISCUSSION 

The results of the electro-parameters, the type of 
the doping elements and the average dislocations 
density are shown in Table 1. The density of 
dislocations is determined by metallographic 
microscope after etching in KOH and averaging the 
values of nine fields. 

Table 1. Electro-physical and structural parameters on 
the crystals where: N [cm-3] is Hall concentration, μ [cm2/V 
s] is Hall mobility and ND [cm-2] - dislocation density 

Number of the 
crystal and doping 

element 

N 
cm-3 

μ 
cm2/V s 

ND 
cm-2 

1 GaAs 2 x 108 2850 3 х 104 

2 GaAs : Te  5.5 x 1017 3390 1 x 104 

3 GaAs : Te 1.1 x 1018 1860 3 x 104 

4 GaAs : Te 1.2 x 1018 2380 2 x 104 

5 GaAs : Te 2.6 x 1018 1730 1.6 x 104 

6 GaAs : Te 3.1 x 1018 1818 1.8 x 104 

7 GaAs : In 4 x 108 4000 6,8 x 103 
8 GaAs : Te + In 1.2 x 1018 2500 4 x 103 

9 GaAs : Te + In 2 x 1018 2450 1 x 103 

 
All samples except for 2 are taken from the end 

of the grown crystals. The concentration of the 
dopant in the melt of the obtained crystals is 
respectively: Tellurium - 1.8 x 1019 cm-3, indium in 
a sample 7 – 1,28 х 1020 cm-3, in 8 – 1,7 х 1020 cm-3 
and in 9 – 5 х 1020 cm-3. The table shows the 
measured concentrations of electrons and mobility 
of the charge carriers with the Hall effect. 

The results of the table show that average 
density of dislocations ranges from 1 х 104 cm-2 to 
3 х 104 cm-2 when doped with tellurium and is near 
to the dislocation density of the undoped sample. 
Adding In with a concentration of 1 х 1020 cm-3 in 
the melt slightly reduces the average density of 
dislocations and slightly increases the mobility of 
the charge carriers. The effect is enhanced in the 
sample 8, doped with two impurities, where the 
concentration of In is 1.7 х 1020 сm-3. A significant 

reduction of the average dislocation density can be 
found in sample 9 at a concentration level of the 
isovalent impurity indium in the melt of 5 х 1020 
сm-3. We assume that the reduction in the average 
dislocation density in samples 8 and 9 is mainly due 
to the isovalent impurity indium. Doping with 
tellurium also reduces the density of dislocations, 
but the required concentration of the impurity in the 
crystal is (5 – 9) х 1018 сm-3 [6]. 

The dislocations distribution in the cross section 
of the substrates reflects the distribution of thermal 
stresses and provides additional information about 
the causes of their nucleation. Fig.1 shows the 
effect of doping on the radial distribution of 
dislocations. 

 
Fig.1. Radial distribution of the dislocations in the 

following crystals: 2 – GaAs: Te, 5 – GaAs;Te, 7 – 
GaAs: In, 8 – GaAs: Te+In, 9 – GaAs: Te+In 

The distribution of the dislocations in samples 2 
and 5 is "W" shaped with high density in the center 
and the periphery and lower density in the circular 
area between them. Increasing the concentration of 
indium change the macro-distribution from low 
"W" shaped to a "U" shape. The distributions of the 
dislocations depends on the distribution of thermal 
stresses [6]. 

The heat when cooling the crystal is discharged 
mainly through radiation from the side surface. The 
peripheral layers have a lower temperature than 
central ones and this leads to the occurrence of 
compressive stresses in the center, stretching 
stresses in the periphery and their compensation in 
the middle region. The influence of the electrically 
active impurity tellurium and the isovalent indium 
on the structural parameters is explained by the 
increase of the critical stresses for the formation of 
dislocations and modifying the type and 
concentration of the equilibrium point defects. [6, 
15]. 

The eutectic etching develops simultaneously 
dislocations and various microdefects. Fig.2 reveals 
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SEM microphotographs of the central part of the 
samples of undoped and doped with tellurium and 
indium crystals. 

 

 
Fig.2. Microdefects observed after eutectic etching on: 

(a) undoped wafer 1 and (b) doped with Te + In wafer 8 

To distinguish between defects the classification 
proposed by Tseng at al. [11] and supplemented by 
H. Miyairy at al [12], is used. Fig.2 shows: 1 – 
dislocations; 2 - raised structure and 3 - diamond 
shaped pit. There are also oval pits, surface 
roughness and rectangular pits. The dislocations are 
pits with a hexagonal shape and their size depends 
on the time of etching. The number of dislocations 
in the undoped sample is larger, but the 
concentration of microdefects is low. Alloying 
reduces the number of dislocations and increases 
the number of the microdefects. Like etching with 
KOH part of the dislocations have a flat bottom and 
are decorated with microdefects. Fig.2b shows that 
in the doped with In and Te crystal the prevalent 
types of defects are type 2 and 3, which we will call 
respectively A-defects, and T-defects. The size of 
A-defects ranges from 20 μm to 200 μm and they 
have an irregular shape. The T-defects have a 
triangular shape and relatively equal size. Part of 
the A and T-defects are combined in groups and 
form complexes with irregular shape. Alloying 
leads to the occurrence of surface roughness of 
small round pits and rectangular defects of larger 
size [11, 12]. In wafer 8 one can observe poorly 

shaped rectangular pits, which are remnants of 
mechanical treatment. The measured values of 
dislocations, A and T defects after etching in KOH 
and eutectic etching are shown in Table 2. 

Table 2. Structural parameters after etching with KOH 
and KOH – NaOH 

Number of 
the crystal  

Dislocations 
KOH 

ND 

cm-2 

Dislocations 
KOH-NaOH 

NDE 

cm-2  

A- 

Defects  

NA 

cm-2 

T- 

Defects  

NT 

cm-2 

1 2 x 104 2.1 x104 6.3 x 103 0 
2 1 x 104 1 x 104 1 x104 3,1 x 104 

7 9 x 103 8.5 x 103 1 x 104 1.1 x 104 

8 3 x 103 2.8 x 103 2 x 104 5 x 104 

 
The density of dislocations and microdefects is 

determined by counting by a metallographic 
microscope at a magnification of 800. The results 
were averaged from three measurements made in 
the center of the substrates. It can be seen in Table 
2, that density of dislocations is not dependent on 
the method of etching and the dopant increases the 
concentration of microdefects. Fig.3 exposes the 
radial distribution of the dislocations, A- and T 
defects in sample 9 of Table 1 after eutectic 
etching. 

 
Fig.3. Radial distribution of the dislocations, A and T-

microdefects (1 – dislocations, 2 – A-defects, 3 – T-
defects) 

The distribution of A-defects is reverse to the 
distribution of the dislocations and increases 
slightly from the periphery to the center of the 
crystal. A similar change is identified for the T 
defects, but the difference in concentrations there is 
much higher. The T-defects density sharply 
decreases around the periphery of the crystal and in 
the presence of Ga clusters (sample 5). 

By other authors A-defects are formed with 
growing of As-enriched melts and the advent of T-
defects is determined by the deviation of 
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stoichiometry to both components [12]. The origin 
of the A-defects is associated with antiphase 
domains [11]. The stoichiometry of the resulting 
crystals is dependent on the type of polycrystal, the 
growing conditions, the type and concentration of 
impurities and can be measured [13, 17]. Samples 1 
to 7 were prepared by previously synthesized 
polycrystal with a composition Ga (51.59 - 51.75) 
at.% and As (48.05 - 48.25) at.%. The ratio 
between the main components when doping with 
Te (sample 4) is Ga (52.43 at.%) and As (47.57 
at.%). The sample 8, doped with In has a 
composition of Ga (52.58 at.%) and As (47.42 
at.%). In both cases, the stoichiometry changes, and 
the obtained crystals were enriched with Ga. 
Crystals 8 and 9 are derived from non-standard 
residues of semi-isolation GaAs with a residual 
concentration of In about 1x1020 cm-3 and further 
doped with InAs. The deviation from the 
stoichiometry of the resulting crystals was 
approximately identical to that of crystals 1-7. 

The stoichiometry of the A-defects is 
approximately equal to that of the substrate. Part of 
defects in crystals 8 and 9 contain In with a 
concentration of less than 0.5 at.%. Similar types of 
defects are developed in crystals, doped with Zn or 
Zn + In [13]. In both cases there is no connection 
between the electro-parameters and the 
concentration of A-defects, showing that defects are 
electrically neutral. Both types of defects are 
formed by growing of crystals from a non-
stoichiometric melt. 

The electrically neutral anti-phase domains are 
complexes with a composition AsGa - GaAs. All 
crystals, examined by us, were obtained from Ga-
enriched melt. The concentration of the AsGa is 
relatively low and this hinders the formation of 
antiphase domains. 

Samples 8 and 9, studied by us, are from the end 
of the formed crystals before the onset of cell 
growth. There is a problem with heavily doped 
samples, which is constitutional supercooling. This 
leads to termination of the crystal growth in a 
relatively early stage of the process. 

The initiating of cells growth is determined by 
the following relationship: 

    
R

G
gcell     (1) 

where the monocrystal portion is gcell, G – the axial 
temperature gradient, and R - the growth rate [18]. 

Fujii et al. have shown that for an axial gradient 
80oC/cm and pulling speeds of 9, 5 and 3 mm/h the 
values of gcell are around 0.22, 0.45 and 0.7 [18].  

We assume that te cause of A-defects is the high 
rate of crystals growth. The nonequilibrium 
conditions at the crystallization front lead to 
occurrence of microfluctuations that solidify in a 
defective structure. Depending on the stoichiometry 
and doping, it is possible that gallium or arsenic 
microclusters are formed, which will be impurity 
enriched or depleted [6,19]. The composition of the 
defects will be determined by the main point 
defects as gallium and arsenium interstials and is 
close to the composition of dislocation loops. It was 
found that the thermal annealing of the undoped 
crystals increases the size of the A-defects and 
reduces their density [13]. We assume that 
concentration of A and T defects can be reduced by 
annealing and this is the cause for the improvement 
of parameters in pre-epitaxial preparation of the 
substrates [20, 21]. 

CONCLUSIONS 

Structural defects were examined in this study 
by subsequent etching with KOH and eutectic 
mixture of KOH and NaOH. Both methods exhibit 
dislocations and the measured densities are close. 

Doping with tellurium and indium significantly 
reduces the density of dislocations, but increases 
the microdefects concentration. 

The concentration of maximum size defects (A 
and T defects) depends on the stoichiometry and is 
close to or greater than dislocation density. The 
concentration increases from the periphery to the 
center and sharply reduced in areas with gallium 
clusters. 

A-defects have a composition similar to the base 
material and in some of them there is an increased 
concentration of indium. 

The eutectic etching can be used to improve the 
processing conditions for the growth of low-
dislocation gallium arsenide. 
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Modeling of ceramic products molding process 
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Results of experiments and calculations of the motion and heat exchange of the BeO slurry in the annular cavity are presented. 
The slurry is a highly concentrated structured system where the mineral phase is BeO powder and liquid phase is an organic binder. 
The obtained temperature field determines the transition of the slurry from liquid (viscous-plastic) to solid-plastic state. Calculated 
data of the isotherms of solidification zone of the beryllia thermoplastic slurry are in a good agreement with the experimental results. 

Keywords: thermoplastic slurry, molding, solidification 

INTRODUCTION 

The development of new areas of science and 
directions of technology increases requirements for 
advanced properties and quality of ceramic 
fabrications. Products of complex configuration 
from new non-metallic materials (high thermal 
conductivity, oxygen-free, superconducting, etc.) 
are becoming more and more popular. In spite of 
using isostatic pressing technology of hot casting 
under pressure [1, 2] remains the basis for the 
obtaining long-length, multi-channel, complex 
shaped ceramic fabrications from non-plastic 
powders. 

Nowadays technology of slurry molding 
(extrusion) is very relevant in connection with 
intensive development of Metal Injection Moulding 
(MIM) technology [3, 4], where same physical 
processes take place. 

While a lot of attention has been paid to 
improving of the technology and the creation of the 
new equipment last years, up to now there remains 
an unsolved problem of obtaining fault free 
products by this method. As a result, in practice it 
does not often achieve the desired quality of 
moldings and obtaining of acceptable products, 
which makes this process less profitable. Obtaining 
of ceramic fabrications by hot molding from 
dispersion materials with anomalous physical 
properties, such as BeO is particularly complicated. 
In this case, the difficulties of obtaining the 
products of high quality are caused firstly by 
thermal properties of beryllium oxide, in particular, 
its unique thermal conductivity [5, 6]. Clearly, it is 
impossible  to  eliminate  technological   limitations 

* To whom all correspondence should be sent:
assilbekov@mail.ru

and problems without the development based on all 
experience and knowledge of theoretical 
representations about regularities and mechanisms 
of regulation of the thermal regime of the casting 
on the forming process of molding. 

The results of experimental research and the 
generalization of them by calculations of 
mathematical model of the thermoplastic slurry of 
beryllium oxide molding process are presented in 
this paper. 

EXPERIMENTAL 

Experimental research of the effect of casting 
regimes on the temperature field in the zone of 
solidification of the molding was made on the 
experimental bushing (Fig.1), by measuring the 
temperature using a thermocouple installed on the 
different levels by the height of crystallizer. 
Experimental bushing is structurally closed to the 
production plant and it is designed for casting of 
circular tube with the outer diameter 0.02 m and the 
inner diameter 0.012 m. Material of mandrel and 
crystallizer is steel of grade X18H10T. The total 
height of the cylindrical part of the annular cavity is 
H = 0.028 m, the height of the hot zone of the 
annular cavity is h1=0.008 m, the height of the cold 
zone of the annular cavity is h2=0.02 m. Water with 
the temperature t1=80Ԩ fed to the upper (hot) 
contour of the crystallizer. Water with the 
temperature t2=15-20Ԩ fed to the bottom (cold) 
contour. The maximum through put of the 
crystallizer contours in volume of water is 1500 
l/hour. 

Conical input of the bushing is connected with 
the working tank of casting installation where 
beryllia slurry is kept. BeO slurry is a high 
concentrated structured medium. Slurry flows from 
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the tank to the conical inlet of the annular cavity 
with an initial temperature t0=80oC. During its flow 
in result of heat exchange with the walls of mandrel 
and bushing slurry changes its aggregate state and 
solidifies. 

Fig.1. Scheme of molding solidification process and 
installation of thermocouple in the bushing: 1 – molding, 
2 – mandrel, 3 – thermocouple, 4 – bushing, 5 – liquid 
slurry, 6 – zone of solidification 

According to the obtained data, dependence of 
position of the boundary of solidification slurry 
from different parameters of casting was built. The 
shape of the curve of surface solidification, which 
is dependent on the casting parameter, is defined 
taking into account that the temperature changes 
linearly by the height and radius of crystallizer on 
the short segments. 

The influence of molding velocity on the 
thermal regime of the casting was determined in the 
first series of experiments. The flow rate and 
temperature values of hot and cold water in the 
cooling contours are presented in Table 1. In the 
experiments molding velocity increases from 20 to 
100 mm/min. Fig.2 shows positions of 
solidification zones depending on the molding 
velocity. Isotherm of the AB "solidus" corresponds 
to the temperature 54oC and isotherm of the CD 
"solidus" to 40oC (Fig.2). 

As we see in Fig.2, the increase of the molding 
velocity leads to expansion of zone of solidification 
and its movement to the area of heat extraction of 
cold contour. It explains that with increasing of 
molding speed heat extraction on the walls of the 
annular cavity does not have time to cool the slurry, 
and zone of solidification extends, and it moves 
down towards the molding velocity. 

Table 1. Regimes of experiments as a function of the 
molding velocity 

Refer to fig.2 1 2 3 4 5 
Hot water flow rate, 

l/hour 
500 500 500 500 500 

Cold water flow rate, 
l/hour 

1500 1500 1500 1500 1500 

Molding velocity, 
mm/min 

20 40 60 80 100 

Hot water temperature, 
оС 

80 80 80 80 80 

Cold water temperature 
оС 

20 20 20 20 20 

As we see in Fig.2, the increase of the molding 
velocity leads to expansion of zone of solidification 
and its movement to the area of heat extraction of 
cold contour. It explains that with increasing of 
molding speed heat extraction on the walls of the 
annular cavity does not have time to cool the slurry, 
and zone of solidification extends, and it moves 
down towards the molding velocity. 

Fig.2. The position of solidification zone depending on 
the molding velocity: AB – isotherm "solidus" (54oC),  
CD – isotherm "solidus" (40oC), BS – the surface of the 
bushing, MS – the surface of the mandrel 

In the second series of experiments the influence 
of cold water temperature and flow rate on the 
thermal regime of molding solidification was 
investigated (Table 2). In the experiments the 
molding velocity is 20 mm/min. Flow rate and 
temperature of hot water do not change, 500 
l/hour and 80oC. Flow rate of cold water changes 
from 250 to 1500 l/hour, and the temperature from 
15 to 20oC. 

The results of the second series of experiments 
are shown in Fig.3. In the first three regimes cold 
water temperature is 15oC, and the flow rates are 
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1000, 500 and 250 l/hour, respectively. 
Solidification zones of molding are located in the 
area of cold contour, and move downstream with 
reducing cold water flow rate. Reducing of cold 
water flow rate leads to reduction of the heat 
extraction on the wall of bushing (Fig.3). 
Therefore, solidification zone of molding is moving 
down the length of the cold contour. 

Table 2. Regimes of experiments as a function of the 
cold water flow rate and temperature 

Refer to fig.3 1 2 3 4 5 
Hot water flow rate, 

l/hour 
500 500 500 500 500 

Cold water flow rate, 
l/hour 

1000 500 250 1500 250 

Molding velocity, 
mm/min 

20 20 20 20 20 

Hot water temperature, 
оС 

80 80 80 80 80 

Cold water temperature 
оС 

15 15 15 20 20 

Fig.3. The position of solidification zone depending on 
the flow rate and the temperature of cold water 

In the last two experiments of this series cold 
water temperature was 20oC, and its flow rate was 
changing from 1500 to 250 l/hour, respectively. In 
the fourth experiment, the beginning of 
solidification zone is located nearer to the hot 
contour area. Increase of cold water temperature 
from 15 to 20oC leads to reduction of temperature 
difference of the hot slurry and cold water. In the 
conditions of the fifth experiment except increase 
of cold water temperature takes place reduction of 
its flow rate from 1500 to 250 l/hour. Therefore, 
heat extraction reduces and solidification zone of 
molding moves down towards motion of the 
thermoplastic slurry (Fig.3). 

Accordingly, the experimental data show that 
the thermal regime of molding of the beryllium 
oxide thermoplastic slurry is sensitive to change of 
the molding velocity, and to conditions of heat 
extraction on the walls of the annular cavity. 

MATHEMATICAL MODEL OF THE 
SOLIDIFICATION PROCESS 

Motion and heat exchange of the BeO 
thermoplastic slurry in the annular cavity are 
considered. The slurry flows into cavity with initial 
temperature of 80oC (Fig.1). As it moves the slurry 
is cooled and solidified, and on the output from the 
cavity it acquires structural form of the tube. The 
movement of slurry occurs in the laminar regime. 
Special feature of the slurry beryllium oxide is its 
high thermal conductivity; however due to high 
viscosity of thermoplastic slurry Prandtl number is 
much higher than one. Density of the slurry mass is 
function of temperature and increases as 
solidification. 

The problem is studied in Cartesian coordinate 
system with axis z and r. OZ axis coincides with the 
cavity axis direction, and OR axis is radially 
directed to it. Molding velocity is directed 
vertically downward along the OZ axis. Radial 
component of the velocity originates due to the heat 
exchange of the slurry with the walls of annular 
cavity. 

Rheological properties of the slurry change with 
temperature. The heat of phase transition is released 
during the change of state. Cooling of the slurry 
may lead to the irregularity of the temperature 
profile and rheological properties of the pressing 
molding. Solidification begins at the walls of the 
annular cavity, while in the central part slurry may 
be in liquid state. As a result, in-feeding of slurry 
for the compensation of internal shrinkage of 
volume in the cooling zone of the cavity may occur. 

According to the experimental data the slurry 
solidification occurs at the temperature range from 
54 to 400C. Binder of the slurry is in the amorphous 
state and passes from the liquid amorphous state to 
the solid-plastic amorphous state in the zone of 
solidification [5, 7, 8]. The total amount of heat 
released per unit mass of the slurry mass is 
determined by the change of enthalpy H at the 
phase transition zone. 

Heat capacity of the slurry changes in the 
transition zone. Increase of the enthalpy during the 
phase transition can be determined by the apparent 
heat capacity method [9-14]. In this method, the 
latent heat is taken into account by increasing the 
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heat capacity in the phase transition zone. Changing 
of heat capacity can be represented as [16-18]: 

where  sl

t

t
in tt

Hdttc

с

l

s







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






 21)(

, 21H  – the phase 

transition specific enthalpy of beryllia slurry is 
determined by experimental data and is equal to 

21H =7800 J/kg [15]. 

In [14] phase transition function )(t  is 
introduced to the transition zone to consider the 
latent heat, and changing of the slurry heat capacity 
is expressed by: 

 
dt
dHtctcc lsp
 21)()(1      (2) 

where sc
 
– specific heat of the slurry in the solid 

state, lc
 
– specific heat of the slurry in the liquid 

state, )(t = 0 for the pure solid slurry and )(t = 

1 for the pure liquid slurry, t  – dimensionless 
temperature of slurry  ( t =t/t0, t0-initial 
temperature of the slurry at the inlet of the 
cavity). 

According to the experimental data of beryllium 
oxide slurry with binder mass fraction of 

117,0  function )(t  takes a form: 

 8544.2712.5)(  tt     (3) 

The equations (1)-(2) of the method of apparent 
heat capacity include the latent heat of the phase 
transition, and are convenient for calculations. For 
convenience position of the transition zone is not 
known in advance and is determined as a result of 
the calculations. 

The rheological properties of the slurry for 
binder mass content 117,0  depend on 
temperature, and expressed by empirical formulas 
[16]: 

)05816.0exp(6259.293)( tt  , (Pa·s)     (4) 

)
47.5

05.70
exp(41.114.11)(0




tt , (Pa)  (5)

Density of the thermoplastic slurry is defined 
by the concentrations of the beryllium oxide 
powder and the binder: 

BeObin

binBeO






)1(

, (g/cm3)          (6) 

where BeO  is the density of the beryllium oxide 

powder, bin  is the density of  the binder,  is 
relative mass content of the binder in the fractions. 

The density of the binder where 117,0  is 
determined by Eq. (7): 

)(0.0725cos+0.852=)(bin tt  , (g/cm3)      (7) 

where 16.7361-273.15)+0.0561(t=)(t . 
The density of the beryllium oxide is 

3/02.3 cmgBeO  . The density of the binder bin  

is in the range of temperature from Ct 04080  
changed within 0.7797 to 0.9010 g/cm3 and the 
density of the thermoplastic slurry during 
solidification increases from 2.2457 to 2.3553 
g/cm3 for this fraction 117,0 . 

Thermal conductivity of the slurry depends on 
the temperature, and for 117,0  it has the 
following form [15]: 

)017.0exp(8.46.1)( tt  , (W/m·0C)  ሺ8ሻ	

In the experiments [5, 8] beryllium oxide slurry 
shows thixotropic properties of non-Newtonian 
fluid, and is described by Shvedov-Bingham 
rheological model [17]. The motion of the slurry in 
annulus is considered to be steady-state and the 
system of equations in the narrow channel is used 
for its study [16, 18]: 
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In the limit of solid-plastic state of the slurry the 
motion equation (9) expresses the squeezing-out of 
the molding from the cavity and takes the form: 

)(
1

0rrrdz
dp



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In contrast to the motion equation (9) 
conduction heat transfer along the OZ axis is 
substantially due to solidification of the slurry, and 
heat of phase transition is determined by the 
apparent heat capacity method (2). In the steady-
state solidification process of slurry energy 
equation can be written as [12-14]: 
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The following notes are used in the Eq. (9)-(11): 
z, r – axial and radial coordinates; u, v – 
components of the velocity vector; p, ρ, T, τ0, cp, μ, 
λ – pressure, density, temperature, shear stress, 
coefficients of thermal capacity, viscosity and 
thermal conductivity of the slurry, respectively. 

In the Eq. (11) temperature is calculated on the 
Celsius scale for convenience in comparison with 
experiment. 

Condition of the mass flow rate conservation 
determines the pressure gradient for thermoplastic 
slurry extrude from the annular cavity [18]: 

00
2

1
2

2

2

1

)(2 urrurdr
r

r

      (12) 

where 21, rr  – the radius of the mandrel and 
bushing, respectively. 

Distributions of the velocity and the temperature 
at the inlet of the cylindrical portion are constant 
along the cross section of the annular cavity; 
respectively, all the thermo-physical properties of 
the slurry are constant: 

00 ,0, ttvuu   for 0z .     (13) 

On the cavity walls in the area of the liquid 
slurry state for velocity are put conditions of 
sticking: 

01  vui  for irrz  ,0 , i = 1, 2.   (14) 

In solid-plastic state they are no flow and slip 
conditions: 

0,01 










ir

r
uv  for irrz  ,0 , i = 1, 2.  (15) 

The assumption is that the heat from the hot 
slurry is transferred to the walls of bushing and 
mandrel. Then, condition of heat exchange can be 
applied to the surface of the mandrel [26]: 

)( dcd tt
r
t



   for 1,0 rrz  , (16) 

where d – coefficient of heat exchange between 
the slurry and the wall of the mandrel, td – the 
temperature of the wall of mandrel, tc – the average 
temperature of slurry in cross-section of the annular 
cavity. 

If we mark temperature of the water in the hot 
and cold contours as 21, tt , we can put the boundary 
conditions on the wall of bushing as: 

2,1),( 



 ittk
r
t

i  for 2,0 rrz  ,  (17) 

where k  is the coefficient of heat transfer on the 
wall of bushing. 

At the outlet section of the cavity for 
temperature are put the following condition: 

0


z
t

 for lz  . (18) 

Eq. (9)-(12) and boundary conditions (13)-(18) 
are presented in the dimensionless form for the 
convenience. Coordinates z, r are divided by 1r , 

velocity components u and v – by 0u , pressure p – 

by the value of dynamic head 2
00u , temperature t – 

by 0t , density, yield point, coefficients of thermal 
capacity, viscosity, and thermal conductivity – by 
their values at the temperature 0t .The equations in 
the dimensionless form include Reynolds number 
Re, Prandtl number Pr, and Eckert number Ec. 

Set of Eq. (2)-(12) is solved numerically at 
boundary conditions of Eq (13)-(18) [18]. The 
considered zone is divided into elementary cells 
with sides ji rz  , . Different analogues of the 

motion equation (9) and energy (11) were obtained 
by the Crank-Nicolson method of the second order 
precision, but different analogue of Eq. (10) was 
obtained by two layer scheme of the second order 
precision [18]. Pressure gradient is defined by the 
splitting method [18] from the condition of 
conservation of mass flow rate (12). 

The coefficients of heat exchange and heat 
transfer on the walls of the annular cavity were 
determined by comparison of experimental and 
calculation data. 

RESULTS OF CALCULATIONS AND 
COMPARISON WITH EXPERIMENTAL DATA 

The calculation is performed under the same 
regime parameters and conditions as of the 
experiments. Calculated data by distribution of 
temperature in an annular cavity according to the 
conditions of the first series of experiments are 
demonstrated in Fig.4. 

At the inlet of the cylindrical part of the annular 
cavity the temperature of the slurry is constant and 

equal to Ct 0
0 80 . In the area of hot contour 

isolines (isotherms) of the temperature show the 
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zones of the constant values of the temperature and 
parameters of the slurry mass is in liquid state. In 
this part the temperature of the slurry and the hot 

water is the same, heat transfer practically does not 
occur on the bushing wall. 

Fig.4. Comparison of the calculated and experimental data of distribution of the temperature depending on the 
molding velocity (the dashed line is the experimental, and the red line is the calculated) 

Cooling of the slurry mass starts in the area of 
cold contour. Difference of the temperature of the 
slurry mass and cold water leads to an intensive 
heat transfer in the second cooling contour, and to 
reduction of the temperature and to change of 
rheological properties of the slurry.  

The slurry temperature field is variable and 
changes from 80 to 540C in the beginning of the 
second contour. 

Isotherm with the temperature 540C expresses 
upper bound of solidification zone of the slurry 
mass, and isotherm 400C expresses the lower bound 
of the solidification zone. In the area of 
solidification the slurry passes from the liquid 
(viscous-plastic) state to solid-plastic state. The 
experimental data of isotherms "solidus" AB and 
"solidus" CD are shown in Fig.2 and 3. It may be 
noticed an agreement between the calculated data 
and experiments of positions of isotherms AB and 
CD. 

At the value of the molding velocity of 
20 mm/min position of the transition zone of the 
slurry from the liquid (viscous-plastic) state to 
solid-plastic state is located closer to the beginning 
of the cold contour of cooling. With increasing 
molding velocity the position of the transition zone 
begins to pull down towards movement of the 
molding and takes extensive areas. It explains that 

with increasing of molding rate convective 
component of heat flow of the slurry mass 
increases. The position of the transition zone 
increases and it covers all length of the mold cavity 
(Fig.4). 

The effect of flow rate and temperature of cold 
water on the position of the transition zone of the 
molding by conditions of the experimental 
researches were determined in the second series of 
calculations (Table 2). Calculation data of the 
temperature distribution and the position of the 
transition zone of molding, limiting by isotherms 
AB and CD are shown in Fig.6. In the first three 
cases, the temperature of cold water is 150C, and its 
flow rate reduces from 1000 to 250 l/hour, 
respectively. Reducing the temperature of cold 
water increases the intensity of heat extraction and 
reducing of its flow rate and vice versa, it slows 
down the process of heat extraction. Increasing the 
temperature of cold water till 200C, as well as 
reducing of its flow rate leads to a reduction of heat 
extraction. 

The calculated temperature data are in 
agreement with the experiment results (Fig.5). 

The experimental and calculated data show that 
beryllia thermoplastic slurry solidification process 
can be controlled by adjusting the flow rate and 
temperature of the hot and cold water. 

401



U.K. Zhapbasbayev et al.: Modeling of ceramic products molding process 

Fig.5. Comparison of the calculated and experimental data of distribution of the temperature depending on the flow 
rate and the temperature of cold water (the dashed line is the experimental, and the red line is the calculated) 

One of the important parameters characterizing 
the solidification process of thermoplastic slurry is 
the change of its density in a formative cavity 
during cooling. The dynamics of changes of slurry 
density averaged over the cross section, and slurry 
density on the inside (mandrel) and outer (bushing) 
walls of the formative cavity for first mode of the 
experiment (Table 1) is shown in Fig 6. Significant 
sealing of thermoplastic slurry occurs in the second 
contour, where the temperature of cooling liquid is 
200C. The distribution of densities confirms that the 
cooling extends from the outer wall, since the slurry 
on the wall is solidified earlier than in other parts 
(Fig.6). 

Fig.6. Change of the density of the slurry along the 
length of the cavity 

The intensity of the hot slurry solidification by 
cooling is estimated by the heat amount transferred 
by slurry to the cooling liquid through the wall. The 
distribution of the dimensionless heat flux through 

the outer wall of the cavity along its length is 
shown in Fig.7. The heat flow characterizes heat 
exchange between the hot slurry and the cooling 
liquid and it is defined as the gradient of the heat 
amount through the wall. 

Fig.7. Change of the heat flux at the outer wall along 
the length of the cavity 

As seen from Fig.7 the greatest heat flow comes 
to the beginning of the cold contour, where the 
temperature decreases sharply. Then, the heat flow 
is reduced to a minimum at the end of formative 
cavity. This is because the slurry temperature until 
the end of the cold contour approaches the 
temperature of cooling liquid. 

CONCLUSION 

During the experiments of the research on the 
effect of casting regimes on the temperature field in 
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the solidification zone of the molding were 
identified the followings: 

- the position of solidification zone of the slurry 
mass when molding velocity changes from 20 to 
100 mm/min; 

- the position of solidification zone of the slurry 
mass in the form-building cavity depending on the 
water flow rate and the temperature in the cold 
contour of cooling. 

The upper bound of the solidification zone was 
estimated by isotherm "solidus" 540C, and the 
lower bound – by isotherm "solidus" 400C. 

Temperature distribution, estimated during the 
experiments, in the form-building cavity of bushing 
depending on the molding velocity and heat 
extraction conditions on the walls of form-building 
of annular cavity lets us determine the transition 
from liquid (viscous-plastic) state to solid-plastic 
one. 

The experiment results were analysed and 
generalized using mathematical model of the 
thermoplastic slurry molding process. The latent 
heat of the phase change has been accounted by the 
apparent heat capacity.  

The mathematical model includes the equations 
of the law of conservation of mass, momentum and 
energy of non-Newtonian fluid with the Shvedov-
Bingham’s rheological model. Rheological and 
thermo-physical properties of the slurry were found 
on the basis of experimental data and express 
dependence on the temperature. The temperature 
field of the slurry in liquid (viscous-plastic) and 
solid-plastic states were obtained in the 
calculations. The positions of isotherm "solidus" 
(540C) and "solidus" (400C), expressing the upper 
and lower boundaries of the solidification zone 
position were determined. 

The results of calculation show physical validity 
of the proposed mathematical model of the molding 
process of the thermoplastic slurry beryllium oxide. 
The model of the process of forming ceramic 
fabrication is a flexible system, and it includes 
the rheological and thermal properties of other 
original materials. 
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The effect of extrusion variables on the colour of bean-based extrudates 
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A mixture of bean (50%), einkorn wheat (40%), and buckwheat (10%) was extruded in a laboratory single screw extruder, using 
die with 3 mm diameter. The effect of extrusion conditions, including moisture content, barrel temperature, screw speed, and screw 
compression ratio on colour of the extrudates was investigated. Response surface methodology with combinations of moisture 
content (16, 19, 22, 25, 28%), barrel temperature (120, 140, 160, 180, 200ºC), screw speed (120, 140, 160, 180, 200 rpm), and screw 
compression ratio (1:1, 2:1, 3:1, 4:1, 5:1) was applied. Feed screw speed was fixed at 50 rpm. Feed zone temperature and metering 
zone temperature were kept constant at 100 and 140ºC, respectively. The total colour differences between the extruded and non-
extruded samples (ΔE) were determined. The average ΔE values ranged from 11.92 to 21.15. Statistical analysis showed that the 
barrel temperature and moisture content had an effect on the total colour differences (P<0.05) whereas the screw speed and screw 
compression ratio had no effect on the colour.  

Keywords: colour, extrusion, bean-based extrudates 

INTRODUCTION 

Extrusion is widely used as a high-temperature 
short-time process to produce commercially shelf 
stable extruded products. Many physical and 
chemical changes take place during the process, 
including the gelatinization of starch, denaturation 
of protein and even complete cooking. To fully 
understand changes during the process, evaluation 
of the effect of extrusion process variables on the 
extruded product is very important. There are many 
process and product-dependent variables associated 
with the extrusion process such as barrel 
temperature, screw speed, die diameter, and raw 
material composition [1-6]. 

Colour is an important component of the visual 
appearance of foods. It may also be related to the 
wholesomeness of foods. Along with flavour and 
texture, colour is often perceived as a valuable 
quality factor in the acceptability and marketability 
of food products. Colour is perceived three 
dimensionally, based on responses of three different 
receptors (red, green and blue) in the human eye 
[7], yet all three dimensions may not be of practical 
importance. The Judd–Hunter L, a, b and CIELAB 
L*, a*, b* are alternative colour scales used to 
measure the degree of lightness (L*), redness or 
greenness (±a*) and yellowness or blueness (±b*), 
with the CIELAB scale being most commonly used 
for the evaluation of colour in foods [8]. 
Conversion of a* and b* readings to hue and 
chroma values gives results more closely associated 
with human perception [9]. 

* To whom all correspondence should be sent: 
mmruskova@gmail.com 

The purpose of this study was to evaluate the 
effect of extrusion variables on the colour 
characteristics of bean-based extrudates.  

MATERIALS AND METHODS 

Raw materials and preparation 
The raw materials einkorn wheat and buckwheat 

are provided and delivered by village of Lomets, 
municipality of Troyan, Bulgaria. The bean is 
variety "Bivolare" and it is grown in the Rhodope 
Mountains, Bulgaria. 

Bean seeds, einkorn wheat, and buckwheat were 
ground using a hammer mill and passed through 
standard sieves to be obtained homogenized meals. 
The bean meal, einkorn wheat meal, and buckwheat 
meal were blended at a ratio of 50:40:10 (w/w/w). 
Samples of prepared composite meal were mixed 
with distilled water to be obtained various moisture 
contents (Table 1). The wet materials were placed 
and kept in sealed plastic bags for 12 h in a 
refrigerator at 5ºC. The samples were tempered for 
2 h at room temperature prior to extrusion. 

Extrusion process 
The samples were extruded in a laboratory 

single screw extruder (Brabender 20 DN, 
Germany). The compression ratio of the screw was 
1:1, 2:1, 3:1, 4:1, 5:1 according to the experimental 
design (Table 1). The extruder barrel (476.5 mm in 
length and 20 mm in diameter) contained three 
sections and independently controlled die assembly 
electric heaters. The screw speed was 120, 140, 
160, 180, 200 rpm. Feed zone temperature and 
metering zone temperature were kept constant at 
100 and 140ºC, respectively. The temperature of 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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the extruder die was 120, 140, 160, 180, 200ºC. The 
feed screw speed was fixed at 50 rpm and the die 

diameter was 3 mm. 

Table 1. Experimental design for the extrusion experiments 

Run № 

Coded levels Actual levels 

X1 X2 X3 X4 
Moisture 

content (W, %) 

Barrel 
temperature 

(Т, ºC) 

Screw speed 
(N, rpm) 

Screw 
compression 

ratio (K) 
1 -1 -1 -1 -1 19 140 140 2:1 
2 1 -1 -1 -1 25 140 140 2:1 
3 -1 1 -1 -1 19 180 140 2:1 
4 1 1 -1 -1 25 180 140 2:1 
5 -1 -1 1 -1 19 140 180 2:1 
6 1 -1 1 -1 25 140 180 2:1 
7 -1 1 1 -1 19 180 180 2:1 
8 1 1 1 -1 25 180 180 2:1 
9 -1 -1 -1 1 19 140 140 4:1 
10 1 -1 -1 1 25 140 140 4:1 
11 -1 1 -1 1 19 180 140 4:1 
12 1 1 -1 1 25 180 140 4:1 
13 -1 -1 1 1 19 140 180 4:1 
14 1 -1 1 1 25 140 180 4:1 
15 -1 1 1 1 19 180 180 4:1 
16 1 1 1 1 25 180 180 4:1 
17 -2 0 0 0 16 160 160 3:1 
18 2 0 0 0 28 160 160 3:1 
19 0 -2 0 0 22 120 160 3:1 
20 0 2 0 0 22 200 160 3:1 
21 0 0 -2 0 22 160 120 3:1 
22 0 0 2 0 22 160 200 3:1 
23 0 0 0 -2 22 160 160 1:1 
24 0 0 0 2 22 160 160 5:1 
25 0 0 0 0 22 160 160 3:1 
26 0 0 0 0 22 160 160 3:1 
27 0 0 0 0 22 160 160 3:1 

Total colour difference (ΔE) 
The extrudates were finely ground using a 

laboratory hammer mill. The colour parameters 
determined for the raw blends (non-extruded) and 
extruded samples included L*, a* and b* values 
(CIE Lab system) using a colorimeter Colorgard 
2000, BYK – Gardner Inc., USA. Total colour 
difference (ΔE) was calculated applying the 
equation 

     222

ooo bbaaLLE  (1) 

where L, a, and b are the values for the extruded 
samples; Lo, ao, and bo are the values for the raw 
mixture. 

The colour parameters are the mean values of 
ten observations. 

Experimental design and data analysis 
A central composite rotatable design was used to 

investigate the effect of the moisture content (X1), 
barrel temperature (X2), screw speed (X3), and 
screw compression ratio (X4) on the total colour 
difference (response, y) in 27 runs of which 16 

were for the factorial points, 8 were for axial points, 
and 3 were for centre points [10]. The outline of the 
experimental design is outlined in Table 1.  

The levels of the independent variables were 
established according to literature information and 
preliminary trials. 

A second order polynomial model for the 
dependent variable (total colour difference) was 
established to fit the experimental data: 
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where b0 = intercepts, bi are linear, bii are 
quadratic, and bij are interaction regression 
coefficient terms. 

SYSTAT statistical software (SPSS Inc., 
Chicago, USA, version 7.1) and Excel were used to 
analyze the data results. 

RESULTS AND DISCUSSION 

The total colour differences between the 
extruded and non-extruded samples expressed by 
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ΔE are given in Table 2. Higher ΔE means darker 
products. The total colour change in extruded 
samples ranged between 11.92 and 21.15 (Table 2). 
The extrudates were darker in colour compared to 
their raw blends. L* values of the extruded samples 
(from 66.97 to 76.43) were lower than Lo value of 
the raw mixture (87.59). A similar finding has been 
reported by Leonel et al. [11], Bhattacharya et al. 
[12]. This may be due to the formation of brown 
pigments through non-enzymatic Maillard reactions 
between proteins and reducing sugars that occur 
during the product processing [13, 14]. 

 
Table 2. Total colour differences of bean-based 

extrudates 
№ L* a* b* ∆E 

1 71.33 5.78 15.11 16.92 

2 66.97 5.99 14.96 21.15 

3 73.53 6.15 15.45 14.98 

4 71.45 6.20 14.67 16.79 

5 71.52 6.41 15.96 17.06 

6 69.15 6.45 14.79 19.08 

7 73.67 6.47 16.09 15.11 

8 71.73 6.74 16.24 17.01 

9 67.80 6.98 16.19 20.76 

10 68.24 5.78 13.45 19.67 

11 76.43 3.99 15.47 11.92 

12 71.53 4.51 15.65 16.69 

13 71.49 4.99 16.05 16.88 

14 69.58 4.78 15.53 18.56 

15 72.34 4.60 16.73 16.24 

16 69.69 4.52 15.31 18.38 

17 71.49 4.83 16.84 17.09 

18 68.08 4.39 15.23 19.93 

19 67.46 6.29 16.11 20.95 

20 75.73 3.57 16.22 12.81 

21 72.15 4.09 16.67 16.34 

22 69.85 4.12 16.21 18.41 

23 69.78 4.71 16.71 18.66 

24 68.82 3.94 18.18 19.97 

25 70.82 4.06 16.89 17.67 

26 71.10 3.83 16.48 17.27 

27 70.51 4.01 16.95 17.98 

 
Chroma a* (redness) values ranged from 3.57 to 

6.98. There was little variability in this parameter 
during the extrusion, which indicates that the 
development of the red colouration is negligible. 
Similar results have been observed by Leonel et al. 
[11]. 

Responses of the b* colour parameter, which 
represents variation from blue to yellow, varied 
according to the treatment (from 13.45 to 18.18). 
The positive b* values indicate the yellowness of 
the sample. For all samples, the b* values were 
higher for the extrudates than for the raw mixture, 
which indicates more yellow products. The results 

correspond with established from Leonel et al. [11] 
and Paes and Maga [15].  

Studies were conducted using the response 
surface method. The independent and dependent 
variables were fitted to the second order model 
equation and examined for the goodness of fit. The 
analysis of variance were performed to evaluate the 
lack of fit and the significance of the linear, 
quadratic and interaction effects of the independent 
variables on the dependent variables. The R-
squared is defined as the ratio of the explained 
variation to the total variation and is a measure of 
the degree of fit [16]. When R2 approaches unity, 
the better the empirical model fits the actual data. 
The smaller is R2, the less relevant the dependent 
variables in the model have in explaining the 
behavior of variation [10]. It is suggested that for 
good fit model, R2 should be at least 80%. 

The results of the statistical analysis of variance 
(ANOVA) for the colour show that 3 effects have 
P-values less than 0.05 indicating that they are 
significantly different from zero at the 95.0% 
confidence level. The R-squared statistic is 0.83; 
the standard error of the estimate - 1.35, the mean 
absolute error - 0.71. The regression equation 
describing the effect of extrusion variables on the 
total colour difference of bean-based extrudates is 
given in Table 3.  

Table 3. Regression equation coefficients for total 
colour differences of bean-based extrudates in terms of 
coded variables 

Variables Coefficients 

Constant 55.7281 

X1  -0.3219* 

X2  -0.2334* 

X3  -0.1579 

X4  -0.6792 

X1X1   0.0113 

X2X2  -0.0008 

X3X3  -0.0005 

X4X4   0.3029 

X1X2   0.0039 

X1X3  -0.0021 

X1X4  -0.0513 

X2X3   0.0021* 

X2X4  -0.0073 

X3X4   0.0081 
X1 - moisture content (%), X2 - barrel temperature (°C), 
X3 - screw speed (rpm), X4 - screw compression ratio. 
*Significant at 95% CI. 

 
The coefficients in the regression equation can 

be used to examine the significance of each term 
relative to each other when used with coded values. 
Statistical analysis showed that the barrel 
temperature and moisture content had an effect on 
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the total colour differences (P<0.05) whereas the 
screw speed and screw compression ratio had no 
effect on the colour. 

Each of the estimated effects and interactions 
are shown in the standardized diagram - the Pareto 
diagram (Fig.1). It consists of horizontal blocks 
with lengths proportional to the absolute values of 
the estimated effects, divided by their standard 
errors. The vertical line in the Pareto diagram 
represents the value of the Student criterion at 95 % 
confidence level and separates factors that are 
significant to those that are not. The Pareto diagram 
shows the predominance of the barrel temperature 
(factor B). Next in order of importance is the 
moisture content (factor A) and the less influential 
parameter is the interaction between the barrel 
temperature and screw speed (B × C). In total, there 
are three statistically significant effects. 
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Fig.1. Estimated effects of regression model 

coefficients on the total colour difference 

 
The residual quantity distribution for the 

regression model of the total colour change is 
uniformly distributed around zero and no values 
exceed two times the standard error (Fig.2). 

 
Fig.2. Residual distribution diagram 

 
The effect of changes in moisture content and 

barrel temperature on the total colour differences of 
the samples is given in Fig.3. ΔE values increased 
with an increase in moisture content. 

 
Fig.3. Effect of moisture content and barrel 

temperature on the total colour difference (ΔE) of bean-
based extrudates 

 
Our results show that the total colour difference 

of the extruded mixture increases by 17% (L* value 
decreases from 71.49 to 68.08) when increasing the 
moisture content from 16 to 28% at barrel 
temperature 160ºC, screw speed 160 rpm, and 
screw compression ratio 3:1. Gujska and Khan [17] 
have extruded high starch fractions of navy, pinto, 
and garbanzo beans with different feed moisture 
contents. They have reported that increasing 
moisture content resulted in decreased L* values of 
the extruded beans. 

Although, the screw speed was not a significant 
parameter (Table 3), at low screw speeds a slight 
increase in colour change observed (Table 2) due to 
longer residence times which might increase the 
extent of chemical reactions. On the other hand, the 
increased screw speed increases the shear and 
temperature and could lead to more browning. The 
final effect being the result of the two opposite 
trends [13, 18]. 

CONCLUSION 

The effect of extrusion variables on the colour 
of bean-based extrudates was studied. The average 
colour differences (ΔE values) between the 
extruded and non-extruded samples ranged from 
11.92 to 21.15. Statistical analysis showed that the 
barrel temperature and moisture content had an 
effect on the total colour differences (P<0.05) 
whereas the screw speed and screw compression 
ratio had no effect on the colour. 
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Osmotic dehydration as a preliminary technological process for the production of 
dried chokeberry (Aronia melanocarpa) 

M. M. Ruskova1*, S. S. Aleksandrov1, I. Y. Bakalov1, E. C. Popescu2, T. V. Petrova1, V. G. 
Gotcheva3, N. D. Penov3 
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2Agricultural and Stockbreeding Experimental Station, 35 Nevyastata Str., 4700, Smolyan, Bulgaria 

3University of Food Technologies, 26 Maritza Blvd., 4000, Plovdiv, Bulgaria 
 
Black chokeberry was subjected to osmotic dehydration in a solution containing concentrated sour cherry juice (60% w:w), 

concentrated apple juice (20% w:w), and inulin (20% w:w). The effects of osmotic treatment temperature, solution concentration, 
and fruit:solution ratio on water loss (WL) and weight reduction (WR) of chokeberry fruits were studied. Response surface 
methodology (RSM) was applied to assess the combinations of osmotic treatment temperature (43, 50, 60, 70, and 77ºC), solution 
concentration (47, 50, 55, 60, and 63°Brix), and chokeberry:solution ratio (1:2, 1:3, 1:4, 1:5, and 1:6 w:w). Water loss values varied 
from 20.82  to 43.43% and the weight reduction values varied from 11.93  to 41.58%, respectively. Osmotic treatment temperature 
had the highest impact on water loss, and fruit weight reduction was mostly influenced by the osmotic solution concentration, with 
both effects being linear. 

Keywords: black chokeberry, osmotic dehydration, water loss, weight reduction, response surface methodology 

INTRODUCTION 

Osmotic dehydration is a pre-treatment method 
for the partial removal of water from plant tissues 
by immersion of foodstuff in hypertonic water 
solution [1]. Osmotic dehydration involves three 
mass transfer processes: (1) water transfer from the 
plant product to the osmotic solution, (2) incursion 
of solutes from the solution into the foodstuff and 
(3) excretion of soluble solids from the plant tissues 
to the osmotic solution. The third transfer is 
quantitatively negligible compared to the first two 
types of transfer but it is essential for the 
composition of the product [2, 3]. The different 
flows in and out of the plant tissue are shown in 
Fig.1.  

 
Fig.1. Mass transfer in fruit tissue during osmotic 

dehydration 

The rate of osmotic dehydration and final 
indicators of dehydrated plant products is mainly 
dependent   on   the   temperature   of   the   osmotic 
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solution, type and concentration of osmotic 
solution, and fruit to osmotic solution ratio [4, 5]. 

Temperature of the osmotic solution 
The most important variable affecting the 

kinetics of mass transfer during osmotic 
dehydration is temperature [4]. Increasing the 
temperature of the osmotic solution results in an 
increase in the rate of water removal and sugar 
uptake [5]. Diffusion of flavour and odour 
compounds from the fruits to the solution is also 
increased at high temperature. According to the 
literature on osmotic treatment, temperatures 
around 50°C have been used for fruits and 
vegetables for the following reasons: 1) 
deterioration of flavour, texture, and thermo-
sensitive compounds of the materials is limited at 
this temperature, 2) enzymatic browning and 
flavour deterioration of fruits start at 49°C, and 3) 
this temperature proved efficient to maintain the 
viscosity of the solution and ensure adequate 
infusion time without deterioration of fruit quality 
[6, 7]. 

Type and concentration of osmotic agent 
Phisut [5] reported that low molecular weight 

osmotic agents penetrate easier into the fruit cells 
compared to high molecular weight osmotic agents. 
The most commonly used osmotic agents are 
sucrose, glucose, fructose, sorbitol, glycerol, corn 
syrup and fructo-oligosaccharide. 

During osmotic dehydration, the increase of 
solute concentrations results in higher water loss 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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and solid gain rates [5]. The increased osmotic 
solution concentration resulted in higher water loss 
and weight reductions and increased drying rates 
[4, 8, 9]. 

Fruit: osmotic solution ratio 
The increase of fruit sample:osmotic solution 

ratio results in higher osmosis rate up to a certain 
level. However, it is essential to use an optimum 
ratio since large ratios offer practical difficulties in 
handling the processing of osmotic solution and 
fruit mixture. A ratio of 1:2 or 1:3 sample:osmotic 
solution is reported as optimal for practical 
purposes [10]. 

There are some major advantages of osmotic 
dehydration process in the food industry: quality 
aspect (improvement in terms of colour, flavour, 
and texture), product stability and retention of 
nutrients during storage, energy efficiency, 
packaging and distribution cost reduction, chemical 
treatment not required, product stability during 
storage [11-13].  

The genus Aronia (Rosaceae family, Maloidea 
subfamily) includes two species A. melanocarpa, 
known as black chokeberry and A. arbutifolia as 
red chokeberry. Black chokeberry fruits contain 
carbohydrates (10-18% wet basis), pectins (0.6-
0.7% wet basis), sorbitol and parasorboside [14, 
15]. Analyses showed relatively high content of K 
and Zn, as well as some amounts of Na, Ca, Mg 
and Fe [16, 17]. Chokeberry fruits are very rich in 
bioactive compounds, mainly total polyphenols 
(3.44-7.49% of dry weight), anthocyanins (0.60-
2.0% of dry weight) and flavonols (0.66-5.18% of 
dry weight) [18-20]. Due to the high anthocyanin 
content, chokeberry fruit is used as an ingredient of 
antioxidant health-promoting juices, teas, extracts 
for production of syrups and dietary supplements 
[21-23]. 

Response surface methodology (RSM) is a 
statistical tool used in process research for 
evaluation of the influence of different treatment 
parameters on product characteristics [24]. It has 
also been used to determine the optimal values of 
process parameters in various processes [25-27]. 
Several studies on optimization of plant products 
dehydration by RSM method have been reported 
[28-30]. 

Although the process of osmotic dehydration 
has been extensively studied, information about the 
mass transfer processes of osmotic dehydration of 
black chokeberry is hardly found in the literature. 
Therefore, the present study is focused on the water 
loss and weight reduction as a function of process 

variables (osmotic treatment temperature, solution 
concentration and chokeberry fruits:solution ratio).  

EXPERIMENTAL DETAILS 

Raw materials 
Black chokeberry (Aronia melanocarpa) fruits 

with soluble solids of 24-27°Brix were supplied by 
the Agricultural and stockbreeding experimental 
station, Bulgaria. The fresh fruits were sorted and 
stored in a refrigerator at 3°C until used. 

Osmotic agents: concentrated sour cherry juice, 
concentrated apple juice, and inulin (oligofructose 
87%, average degree of polymerization 8; sucrose, 
glucose, and fructose 12%) were purchased from 
Krichimfrukt Ltd. (Bulgaria), Agrobiotech Ltd. 
(Bulgaria), and Food consulting Ltd. (Bulgaria), 
respectively. The containers of concentrated sour 
cherry juice and concentrated apple juice were 
stored in a refrigerator at 3°C until used. 

Sample preparation and osmotic process 
Black chokeberry was washed with tap water, 

and then subjected to splitting.  
Osmotic solutions were prepared in five 

concentrations (47, 50, 55, 60 and 63°Brix) (Table 
1) using concentrated sour cherry juice with 
63°Brix (60% w:w), concentrated apple juice with 
72°Brix (20% w:w), and inulin (20% w:w). The 
concentration of the osmotic solutions was 
monitored by an Abbe refractometer (VEB Carl 
Zeiss JENA, Germany) [31]. 

Osmotic dehydration of fruits was performed in 
a water bath (VEB MLW Prüfgeräte Werk, 
Medingen, Sitz Freital, Germany) to achieve the 
necessary solution temperature according to the 
experimental design (Table 1). The choice of the 
preferred process conditions was according to 
survey of other researchers on osmotic dehydration 
[3, 32]. The berries were dipped in osmotic solution 
of a specified concentration for 3 hours. The 
fruit:solution ratio was 1:2, 1:3, 1:4, 1:5, and 1:6 
(w:w) according to the experimental design (Table 
1). Further, the fruits were removed from the 
solutions, quickly rinsed with hot water and gently 
blotted with paper towel to remove surface 
solution.  

Total dry matter and drained weight (final 
sample weight) of the osmotic dehydrated fruits 
were determined [33]. Further, the samples were 
analyzed for the main indicators - water loss and 
weight reduction. Weight reduction (WR) is 
defined as the net difference in weight between the 
initial weight of the fruit sample and the weight of 
the osmotically dehydrated fruit based on the initial 
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sample weight. Water loss (WL) was defined as the 
net loss of water from the fresh fruits after osmotic 
dehydration based on the initial sample [34]. These 
parameters were calculated according to the 
following equations:  
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where o
oM – the initial sample weight (g), o

fM – 

the final sample weight (g), w
ox – initial moisture 

content (%), w
fx – final moisture content (%). 

Experimental design and data analysis 
Central composite rotatable design (CCRD) was 

used to prepare osmotic dehydration of black 
chokeberry, by response surface methodology with 
three variables at five levels. The actual factor 
values were chosen based on the literature review 
and the corresponding coded values (- 1.68, -1, 0, 
+1, +1.68) are presented in Table 1. The complete 
design consisted of 17 experimental runs with three 
replications of the center point. Experimental runs 
were carried out in random order.  

Table 1. Response surface central composite design 
with three factors (variables) at five levels 

№ Osmotic treatment 
temperature 

X1 (°C) 

Solution 
concentration 

X2 (°Brix) 

Fruit : solution 
ratio 

X3 (w/w) 

1 50 (-1) 50 (-1) 1:3 (-1) 
2 70 (+1) 50 (-1) 1:3 (-1) 
3 50 (-1)  60 (+1) 1:3 (-1) 
4 70 (+1)  60 (+1) 1:3 (-1) 
5 50 (-1)  50 (-1) 1:5 (+1) 
6 70 (+1)  50 (-1) 1:5 (+1) 
7 50 (-1)  60 (+1) 1:5 (+1) 
8 70 (+1)  60 (+1) 1:5 (+1) 
9 43 (-1.68)  55 (0) 1:4 (0) 
10 77 (+1.68)  55 (0) 1:4 (0) 
11 60 (0)  47 (-1.68) 1:4 (0) 
12 60 (0)  63 (+1.68) 1:4 (0) 
13 60 (0)  55 (0) 1:2 (-1.68) 
14 60 (0)  55 (0) 1:6 (+1.68) 
15 60 (0)  55 (0) 1:4 (0) 
16 60 (0)  55 (0) 1:4 (0) 
17 60 (0)  55 (0) 1:4 (0) 

The generalized second-order polynomial model 
used in the response surface analysis was the 
following: 
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where y is the dependent variable (response), xi 
and xj are the independent variables (factors), βo, βi, 
βii, βij are the regression coefficients for intercept, 
linear, quadratic, and interaction terms. SYSTAT 
statistical software (SPSS Inc., Chicago, USA, 
version 7.1) and Excel (Microsoft Office, 97-2003) 
were used to analyse the data. 

RESULTS AND DISCUSSION 

The average weight reduction (WR) and water 
loss (WL) values of the osmotically dehydrated 
black chokeberry are presented in Table 2. WR 
varied from 11.93 to 41.58% and WL values varied 
from 20.82 to 43.43%, respectively.  

Table 2. Weight reduction and water loss values of the 
osmotically dehydrated black chokeberry 

№ Weight reduction 

Y1 (%) 

Water loss  

Y2 (%) 

1 11.93 20.82 
2 20.55 28.84 
3 17.27 25.80 
4 28.88 36.80 
5 20.63 29.13 
6 28.25 36.01 

7 34.97 33.22 

8 41.58 43.43 
9 15.30 24.61 

10 28.22 37.27 
11 15.35 28.70 

12 38.17 41.74 

13 16.64 29.98 
14 18.87 30.43 
15 17.47 25.51 
16 16.87 26.10 
17 17.11 25.61 

 

Table 3. Regression coefficients and analysis of 
variance for weight reduction of black chokeberry  

№ 
Regression 
coefficients 

Sum of 
squares 

F- value P-value 

Constant  581.471    
A:X1    -2.347 231.179 12.29 0.0099* 
B: X2  -18.523 465.337 24.74 0.0016* 
C:X3 -18.294 187.111   9.95 0.0161* 
AA     0.023   60.766   3.23  0.1153 
AB     0.005     0.490   0.03  0.8763 
AC   -0.075     4.500   0.24  0.6397 
BB    0.164 188.530 10.02 0.0158* 
BC    0.350   24.500   1.30  0.2913 
CC    0.906     9.247   0.49  0.5058 
*Significant at Р < 0.05 

Statistical analysis of variance (ANOVA) for 
WR and WL shows that 4 effects have p-values less 
than 0.05, indicating that they are significantly 
different from zero at the 95.0% confidence level 
(Table 3 and Table 4). For the indicator weight 
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reduction the R-squared is 0.89; the standard error 
of the estimate is 4.34, and the mean absolute error 
is 2.08. For water loss of osmotic-dehydrated fruits 
R-squared is 0.93; the standard error of the estimate 
is 2.62, and the mean absolute error is 1.33. 

Table 4. Regression coefficients and analysis of 
variance for water loss of black chokeberry  

№ 
Regression 
coefficients 

Sum of 
squares 

F- value P-value 

Constant  460.836    
A:X1    -2.357 241.266 35.15 0.0006* 
B: X2  -14.137 157.515 24.74 0.0020* 
C:X3    -5.661   67.167   9.95 0.0167* 
AA     0.017   31.494   3.23  0.0694 
AB     0.016    4.977   0.03  0.4227 
AC   -0.024    0.466   0.24  0.8020 
BB    0.127 114.333 10.02 0.0047* 
BC    0.036    0.265   1.30  0.8525 
CC    1.412  22.462   0.49  0.1134 
*Significant at Р < 0.05 

Each of the estimated effects and interactions 
are shown in the standardized diagrams (Fig.2 and 
Fig.3). The linear effect due to the concentration of 
osmotic solution had the highest impact on the 
weight reduction. The temperature of osmotic 
treatment also had significant effect on weight 
reduction (P<0.05). Similar results were observed 
by Fernandes et al. [35] at osmotic dehydration of 
papaya in corn syrup and sugar.  

 

 
Fig.2. Estimated effects of regression model 

coefficients on the weight reduction of black chokeberry  

 
Fig.3. Estimated effects of regression model 

coefficients on the WL of black chokeberry  

In agreement with Fig.3, temperature of the 
osmotic solution had the most significant effect on 
water loss, followed by the concentration of the 
osmotic solution and fruit to osmotic solution ratio 
(P<0.05). İspir and Toğrul [36], Kumar and Devi 
[37] also confirmed that an increase in temperature 
resulted in an increase in the rate of water loss. 

Based on the results from ANOVA after 
removing the insignificant effects, the following 
regression equations were obtained: 

WR = 581.47 – 2.35X1 – 18.52X2 – 18.29X3 + 
0.16X2

2, %     (4) 

WL = 460.84 – 2.36X1 – 14.14X2 – 5.66X3 + 
0,13X2

2, %     (5) 

The effect of osmotic dehydration conditions on 
the weight reduction and water loss of black 
chokeberry are shown on Fig.4 and Fig.5. The 
figures show the combined effect of two factors 
(temperature and concentration of osmotic solution) 
on the response of dependent variables.  

 

 
Fig.4. WR (%) depending on X1 (°C) and X2 (°Brix) at 

fruit:solution ratio 1:4 (w:w) 

 
The increase in solution concentration and 

temperature resulted in higher water loss (Fig.5) 
and weight reduction (Fig,4) values throughout the 
osmosis period. WR and WL increase about 1.8 and 
1.5 times respectively (see Table 2) with raising the 
osmotic treatment temperature from 43 to 77ºC (at 
solution concentration 55ºBrix and fruit:solution 
ratio 1:4 (w/w). Similar results were reported by 
many authors [36, 38-41]. Higher temperatures 
seem to promote faster water loss through swelling 
and plasticizing of cell membranes as well as the 
better water transfer characteristics on the product 
surface due to lower viscosity of the osmotic 
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medium [5, 38]. Fruit sample has a porous structure 
so that high temperature releases the trapped air 
from the tissue resulting in more effective to the 
removal of water by osmotic pressure. This 
enhances the removal of water and uptake of solids 
[5].  

 
Fig.5. Water loss (%) depending on X1 (°C) and X2 

(°Brix) at fruit:solution ratio 1:4 (w:w) 

Our results show that WR and WL increase 
about 2.5 and 1.5 times respectively (see Table 2) 
with raising the solution concentration from 47 to 
63ºBrix (at osmotic treatment temperature 60ºC and 
fruit:solution ratio 1:4 (w/w). The increase in 
solution concentration resulted in an increase in the 
osmotic pressure gradients [36, 41] and, hence, 
higher water loss (Fig.5) and weight reduction 
(Fig.4) values throughout the osmosis period were 
obtained. These results indicate that by choosing a 
higher concentration, some benefits in terms of 
faster water loss could be achieved. 

CONCLUSION 

Combination of different osmotic agents was 
chosen to achieve the purpose of the study. The 
optimal area of combinations of osmotic agents was 
presented in our previous study [42]. Rich in 
biologically active substances fruit juices are used 
(concentrated sour cherry juice, concentrated apple 
juice) and inulin. The main advantages of fructans 
including inulin are: highly soluble, low degree of 
polymerization (8 fructose units), technological 
properties that are closely related to those of sugar 
and glucose syrups. In addition, inulin is a prebiotic 
food ingredient. 

The choice of the preferred process conditions 
was according to survey of other researchers on 
osmotic dehydration. Response surface 
methodology was used for a quantitative study on 
the effects of the osmotic treatment temperature, 

solution concentration, and fruits:solution ratio on 
weight reduction and water loss of osmotically 
dehydrated chokeberry fruits. Results show that all 
three main effects are statistically significant for 
both responses during the osmotic dehydration of 
fruits with osmotic solution contain cherry juice 
(60% w:w), concentrated apple juice (20% w:w), 
and inulin (20% w:w). 
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Effect of extrusion conditions on breaking strength index of lentil extrudates 

M. M. Ruskova1*, T. V. Petrova1, I. Y. Bakalov1, G. I. Zsivanovits1, N. G. Toshkov2, N. D. Penov2 
1Food Research and Development Institute, 154 Vassil Aprilov Blvd., 4000, Plovdiv, Bulgaria 

2University of Food Technologies, 26 Maritza Blvd., 4000, Plovdiv, Bulgaria 
 
Lentil semolina was extruded in a laboratory single screw extruder (Brabender 20 DN, Germany) with screw diameter 20 mm 

and die diameter 5 mm. A central composite rotatable design (CCRD) was adopted to study the effect of moisture content, barrel 
temperature, metering zone temperature, screw speed, and screw compression ratio on breaking strength index of lentil extrudates. 
The breaking strength index of the extrudate was determined using a texture analyser TA.XT Plus (Stable Micro Systems, England) 
and calculated using peak breaking force divide by extrudate diameter. The breaking strength index values varied from 12.2 to 32.87 
N/mm. Analysis of variance indicates that linear effect due to the moisture content of lentil semolina had the highest impact on the 
breaking strength index. The regression model fitted to the experimental data showed comparatively high coefficient of 
determination.  

Keywords: breaking strength index, extrusion, lentil, extrudate, texture analyser 

INTRODUCTION 

Extrusion cooking is a modern high-temperature 
short-time processing technology, gaining ground 
in certain industries for various reasons. It offers 
several advantages over other types of cooking 
processes, such as faster processing times and 
significant reduction in energy consumed, which 
consequently results in lower prices for the final 
products. However, when they are produced by 
modern extrusion technology, the various types of 
extrudate are produced in very different shapes. 
These depend not only on processing conditions, 
but also on the size and shape of the die, and the 
speed of the final cutting device [1].  

The quality of extrudate produced can be 
determined using different methods according to 
their applicability in a variety of food-industry 
sectors. 

Texture testing is a well-established technique 
for evaluating the mechanical and physical 
properties of raw ingredients, food structure, and 
design, and for pre- and post-quality control checks 
[2]. Texture testing has applications across a wide 
range of food types, including baked goods, cereals, 
confectionaries, snacks, dairy, fruit, vegetables, 
gelatins, meat, poultry, fish, pasta and even pet 
food. Since texture is a property related to the sense 
of touch, it can be measured easily by mechanical 
methods in units such as force [3].  

In food texture testing, standard tests such as 
compression,   tension,   and   flexure   are   used  to 

 
* To whom all correspondence should be sent: 
   mmruskova@gmail.com 

measure hardness, crispiness, crunchiness, softness, 
springiness, tackiness, and other properties of food 
[4-6].  

For processed food, the textural properties can 
be used to optimize the process. Food texture 
analysis can highlight quality improvement 
opportunities throughout the supply chain and the 
production process. In production, food texture 
analysis is used for the measurement and control of 
process variations such as temperature, humidity 
and cooking time [7].  

Different types of testing instrumentation 
available, from manual and motorized food 
firmness testers to fully software-controlled texture 
analyzers. The texture analyzers perform the test by 
applying controlled forces to the product and 
recording its response in the form of force, 
deformation and time [8, 9]. 

The purpose of this research was to investigate 
the effect of moisture content, barrel temperature, 
metering zone temperature, screw speed, and screw 
compression ratio on breaking strength index of 
lentil extrudates produced with a single screw 
extruder. 

EXPERIMENTAL DETAILS 

Raw material and preparation 
Representative sample of commercial lentil 

cultivar, namely Ilina, was obtained from 
Dobroudja Agricultural Institute, General Toshevo, 
Bulgaria. 

Lentil seeds were ground using a hammer mill 
and passed through standard sieves. Prepared 
particle size of lentil semolina was about 0.5 mm. 
Lentil semolina was mixed with distilled water to 
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be obtained various moisture contents (Table 1). 
The wet materials were placed and kept in sealed 
plastic bags for 12 h in a refrigerator at 5ºC. The 
samples were tempered for 2 h at room temperature 
prior to extrusion. 

Extrusion 
Lentil semolina was extruded in a laboratory 

single screw extruder (Brabender 20 DN, 
Germany). The compression ratio of the screw was 
1:1, 2:1, 3:1, 4:1, 5:1 according to the experimental 
design (Table 1). The extruder barrel (476.5 mm in 
length and 20 mm in diameter) contained three 
sections and independently controlled die assembly 
electric heaters. The screw speed was 132, 160, 
180, 200, 228 rpm. The temperature of the feed 
zone was 150ºC, that of the metering zone was 136, 
150, 160, 170, 184ºC, and that of the extruder die 
was 136, 150, 160, 170, 184ºC. The feed screw 
speed was fixed at 70 rpm and the die diameter was 
5mm. 

Hardness and breaking strength index 
Hardness and breaking strength index of the 

extrudates were determined using a texture analyzer 
TA.XT Plus (Stable Micro Systems, England), with 
a 50 kg load cell and a 2-bladed Kramer shear cell 
(2 mm thick, 32 mm high, 119 mm wide, 4 mm 
apart). The test settings were as follows: Pre-test 
speed 2 mm/s, Test speed 1 mm/s, Post-test speed 
10 mm/s. 

Hardness of the extrudates was the peak in the 
Force / Distance curve when the sample is broken 
(peak breaking force or collapse). Breaking strength 
index (BSI, N/mm) was calculated using peak 
breaking force (N) divided by the extrudate 
diameter (mm) [10, 11]. The reported values were 
the average of 20 determinations. 

Bulk density 
Bulk density (g/cm3) of the extrudates was 

calculated by measuring the actual dimensions of 
the extrudates. The diameter and length of 10 
pieces of randomly selected extrudate samples were 
measured by Vernier caliper. The weight of these 
extrudate pieces was determined by electronic 
weighing balance having an accuracy of 0.001 g. 
The bulk density was calculated using the following 
formula, assuming a cylindrical shape of extrudate 
[12, 13]: 

LD

W
Density

2

4


                 (1) 

where W is weight (g), D is diameter (cm), and 
L is the length of the extrudate (cm). 

Experimental design and data analysis 
The central composite rotatable design (CCRD) 

is a widely adopted tool for optimization and 

drastically reduces the number of experiments for 
studies involving more than two independent 
variables [14, 15]. In the present study CCRD was 
used to show interactions of moisture content (X1), 
barrel temperature (X2), metering zone temperature 
(X3), screw speed (X4), and screw compression 
ratio (X5) on the extrudate in 52 runs of which 32 
were for the factorial points (run № 1-32), 10 were 
for axial points (run № 33-42), and 10 were for 
replications at the central point of the design (run 
№ 43-52). The levels of the independent variables 
were established according to literature information 
and preliminary trials. The outline of the 
experimental design is outlined in Table 1. 

To estimate moisture content, barrel 
temperature, metering zone temperature, screw 
speed, and screw compression ratio effects each 
objective response, the standardized scores were 
fitted to a quadratic polynomial regression model 
by employing a least square technique [16, 17]. The 
model proposed for the response of Y was: 
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where y = the response (breaking strength 
index), b0 = intercepts, bi are linear, bii are 
quadratic, and bij are interaction regression 
coefficient terms. Coefficients of determination 
(R2) were computed. The adequacy of the model 
was tested by separating the residual sum of 
squares into pure error and lack of fit. For each 
response, response surface plots were produced 
from the equations, by holding the variable with the 
least effect on the response equal to a constant 
value, and changing the other two variables [17]. 

SYSTAT statistical software (SPSS Inc., 
Chicago, USA, version 7.1) and Excel were used to 
analyze the data results. 

RESULTS AND DISCUSSION 

Chemical changes taking place during extrusion 
influence the development of textural and 
mechanical properties such as hardness and 
breaking strength in extrudates. Breaking strength 
index is the measure of the strength of cell wall 
which is expected to affect the texture and sensory 
crispiness of the extruded product [18]. The mean 
values of breaking strength index (BSI) of the 
extruded lentil semolina are shown in Table 1. BSI 
is in the range of 12.2 – 32.87 N/mm. 

The results of the statistical analysis of variance 
(ANOVA) for the breaking strength index show 
that 6 effects have p-values less than 0.05, 
indicating that they are significantly different from 

419



M. Ruskova et al.: Effect of extrusion conditions on breaking strength index of lentil extrudates 

  

zero at the 95.0% confidence level. The R-squared 
statistic is 0.82; the standard error of the estimate – 
2.61, the mean absolute error – 1.58. The regression 
equation describing the effect of extrusion variables 
on the breaking strength index of extruded lentil 

semolina is given in Table 2. The coefficients in the 
regression equation can be used to examine the 
significance of each term relative to each other 
when used with coded values.  

Table 1. Central composite rotatable design in coded form and natural units of independent variables and 
experimental data for breaking strength index 

Run 
№ 

Independent variables in coded form Independent variables in natural units BSI (Y), N/mm 

X1 X2 X3 X4 X5 X1 X2 X3 X4 X5 
Experi-
mental  

Predicted 

1 -1 -1 -1 -1 -1 22 150 150 160 2:1 20.23 25.80 
2 +1 -1 -1 -1 -1 28 150 150 160 2:1 21.92 18.23 
3 -1 +1 -1 -1 -1 22 170 150 160 2:1 25.92 27.00 
4 +1 +1 -1 -1 -1 28 170 150 160 2:1 15.86 17.05 
5 -1 -1 +1 -1 -1 22 150 170 160 2:1 32.87 27.63 
6 +1 -1 +1 -1 -1 28 150 170 160 2:1 14.58 18.63 
7 -1 +1 +1 -1 -1 22 170 170 160 2:1 29.86 27.97 
8 +1 +1 +1 -1 -1 28 170 170 160 2:1 17.02 16.60 
9 -1 -1 -1 +1 -1 22 150 150 200 2:1 19.51 18.56 
10 +1 -1 -1 +1 -1 28 150 150 200 2:1 13.56 14.68 
11 -1 +1 -1 +1 -1 22 170 150 200 2:1 19.55 20.54 
12 +1 +1 -1 +1 -1 28 170 150 200 2:1 13.16 14.28 
13 -1 -1 +1 +1 -1 22 150 170 200 2:1 21.03 22.96 
14 +1 -1 +1 +1 -1 28 150 170 200 2:1 17.38 17.65 
15 -1 +1 +1 +1 -1 22 170 170 200 2:1 22.19 24.09 
16 +1 +1 +1 +1 -1 28 170 170 200 2:1 14.53 16.41 
17 -1 -1 -1 -1 +1 22 150 150 160 4:1 25.59 22.15 
18 +1 -1 -1 -1 +1 28 150 150 160 4:1 15.82 16.94 
19 -1 +1 -1 -1 +1 22 170 150 160 4:1 28.96 26.70 
20 +1 +1 -1 -1 +1 28 170 150 160 4:1 17.62 19.11 
21 -1 -1 +1 -1 +1 22 150 170 160 4:1 16.71 18.24 
22 +1 -1 +1 -1 +1 28 150 170 160 4:1 13.80 11.59 
23 -1 +1 +1 -1 +1 22 170 170 160 4:1 19.27 21.94 
24 +1 +1 +1 -1 +1 28 170 170 160 4:1 14.30 12.92 
25 -1 -1 -1 +1 +1 22 150 150 200 4:1 14.67 16.17 
26 +1 -1 -1 +1 +1 28 150 150 200 4:1 12.41 14.64 
27 -1 +1 -1 +1 +1 22 170 150 200 4:1 20.21 21.50 
28 +1 +1 -1 +1 +1 28 170 150 200 4:1 16.24 17.60 
29 -1 -1 +1 +1 +1 22 150 170 200 4:1 15.31 14.83 
30 +1 -1 +1 +1 +1 28 150 170 200 4:1 12.20 11.87 
31 -1 +1 +1 +1 +1 22 170 170 200 4:1 19.88 19.31 
32 +1 +1 +1 +1 +1 28 170 170 200 4:1 13.86 13.98 
33 -2.378 0 0 0 0 18 160 160 180 3:1 31.18 31.06 
34 2.378 0 0 0 0 32 160 160 180 3:1 17.64 15.72 
35 0 -2.378 0 0 0 25 136 160 180 3:1 13.02 13.17 
36 0 2.378 0 0 0 25 184 160 180 3:1 19.29 17.10 
37 0 0 -2.378 0 0 25 160 136 180 3:1 23.56 20.87 
38 0 0 2.378 0 0 25 160 184 180 3:1 18.10 18.74 
39 0 0 0 -2.378 0 25 160 160 132 3:1 19.77 21.95 
40 0 0 0 2.378 0 25 160 160 228 3:1 18.82 14.60 
41 0 0 0 0 -2.378 25 160 160 180 1:1 25.00 22.66 
42 0 0 0 0 2.378 25 160 160 180 5:1 15.13 15.43 
43 0 0 0 0 0 25 160 160 180 3:1 19.60 17.90 
44 0 0 0 0 0 25 160 160 180 3:1 18.61 17.90 
45 0 0 0 0 0 25 160 160 180 3:1 17.11 17.90 
46 0 0 0 0 0 25 160 160 180 3:1 17.39 17.90 
47 0 0 0 0 0 25 160 160 180 3:1 16.73 17.90 
48 0 0 0 0 0 25 160 160 180 3:1 19.23 17.90 
49 0 0 0 0 0 25 160 160 180 3:1 18.42 17.90 
50 0 0 0 0 0 25 160 160 180 3:1 17.10 17.90 
51 0 0 0 0 0 25 160 160 180 3:1 18.38 17.90 
52 0 0 0 0 0 25 160 160 180 3:1 17.82 17.90 

X1 - moisture content (W, %), X2 - barrel temperature (Tm, °C), X3 - metering zone temperature (T2, °C), X4 - screw speed (rpm), X5 - 
screw compression ratio. 
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Table 2. Regression equation coefficients and analysis of variance for BSI of lentil extrudates 

Variables Coefficients DF MS p values 

Constant 95.7743    

X1 -4.7449 1 450.600 0.0000* 

X2 2.0568 1 29.5114 0.0457* 

X3 -0.6338 1 8.7126 0.2666 

X4 -1.2378 1 103.329 0.0005* 

X5 -0.8916 1 99.9447 0.0006* 

X1X1 0.1077 1 54.9907 0.0079* 

X2X2 -0.0049 1 14.0505 0.1609 

X3X3 0.0034 1 6.6256 0.3315 

X4X4 0.0002 1 0.2481 0.8499 

X5X5 0.2012 1 2.3699 0.5595 

X1X2 -0.0198 1 11.2813 0.2075 

X1X3 -0.0119 1 4.0613 0.4458 

X1X4 0.0154 1 27.1584 0.0546 

X1X5 0.1958 1 11.0450 0.2122 

X2X3 -0.0021 1 1.4365 0.6492 

X2X4 0.0010 1 1.2246 0.6744 

X2X5 0.0838 1 22.4785 0.0789 

X3X4 0.0032 1 13.2355 0.1732 

X3X5 -0.1436 1 65.9526 0.0040* 

X4X5 0.0157 1 3.1626 0.5006 

*Significant at 95% confidence level, DF – degrees of freedom, MS - mean square 

 
Each of the estimated effects and interactions 

are shown in the standardized diagram - the Pareto 
diagram (Fig.1). It consists of horizontal blocks 
with lengths proportional to the absolute values of 
the estimated effects, divided by their standard 
errors. The vertical line in the Pareto diagram 
represents the value of the Student criterion at 95 % 
confidence level and separates factors that are 
significant to those that are not. The diagram shows 
the predominance of the moisture content (factor 
A). Other researchers also found that feed moisture 
is the main factor affecting the physicochemical 
properties of extrudates [12, 15]. Next in order of 
importance is the screw speed (factor D) and screw 
compression ratio (factor E). The least influential 
parameter is the barrel temperature (factor B). The 
metering zone temperature (factor C) has no 
significant effect on BSI.  
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Fig.1. Estimated effects of regression model 

coefficients on breaking strength index 

Response surface plots are developed based on 
the regression equations (see Table 2) to understand 
the effect of extrusion process variables on BSI. 
Surface plots are drawn for each of the two 
variables, where the other three variables are kept at 
the center point of the experimental design. Some 
important surface plots are given in Fig.2 and Fig.3. 

It is well known that the decrease of moisture 
content in extrusion tends to increase specific 
mechanical energy, and consequently to favor 
macromolecular degradation of starch though 
dextrinization. The resulting melt then gives more 
fragile structures leading to low resistant cell walls 
and more structural fractures. In contrary, lentil 
flour (protein source) resulted in more rigid 
structures and elevated values of elastic modulus. 
Our results show that the breaking strength index of 
the extruded lentil semolina decreases about 2 times 
with raising the moisture content from 18 to 32% at 
barrel temperature 160ºC, metering zone 
temperature 160ºC, screw speed 180 rpm, and 
screw compression ratio 3:1. Gujska and Khan [19] 
have extruded high starch fractions of navy, pinto 
and garbanzo beans with different moisture 
contents. They have reported that increasing 
moisture content resulted in decreased density for 
navy and garbanzo beans and an increase for pinto 
bean. Decreased bulk density of extrudates was 
associated with high expansion index, low hardness 
and breaking strength [20]. Avin et al. [21] reported 
that density of extruded red bean is not influenced 
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by temperature, moisture, or screw speed. 
Balandran-Quintana et al. [22] have extruded pinto 
bean flours at three different die temperatures (140, 
160, and 180ºC), feed moisture content (18, 20, and 
22%), and screw speeds (150, 200, and 250 rpm). 
They have reported that the density was influenced 
by moisture and temperature and it decreased with 
increasing temperature for 18 and 20% moisture 
feed. For 22% moisture the density decreased 
between 140 and 160ºC and increased abruptly 
between 160 and 180ºC. 

An increase in screw speed resulted in an 
extrudate with lower hardness and breaking 
strength (see Fig.3). It is possible that an increase in 
screw speed may be expected to lower the melt 
viscosity of the material in the extruder, resulting in 
a less dense, softer extrudate [12]. 

Breaking strength index of lentil extrudates is 
positively correlated with hardness (R2 = 0.77, p < 

0.05) (Fig.4) which is determined by measuring the 
maximum force required to break the extruded 
samples. Breaking strength index is also positively 
correlated with density (R2 = 0.77, p < 0.05) 
(Fig.5). Similar results are observed by Altan et al. 
[23]. They investigated the effect of screw 
configuration and raw material on some properties 
of barley extrudates and established that hardness 
of extrudates is positively correlated with bulk 
density and breaking strength (R2 = 0.725, 
R2 = 0.865, p < 0.05), whereas negatively 
correlated with sectional expansion index 
(R2 = 0.470, p < 0.05). High density product 
naturally offers high breaking strength while the 
increase in pore size together with a decrease in cell 
wall thickness results in weak extrudate structures. 
Breaking strength is affected by the strength of cell 
walls, as influenced by starch gelatinization and 
protein denaturation [24]. 
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Fig.2. Effect of moisture content and barrel temperature 
on breaking strength index 

Fig.4. Breaking strength index versus hardness 
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Fig.3. Effect of moisture content and screw speed on 
breaking strength index 

Fig.5. Breaking strength index versus density 
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CONCLUSION 

The breaking strength index of lentil extrudates 
produced on a laboratory single screw extruder 
was dependent on several process variables. 
Moisture content, barrel temperature, screw speed, 
and screw compression ratio had some significant 
effect on BSI. The metering zone temperature had 
no significant effect on BSI. The breaking 
strength index was found to be most dependent on 
moisture content. The study showed that BSI of 
the extruded lentil semolina decreased with 
raising the moisture content. An increase in screw 
speed resulted in an extrudate with lower breaking 
strength. Breaking strength index of lentil 
extrudates was positively correlated with hardness 
and bulk density. 

REFERENCES 

1 M. Brnčić, B. Tripalo, D. Ježek, D. Semenski, N. 
Drvar, M. Ukrainczyk, Sādhanā, 31 (5), 527, 
(2006). 

2 A. Simitchiev, V. Nenov, Journal of Food and 
Packaging Science Technique and Technologies, 1 
(2), 265, (2013).  

3 G. Zsivanovits, D. Iserliyska, New knowledge 
Journal of science, 2 (3), 111, (2013). 

4 J. Bouvier, R. Bonneville, A. Goullieux, Agro 
Food Industry Hi-Tech, 8 (1), 16, (1997). 

5 A. Desrumaux, J. Bouvier, J. Burri, Cereal Chem., 
76, 699, (1999). 

6 E. Van Hecke, K. Allaf, J. Bouvier, Journal of 
Texture Studies, 29 (6), 617, (1998). 

7 J. Steffe, Rheological methods in food process 
engineering, 2nd ed., Freeman Press, (1996). 

8 A. Simitchiev, Food Proc. Ind. Mag., 9-10, 37, 
(2013). 

9 M. Maskan, A. Altan, Taylor & Francis Group, 
LLC, (2012). 

10 S. Chaiyakul, K. Jangchud, A. Jangchud, P. 
Wuttijumnong, R. Winger, LWT - Food Sci. and 
Technol., 42, 781, (2009). 

11 M. Brncic, B. Tripalo, S. Brncic, S. Karlovic, A. 
Zupan, Z. Herceg, Bulg. J Agric. Sci., 15 (3), 204, 
(2009). 

12 Q. Ding, P. Ainsworth, A. Plunkett, G. Tucker, H. 
Marson, J. Food Eng., 73, 142, (2006). 

13 A. Sawant, N. Thakor, S. Swami, A. Divate, Agric 
Eng Int: CIGR Journal, 15 (1), 100, (2013). 

14 D. Montgomery, Design and analysis of 
experiments, fifth ed. Wiley, New York, USA, 
455, (2001). 

15 S. Chakraborty, D. Singh, B. Kumbhar, S. 
Chakraborty, Food Bioprod. Process., 89 (4), 492, 
(2011).  

16 Jr. Gacula, J. Singh, J. Bi, St. Altan, Statistical 
Methods in Food and Consumer Research, 2nd Ed. 
Academic Press, Inc., New York, eBook ISBN 
9780080920337, (2008).  

17 K. Filli, I. Nkama, U. Abubakar, V. Jideani, Afr. J. 
Food Sci., 4 (6), 342, (2010). 

18 H. Doğan, M. Karwe, Food Sci. Tech. Int., 9 (2), 
101, (2003). 

19 E. Gujska, K. Khan, J. Food Sci., 56 (2), 443, 
(1991). 

20 P. Rayas-Duarte, K. Majewska, C. Doetkott, 
Cereal Chem., 75, 338, (1998). 

21 D. Avin, C. Kim, J. Maga, J. Food Process. Pres., 
16, 327, (1992). 

22 R. Balandran-Quintana, G. Barbosa-Canovas, J. 
Zazueta-Morales, A. Anzaldua-Morales, A. 
Quintero-Ramos, J. Food Sci., 63 (1), 113, (1998). 

23 A. Altan, K. McCarthy, M. Maskan, J. Food Eng., 
92, 377, (2009). 

24 M. Martinez-Serna, R. Villota, In J. Kokini, C. Ho 
& M. Karwe (Eds.), Food Extr. Sci. and Technol., 
New York: Marcel Dekker, 387, (1992). 

 

423



  

Bulgarian Chemical Communications, Volume 48, Special Issue E (pp. 424  -  427) 2016  

Physicochemical parameters of Bulgarian yellow cheese from cow’s milk (kashkaval) 
during the standardized manufacturing 
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We analyzed Bulgarian yellow cheese from cow’s milk (kashkaval), produced for research purposes in accordance with the 

technology, described in BDS 14:2010. The batches of kashkaval were stored at manufacturers and delivered for analysis in three 
stages: immediately after blowing, on the 45-th day and 55-th day from the ripening of the kashkaval. The analyzed parameters were: 
water content and dry matter, content of fats in total weight, fat in dry matter, proteins, and the ash content. The water-soluble 
proteins and thus the degree of maturity were determined in 45-th and 55-th day from the beginning of ripening. The energy value 
was calculated for all samples. The physicochemical parameters of all batches after blowing were very good for the kashkaval, which 
have not passed the stage of ripening: the amount of dry matter was more than 56% of the total and the fat content in the dry matter 
was higher than 45.0%. They did not change significantly during the process of ripening. Three of the batches of kashkaval did not 
meet the requirements of BDS 14:2010 for ripeness (no less than 20.0%) on 45th day.  On the 55th day of ripening the degree of 
maturity of four batches were 20.8 %; 19.4 %; 30.6 % and 16.0 %. Based on the results for physicochemical parameters the 
important conclusion was: the period of ripening 45 days of kashkaval from cow's milk set out in BDS 14:2010 should be change 
because they do not guarantee receipt of a mature product. 

Keywords: Bulgarian yellow cheese, kashkaval, ripening, proteolysis 

INTRODUCTION 

Bulgarian yellow cheese, known as “kashkaval”, 
is a type of hard cheese, produced from milk. The 
technology for producing of kashkaval and all 
steamed cheeses has been gradually improved over 
many centuries. The process for manufacturing of 
the traditional kashkaval includes the following  
stages: formation of the curd (curdling the milk), 
initial processing and compressing the curd, 
cheddaring (proving) the curd, steaming, forming 
cakes, blowing, salting, ripening, washing and 
drying [1]. It is important to point at the differences 
between kashkaval and the yellow cheeses, known 
in Europe.  Those yellow cheeses are manufactured 
with starters, which can be introduced after 
curdling the milk. 

Essential for the development of the taste and 
texture of the product is the ripening process. As a 
biotransformation process, the ripening of the 
cheese leads to an accumulation of more easily 
digestible by the human body components. The 
most significant changes concern protein structure: 
enzyme assisted proteolysis results in hydrolysis of 
peptide bonds, leading to the formation of water 
soluble peptides [2]. It has been found that the 
proteolysis begins in the first few days of ripening 
and continues, though sustained, throughout the 
period  of  storage  [3].  According  to  Barać  et  al. 
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[4], proteolysis during cheese ripening can be 
divided into two stages: First is the basic one, such 
that there is degradation of the casein in large well 
formed polypeptides and the second is the 
proteolytic process, during that process the 
formation of small polypeptides and free amino 
acids happens, this part of the process is when the 
smell and taste are forming. In the process of 
maturing, the amount of insoluble in water protein 
gradually reduces, so by monitoring the changes in 
the amounts of water-soluble protein the degree of 
ripening in the kashkaval could be detected. 
According to BDS 14:2010 [5], Bulgarian 
kashkaval of cow’s milk ripens in refrigerated 
rooms at a temperature of 8°C to 10°C for 45 days 
and to 60 days for kashkaval of sheep milk. 

This paper presents the changes of the quality 
parameters during the ripening period of kashkaval 
from cow's milk, produced in accordance with the 
technology described in BDS 14:2010 and 
evaluates if 45 days were sufficient time period for 
the maturing of the product. 

EXPERIMENTS 

Kashkaval from cow’s milk, produced by four 
leading Bulgarian manufacturers was analyzed. For 
the research purposes, the batches of kashkaval 
were produced in accordance with the technology, 
described in BDS 14:2010 and stored at 
manufacturers. 

Physicochemical parameters were analyzed in 
three stages: immediately after blowing, on the 45-
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th day [5] and 55-th day from the ripening of the 
yellow cheese. For each stage the manufacturers 
have supplied representative samples, which were 
identical pieces with weight 400 g, according with 
requirements of sampling method [6].   

Preparation of the test sample: 
The rind was removed in such a way as to 

provide a test sample as it is usually consumed. The 
test sample was grinded by grinder and whole mass 
was mixed quickly. The test sample was analysed 
as soon as possible after grinding. 

The analyzed parameters were: water content 
and dry matter, content of fats in total weight, fat in 
dry matter, proteins, ash content. The water-soluble 
proteins and thus the degree of maturity were 
determined in 45-th and 55-th day from the 
beginning of ripening [5]. 

The water content and dry matter were defined 
according to BDS 1109:1989 [7]. 

The content of fats in total weight was analyzed 
according to ISO 3433:2008 (IDF 222:2008) [8] 
and the calculation for fat in the dry matter was by 
following equation (Eq. 1):  

Equation 1: 
fat in the dry matter, % = (content of fats in total 

weight /dry matter) x 100 
The total protein was determined according to 

BDS EN ISO 8968-1:2014 [9]. Kjeldahl digestion 
unit “GERHARD”, type EBL was used for the 
incineration (acidic hydrolysis) of the sample of 
kashkaval. The distillation of nitrogen content was 

performed by distillation unit “VELP”, type UDK 
129. 

The ash content was determined in accordance 
to BDS 6154:1974 [10]. The incineration of the 
samples was carried out in the oven at 550 °C. 

The water-soluble proteins were analyzed as 
follows: 5.000 g homogenized sample was 
transferred in a volumetric flask (500 ml) with 
preheated (40 – 45) °C distilled water. The flask 
was shaken periodically for 1 hour and then 
allowed to cool to 20 °C. The solution was filtered 
through paper filter and 50 ml of the filtrate 
developed a procedure for determining the total 
protein in accordance with requirements of BDS 
EN ISO 8968-1:2014 [9]. 

The degree of maturity of the kashkaval was 
calculated by the following equation (Eq.2): 

Equation 2:  
Degree of maturity, % = (water-soluble 

protein/total protein) x 100 
Energy value was determined by calculations 

described in Regulation 23/2001 of Ministry of 
Health art.10, p.3 and p.4 [11]. We used the 
following formula: 

Energy value, kcal/100g = (4 x total proteins, %) 
+ (9 x fat in total weight, %) 

RESULTS AND DISCUSSION 

The results of the analyzed physicochemical 
parameters of the kashkaval after blowing are 
presented in Table 1. 

Table 1. Physicochemical parameters of the kashkaval after blowing 

Parameters Water content 
х±Sх  

% 

Dry matter 
х±Sх  

% 

Content of fats in 
total weight 

х±Sх, % 

Fat in dry matter 
х±Sх  

% 

Ash content 
х±Sх  

% 

Proteins 
х±Sх  

% 

Energy value 
х±Sх 

kcal/100 g 
Batch 1 42.65±0.08 57.35±0.11 28.0±0.5 48.82±0.88 4.09±0.06 24.36±0.34 349±9 
Batch 2 38.43±0.08 61.57±0.12 30.5±0.5 49.54±0.89 3.78±0.05 24.77±0.35 374±10 
Batch 3 42.14±0.08 57.86±0.12 25.5±0.4 44.07±0.79 4.72±0.07 25.50±0.36 332±9 
Batch 4 38.97±0.08 61.03±0.12 29.0±0.5 47.52±0.86 3.72±0.05 26.23±0.37 366±10 

The values of all physicochemical parameters of 
kashkaval samples, produced by four companies 
were very close. That means that the milk, used for 
production is standardized - fat content and protein 
content have been similar. The amount of dry 
matter in the studied samples conformed to the 
requirements of BDS 14:2010 for kashkaval from 
cow's milk (not less than 56.0 %), [5]. The fat 
content in the dry matter of the all batches of 
kashkaval was higher than 45.0 % [5]. The 
physicochemical parameters of the samples were 
very good for the kashkaval, which have not passed 
the stage of ripening. 

The water content was increased by 0.64 % to 
4.07 %, due to the ongoing process of proteolysis 
on 45th day of ripening of the kashkaval (Table 2). 

The amounts of water-soluble protein in the four 
batches were different and accordingly the degree 
of ripeness of the kashkaval was different. Only 
batch 3 met the requirements of BDS 14:2010 for 
ripeness (no less than 20.0 %) [5]. 

On the 55th day of ripening of the kashkaval 
(Table 3) the water content was increased in batch1 
and 2, but it was reduced in batch 3 and 4, if 
compared with 45th day. The decrease of water 
content can be explained by the delayed process of 
proteolysis and moisture loss during storage. 
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Table 2. Physicochemical parameters of the kashkaval on 45th day of ripening 

Para-
meters 

Water  
content 

х±Sх 
% 

Dry  
matter 
х±Sх 

% 

Content of fats 
in total weight 

х±Sх 
 % 

Fat in  
dry matter 

х±Sх 
% 

Ash 
content 

х±Sх 
% 

Proteins 
 

х±Sх 
% 

Energy 
value 
х±Sх 

kcal/100 g 

Water-
soluble 

protein х±Sх 
% 

Degree of 
maturity 

х±Sх 
% 

Batch 1 43.88 ±0.09 56.12 ±0.11 27.5±0.5 49.00 ±0.88 3.92±0.05 23.59±0.33 342±9 4.48±0.06 19.0±0.4 
Batch 2 39.07±0.08 60.93±0.12 30.0±0.5 49.24 ±0.89 3.64±0.05 24.48±0.34 368±10 4.42±0.06 18.1±0.4 
Batch 3 44.84 ±0.09 55.16±0.11 26.0±0.5 47.14 ±0.85 4.40±0.06 24.06±0.34 330±9 6.56±0.09 27.3±0.6 
Batch 4 43.04±0.09 56.96 ±0.11 27.5±0.5 48.28 ±0.87 3.45±0.05 24.51±0.34 346±9 3.44±0.05 14.0±0.3 

Table 3. Physicochemical parameters of the kashkaval on 55th day of ripening 

Para-
meters 

Water  
content 

х±Sх 
% 

Dry  
matter 
х±Sх 

% 

Content of fats 
in total weight 

х±Sх 
 % 

Fat in  
dry matter 

х±Sх 
% 

Ash 
content 

х±Sх 
% 

Proteins 
 

х±Sх 
% 

Energy 
value 
х±Sх 

kcal/100 g 

Water-
soluble 

protein х±Sх 
% 

Degree of 
maturity 

х±Sх 
% 

Batch 1 44.92±0.09 55.08±0.11 27.5±0.5 49.93 ±0.90 4.02±0.06 22.24±0.31 337±9 4.63±0.06 20.8±0.4 

Batch 2 41.12±0.08 58.88±0.12 29.5±0.5 50.10±0.90 3.66±0.05 23.94±0.34 361±10 4.64±0.06 19.4±0.4 

Batch 3 43.94±0.09 56.06±0.11 25.5±0.4 45.49±0.82 4.72±0.07 24.15±0.34 326±9 7.38±0.10 30.6±0.6 

Batch 4 42.80±0.08 57.20±0.11 27.5±0.5 48.08±0.86 3.58±0.05 25.01±0.35 348±9 4.01±0.06 16.0±0.3 

 
The amounts of water-soluble protein were 

increased at the four batches, which leaded to an 
increase in the degree of maturity at all batches 
(Fig.1).  

 

Fig.1. Changes in degree of maturity (%) of four 
batches kashkaval on 45th and 55th days 

Only batch 4 did not meet the requirement of 
BDS 14:2010 [5] for ripeness. The different 
degrees of maturity of the studied kashkaval have 
shown, that the conditions for ripening the product 
were different in the four manufacturers. 

The energy value of the four batches of 
kashkaval met the requirement of BDS 14:2010 [5]. 
There was a slight tendency to decrease throughout 
the period of study. 

CONCLUSION 

Based on the results for physicochemical 
parameters of four batches Bulgarian yellow 
cheese, produced in accordance the requirements of 
BDS 14:2010, we concluded the following: 

1. The cow milk used as raw material for 
production of kashkaval, was standardized. Its 
quality was suitable for production of kashkaval, 
according to BDS 14:2010. 

2. The physicochemical parameters of the four 
batches of kashkaval: dry matter (%), fat in dry 
matter (%) and energy value (kcal/100 g product) 
met the requirements of BDS 14:2010 early in the 
ripening process. 

3. The period of ripening 45 days for kashkaval 
from cow’s milk, set out in BDS 14:2010 [5] 
should be changed, since it does not guarantee the 
maturity of the product and its high nutritional 
value. 

The following recommendation is acceptable for 
the future: 

Based on the results, we will suggest to the 
relevant public authority to change 45 days period 
of ripening of kashkaval from cow's milk, set out in 
BDS 14:2010 and to extend it to 55 days, to ensure 
the completely conducted ripening process. 

As a general conclusion: the quality of the 
produced in Bulgaria milk is good and allows 
manufacturing of the quality milk products. 
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Sensory and texture characterisation of plum (Prunus Domestica) fruit leather 
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The dried fruit leather (pestil) is a well-known traditional healthy food in Bulgaria and Turkey with high antioxidant content. The 
products were produced and technology was developed based on plum with the addition of pressings (3, 5 and 10%) of Aronia 
melanocarpa Elliot in combination with Rubus idaeus, Rubus fruticosus and bee honey. Tasting card and intensity scales of sensory 
indicators were developed for the relative control of nine products. Fruit leather, with addition of 5% pressings (regardless of 
composition) showed the slightest differences in the organoleptic indicators compared with the control. Instrumental texture 
parameters were examined by texture profile analysis (TPA). Some correlations were established between the textural and sensory 
parameters. 

Keywords: pestil, healthy food, new technology, waste processing, organoleptic parameters, texture profile analysis 

INTRODUCTION 

Pestils (Fruit leather) are traditional food in 
some parts of Bulgaria and Turkey. These are 
prepared from concentrated fruit juices, mashes 
such as berries, apple, plum, cornel, grapes and 
others, which are grown regional in the countries. 
Traditionally used other ingredients are honey, 
sugar, starch or milk depending on the places. The 
ingredients and production technology must be 
studied in parallel way because they influence the 
physico-chemical and sensory parameters as well 
[1]. The dried fruit leather has high nutritional 
value rich in vitamins, minerals and energy. These 
parameters are highly related to the processing 
technology (process temperatures for concentration 
and drying) and to the quality of raw materials [2-
5]. The fruit leather can be consumed like a 
nutritious breakfast, snack or dessert [6]. 

The texture of fruit leathers is affected by the 
moisture content and drying temperature [4, 7]. The 
longer drying or higher temperature cause usually 
harder texture. The differences in texture could also 
be due to genetic make-up of fruit, rate of water 
absorption from the surroundings or protein content 
[8] of the fruits and sugar addition as well [6, 9, 
10]. The high sucrose content reinforces the sugar-
acid-high methoxyl pectin gelation [6]. The added 
citric acid decrease the pH which supports the 
undissociated carboxyl groups of pectins and 
support the gel structure [6]. Based on the literature 
there are significant differences between the 
sensorial and instrumental texture readings [11] 
because  the  human  mouth  is   more   complex   in 
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measuring like the penetrometers. The texture of 
the leather can be improved by adding 
maltodextrin, coconut oil or chopped nuts [9]. 

The drying of the leather causes colour and 
appearance changes of the final product. The 
lighter leathers tend to darker and turn to brown or 
lost the yellow-orange colour because the pigments 
are sensitive to temperature [8]. The browning of 
the leather could be related to the non-enzymatic 
vitamin C oxidation or enzymatic oxidation of 
polyphenols as well [12]. 

The aroma of products results from volatile 
substances in the fresh food such as esters, ketones, 
aldehydes, terpenes and others [13, 14]. The loss of 
these volatiles leads to a decrease in aroma 
detection. Based on some authors the addition of 
honey or sugar can be enhance the aroma of 
leathers [6, 9] but the sugar level above the 
optimum decrease the flavour rating [10]. 

The taste of the leather can be affected by the 
sugar level of the raw materials and by added sugar 
to the optimum level [10]. The aroma and the taste 
correlates with each other and can be improve with 
optimum sugar or honey addition [9, 14]. 

The plum fruits are rich in organic acids, pectin, 
tannins, mineral salts and vitamins and along with 
its taste qualities have curative effect – stimulated 
heart function and digestion, helping to dispose of 
the body of toxic substances and cholesterol. Plums 
prevent osteoporosis and strengthen bones [15]. 
Chokeberries are high in polyphenolic compounds, 
such as anthocyanins. The name "chokeberry" 
comes from the astringency of the fruits, which 
create a sensation making one's mouth pucker. 
Their also reduce the blood cholesterol [16, 17]. 
The black berries contain both soluble and 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 

428



M. Momchilova et al.: Sensory and texture characterisation of plum (Prunus Domestica) fruit leather 

 

  

insoluble dietary fibre, vitamin C, and vitamin K. 
Their seeds contain oil which is rich in omega-3 
(alpha-linolenic acid) and omega-6 fats (linoleic 
acid) as well as protein, dietary fiber, carotenoids, 
ellagitannins and ellagic acid [16-20]. Raspberries 
are also high in fibre, antioxidants and in vitamin C. 
They have anti-inflammatory properties as well 
[21]. 

The aim of this study was develop and 
characterize the sensory and texture properties of 
new fruit pestil formulas from plum (Prunus 
Domestica) with the addition of pressings from 
dried fruits (3, 5 and 10%), Aronia melanocarpa 
Elliot  in combination with Rubus idaeus, Rubus 
fruticosus and bee honey.  

EXPERIMENTAL DETAILS 

Technology development 
Nine fruit leather (pestil) combination were 

developed from puree of plum fruit (Prunus 
Domestica), and dried fruits (3, 5 and 10%) 
chokeberry (Aronia melanocarpa Elliot) in 
combination with raspberry (Rubus idaeus), 

blackberry (Rubus fruticosus) and bee honey (3%) 
(Table 1) [6]. 

Table 1. Formulation of fruit pestils* 

Composition 
Suppl., 

% 
Puree of 
plums, % 

Dry content, db% 
Aw 

puree pestil 
Plum 0 74.85 65.80 77.0 0.502 

Plum+ 
Chokeberry 

3 71.85 55.66 66.9 0.542 

5 69.85 54.90 62.0 0.523 

10 64.85 54.44 60.0 0.476 

Plum + 
Chokeberry 

with 
blackberry 

3 71.85 52.14 64.0 0.460 

5 69.85 52.61 62.0 0.472 

10 64.85 61.56 71.0 0.486 

Plum + 
Chokeberry 

with 
raspberry 

3 71.85 52.10 64.0 0.486 

5 69.85 51.93 61.0 0.476 

10 64.85 61.41 74.0 0.462 

* Sugar 22 %; Honey 3 %, Citric acid 0.15 %. 
The puree combinations (without honey) were 

cooked at 80-85°C temperature up to 55-60% dry 
content. The prepared puree formulations were 
dried with convective hot air drying method [5] at 
45°C for 7-8 hours to 65-70 % dry content in a 
laboratory drier (Fig.1). 

 

Sorting of fruits 

Washing and cleaning 

Blending 

Cooking 
 80°C, 50min 

Spreading Drying 
8h, 45°C 

 

Finished product 

Brewing 
ХМ 1:5 

92°C, 5min 

Blending 
Homogenisation 

Plum Pressings Sugar Bee honey Citric acid 

Cooling 

Mixing 

 

Fig.1. Flow diagram of the developed technology 

Water activity of the samples is measured by 
AquaLab Series 3 instrument with chilled-mirror 
dew-point sensor (Table1). 

Sensory analysis 
Qualitative indicators (appearance, colour, 

smell, taste, texture) of pestil were studied based on 
the Bulgarian standard of honey bee (BDS 3050-
80) [22]. A consumer acceptance/preference test 

was performed according to method of profiling 
(EN ISO 8586:2014) [23]. 

The test-card and acceptance scales were 
developed for the sensory intensities of the 
indicators (from 1 to 7) for relative control of the 
nine (9) developed products. Twelve (12) trained 
panelist have been selected to ensure the accuracy 
of the assessment. Randomly coded samples were 
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presented simultaneously to the evaluators. Sensory 
profile diagrams were formed based on the 
statistically analysed data. 

Texture analysis 
The texture of leather sheets was determined 

using a Stable Micro System texture analyzer; 
model TA.XT.Plus (Godalming, Surrey, UK). A 
texture profile curve was obtained with 2 loading 
and 5 s time for relaxation between them. A 
cylindrical probe (Ø=50 mm) was used. The 
instrument was set at a test speed of 1 mm·s−1 and a 
strain of 70 %. (Fig.2.). 

 

Fig.2. Texture profile analysis and parameters 

Firmness stress (σ) is determined as the 
maximum stress coordinate of 1st peek of the curve. 
The adhesiveness (work of detachment – A3) can be 
defined like the stress, necessary to pull up the 
measure   probe   after   the    70    %    compression 

(negative integrated area), cohesiveness defined as 
the ratio between the 2nd and 1st loading area (A2/ 
A1) and gumminess was computed like cohesi-
veness multiplied by the firmness. (Fig.2) [24, 25]. 

RESULTS AND DISCUSSION 

Sensory analysis 
The sensory parameters are one of the most 

important properties of food products. Fruit leather 
from plum with 3 % chokeberry based on the points 
of the panelists for the consistence parameters is 
firmer than with higher concentrations. It has 
glossy surface, high elasticity and is not sticky. 
Because of added pressings, they do not show 
homogeny consistency. The panelists note that 
these probes have attractive appearance (Fig.3). 

The aroma profile of chokeberry is highly 
expressed with 10 % added pressings. The most 
balanced aroma of fruit leathers comes from plum 
and 3% dried chokeberry. The indicator of common 
perception in all developed formulations of 
chokeberry is highly pleasant (Fig.3). 

Based on the taste profile of fruit leathers the 
variant with 10 % chokeberry is the sweetest and 
shows the nearest plum’s taste like the control. The 
astringent taste of chokeberry is not perceptible for 
all concentrations and there is no sour taste (Fig.3). 

 

Fig.3. Sensory profile for fruit leather from plum with chokeberry 

It has been found that the pestil probes with 
chokeberry and blackberry (5% and 10%) are 
characterized with soft consistency in comparison 
with those with 3% additive. These variants are 
glossy near like the control and have less elastic 
consistency than the sample with 10 %. The 

adhesiveness of these probes are smaller than the 
control. Although, these probes have attractive 
appearance (Fig.4). 

It was found (Fig.4) that in plum fruit leathers 
with chokeberry and blackberry in at all 
concentrations, the aroma of dried fruit is strong, 
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but different from that of the control. Definitely, the 
aroma of plum prevails over that of chokeberry, 
while higher concentrations of blackberry flavor is 
more pronounced. Like samples with chokeberry 
the indicator of common perception, it is from 
highly pleasant to pleasant. 

The pestils with 5% and 10% of chokeberry and 
blackberry have most pronounced sweet and sour 
taste but not pronounced bitter and astringent taste. 
All variants have taste near to the control but with 
higher concentration of blackberry, they show more 
dominant blackberry taste. The variants do not 
show bitter taste (Fig.4). 

 

Fig.4. Sensory profile for fruit leather from plum with chokeberry and blackberry 

The consistency profile (Fig.5) shows fruit 
leathers with 10 % chokeberry and raspberry are 
more in glossy and adhesiveness, but less in 

firmness and homogeneity like the control. Their 
appearance is attractive also like the control. 

 

 

Fig.5. Sensory profile for fruit leather from plum with chokeberry and raspberry 

The panelists note that the aroma of raspberry is 
less pronounced. In the variants with raspberry, the 
plum has with the dominant aroma, not like in the 

others. The general perception is from highly 
pleasant to pleasant (Fig.5). 
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Fruit leathers with 3% and 5% chokeberry and 
raspberry are sweets, near to the control. The taste 
of the plum is more pronounced for variants with 
3% and 10% and pronounced for 5%. Taste of the 
chokeberry is also a dominant in all concentrations. 
The taste was stated like not astringent rather bitter 
for these probes, but with 10% chokeberry and 
raspberry the taste is not astringent and not bitter as 
well (Fig.5). 

Based on other studies for sensory consistency 
parameters of fruit leather the harder products have 
with usually higher acceptance level but the 
adhesiveness and the elasticity are also important 
performers of mouth filling [1]. The addition of 
pressings detrimental to the homogeneity but may 
provide higher appearance level (attractive). The 
higher adhesiveness level decrease the acceptance 
of the products [2]. 

 
 

Texture profile analysis 
The instrumental texture analysis gives a more 

objective results for the texture but just the complex 
systems of the parameters can be compare with the 
results of the sensory analysis [11]. These 
parameters can improve the descriptions of the 
products with goal to help the development of the 
technology and better quality indicators of the 
product. 

The product with added pressings has lower 
firmness (Fig.6). It is maybe the result of the 
brewing during the technological procedure. Based 
on this result the probes with more added pressings 
show softer texture but just up to 5% concentration. 
The softest texture was reached with 5 % 
chokeberry+blackberry combination. That result is 
in correlation with the sensory analysis. The higher 
firmness values obtained with chokeberry is the 
result maybe the higher pectin content of these 
fruits. 

 

Fig.6. Instrumental firmness for fruit leather from plum with added chokeberry, chokeberry + blackberry and 
chokeberry + raspberry 

 

Fig.7. Instrumental adhesiveness for fruit leather from plum with added chokeberry, chokeberry + blackberry and 
chokeberry + raspberry 
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The adding of raspberry pressings increased the 
adhesiveness but just up to 3 % concentration. 
Based on our results the addition of chokeberry and 
blackberry pressings decreased the adhesiveness 
but also just in smaller concentrations. The result is 
very similar like the opinion of the panelists about 
adhesiveness (Fig.7). 

The addition of pressings in smaller 
concentration lowered the cohesiveness. The 
highest lowering effect was encountered with 3% 
raspberry. With higher concentrations, the 
differences between the added pressings are very 
small. The lowering the cohesiveness means the 
ability for relaxation is smaller or the differences 
between the deformability are higher (Fig.8). 

 

Fig.8. Instrumental cohesiveness for fruit leather from plum with added chokeberry, chokeberry+blackberry and 
chokeberry+raspberry 

The effect of added pressings for gumminess is 
very similar like for the cohesiveness. There are 
differences between the samples just with 3 % 

added pressings. Added chokeberry pressings show 
smallest lowering effect (Fig.9). 

 

Fig.9. Instrumental gumminess for fruit leather from plum with added chokeberry, chokeberry+blackberry and 
chokeberry+raspberry 

Correlation analysis between the parameters 

Correlation analysis between the parameters 
shows higher negative correlation between the 
concentration of added pressings and cohesiveness 
and gumminess (r = -0.8171 and r = -0.7966). The 

adhesiveness does not show correlations with any 
other parameters. There are very high correlations 
between hardness and cohesiveness and gumminess 
(r = 0.9209 and r = 0.9910). These results are very 
similar like in the literature from Al-Hinai et.al for 
date-tamarind leather [11]. 
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CONCLUSION 

The developed technology drives to stable 
product with low water activity. 

The fruit leather is a soft product and has to be 
with low adhesiveness for high acceptance from the 
panelists. 

The instrumental texture analysis also leads to a 
complex parameter system, which has correlation to 
sensorial texture parameters. 

Based on literature reviews for fruit leathers 
there are not unified criterions about 
physicochemical characteristics of pestils [6]. This 
study gives information about texture and sensory 
parameters of fruit leathers. The used parameter 
systems can describe the correlations between the 
consumer acceptance and the texture, ingredients, 
technology parameters. 
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Instrumental texture characterization of bread 

M. Momchilova, G. Zsivanovits* 

Food Research and Development Institute, Plovdiv, Bulgaria 
 
Texture parameters of commercial bread samples were investigated by combined test method based on AACC 1998, modified 

method 74-09 – texture profile analysis (TPA) – and AIB Standard Procedure for White Pan Bread firmness – firmness measurement 
of bread crumb by compression with a probe. Elasticity, firmness, plastic deformation and crispness values were collected for white 
and semi brown Bulgarian and Hungarian breads. Combined test methods were applied with texture analyser (Stablemicrosystems 
TAXT2) to receive fast and precise results for several parameters. Based on the evaluated data for the texture parameters, 
uncertainty, limit of detection (LOD) and limit of quantification (LOQ), repeatability, intermediate precision and reproducibility of 
the test method were calculated. Created database will be used as a basis for validation of a method that can be applied in everyday 
practice of quality control laboratories. 

Keywords: texture profile analysis (TPA), uncertainty, limit of detection (LOD), limit of quantification (LOQ), 
repeatability, intermediate precision and reproducibility 

INTRODUCTION 

Bread is one of the most traditional and 
important food in the history of humankind. Today 
it should be already staple food with healthy claim. 
To reach this aim, new and traditional technologies 
are used in the bread industry. The mechanical and 
nutritional properties of breads may be related to 
the different performances during the chewing. The 
bread structure can be considered as solid foams, 
like cellular solids, with walls and voids [1], which 
has a low density (≤500 kg/m3) and high porosity 
(≥60%). The blended polymer (starch and proteins) 
matrix possesses viscoelastoplastic mechanical 
behaviour [2]. The most important factor of the 
texture is the water content. As far as the water acts 
as a plasticizer, it provides a plastic or rubbery soft 
texture to the bread crumb [3]. Other important 
parameters are the density and the porosity, which 
can explain the mechanical properties of cellular 
solid foams like bread crumbs. For example the 
modulus of elasticity can be expressed as a function 
of the density and known modulus for non-porous 
material [4]. However, the mechanical parameters, 
which can be extracted from a stress/strain 
relationship cannot be described with former 
equations, such as regular honeycombs formula [5], 
especially for the food products [3]. 

Most of the mechanical parameters (hardness, 
adhesiveness etc.) can be expressed based on the 
texture profile analysis (TPA) from stress - time or 
stress - strain diagrams [6, 7]. The parameters of 
TPA depends on the geometry of the used probe, on 
the deformation speed and on the clearance. 

 

* To whom all correspondence should be sent: 
   zsivig@yahoo.co.uk 

Although the TPA is extended for both solid and 
liquid (and semi-solid, semi-liquid) materials, it is 
not possible directly to compare the parameters 
observed for food samples with different textures 
[8]. The differences in the texture parameters which 
are evaluated from different measurement methods 
forced the identification and quantification of the 
potential errors – validation – for the different 
materials [9]. To consider the potential error 
parameters, all of the feasible factors should be 
analysed, which one should have more attention 
during the procedure. ISO/IEC 17025:2005 requires 
laboratories to evaluate and report their 
measurement uncertainty under specific 
circumstances [10, 19]. 

The steps of the uncertainty calculation 
(validation): 

Step 1. Identifying the parameters of uncertainty 
estimation. 

Step 2. Identifying all sources of uncertainty. 
Step 3. Classifying the uncertainty according to 

type A (repeated observation) or B (other type 
observations). 

Step 4. Estimating the standard uncertainty for 
each source of uncertainty 

Step 5. Computing the combined uncertainty uc 
Step 6. Computing the expanded uncertainty U 
Step 7. Reporting of results [10, 11]. 
The aim of this study was to analyse and 

simplify the TPA method to obtain informative 
results for most of the texture parameters of the 
bread. That simplified method with validation can 
be used later in a certified laboratory. To reach this 
aim, commercial Bulgarian and Hungarian breads 
were measured by the same instrumental methods 
at the FRDI, Plovdiv, Bulgaria and at the 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 

435



M. Momchilova, G. Zsivanovits: Instrumental texture characterization of bread 

  

Department of Physics and Control at the Corvinus 
University of Budapest, Hungary. 

EXPERIMENTAL DETAILS 

Materials: The study was carried out on 
commercial breads in Bulgaria and in Hungary 
(semi brown and white). Loaves of sliced bread 
were purchased in a local market and stored at 
ambient temperature in the original package until 
investigation. The loaves were bought from the 
freshest batch. The experiments were done on the 
purchasing day. The first three slices of the both 
ends of the loaves were left out of experiments. For 
better statistical randomization, the used slices were 
chosen from three loaves. 

Experimental methods: StableMicroSystem 
TAXT2 texture analysers were used in both 
institutions (Fig.1). The instrument is supplied by 
the manufacturer with calibration methods for the 
deformation, for the force measurement, for the tare 
of 0 g and for the sample weight. Set of data 
acquisition was 200 PPS (point/second = Hz). The 
used method is a combination between TPA and 
penetration test based on AIB standard. The goal of 
development such a combined method, is easier 

application to the product and at the same time 
evaluation of more parameters. 

 

Fig.1. StableMicroSystem TAXT2 texture analyser 

Standard test methods applied in usual 
laboratory practices: 

 
Fig.2. TPA method 

a) AACC 1998, modified method 74-09 (TPA): 
Two loadings with a cylindrical probe (=36 mm), 
the deformation speed is 1.7 mm/s, the relative 
deformation is 40 %, slice thickness' e.g. 25 mm or 
2*12.5 mm [12]. The TPA method gives the most 
parameters, like hardness, springiness, 
cohesiveness, gumminess, chewiness, but the 
second loading makes the deformation analysis 
difficult [2, 12]. The sample preparation of 
cylindrical breadcrumb from softer bread is also 

tricky difficult. At practical application for 
research, the TPA method is maybe the best but for 
quality control, a fast and easy way is necessary 
(Fig.2.). 

b) AIB Standard Procedure for White Pan 
(trapeze shape) Bread firmness: One loading 
section with a cylindrical probe ( = 1” = 25.1 
mm), the deformation speed is 1.7 mm/s to 6.2 mm 
deformation on 2*0.5” (≈2*12.55 mm) thick slices 
of bread. The used firmness value is the maximum 
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force, which should be the same with the force at 
the maximum deformation (Fig.3.) [13]. 

 
Fig.3. AIB standard method 

The standard TPA method has more difficult 
sample preparation and a confusing second loading 
section. The AIB standard method use cylindrical 
probe and speed which want more difficult 
calculations and give just a very simple result. 

Combined test with one compression: The 
method comprises the compression of two slices 
(2*15 mm) of bread are compressed with 
cylindrical probe (=a 25 mm – Fig.4.). The 
penetration is up to 25 % of height at a crosshead 
speed (loading and unloading) of 1 mm/s. Тhis 
loading speed simplifies the analysis of the curve. 
The method is the same like the first bite of the 
TPA [14]. 

 
Fig.4. Texture test with one loading and unloading 

section 

Data analysis: The variables and parameters 
were calculated by macros written in Texture 
Exponent 6.1 software. The parameters of 
uncertainty were calculated in Excel. 

Step by step validation: 
Step 1. Identifying the parameters of uncertainty 

estimation: In this step, the quantities were listed 
(measurands – Table 1) and the directly determined 
parameters (measurements – Table 2). 

Table 1. List of measurands 

Measurand Unit Symbol 
Area of the slices mm2 A 
Volume of the (double)slices mm3 V 
Strain during the experiment % ε 
Loading stress kPa σ 
Modulus of elasticity kPa/mm E 
Plastic deformation mm ℓP 
Crispness kPamm W 

Table 2. List of measurements 

Measurement Unit Symbol 
Original thickness of the slices mm h 
Original thickness of the double slices mm H=2*h 
Other dimensions of the slices mm length; 

width 
Deformation mm l 
Loading force N F 

The original thickness and the other dimensions 
are measured by digital Vernier calliper. The 
thickness of double slices, the deformation and the 
loading force is measured by the texture analyser. 

The area of the slices is calculated as for ellipse 
or trapeze based on the measured dimensions. It has 
effect just for the position of the experiment or the 
possibility of the repeatability on the same slices. 

The volume of the slices is calculated as for a 
cylinder or column from the calculated area and 
thickness or double thickness. 

The strain (relative deformation) is calculated 
from the deformation and the double thickness of 
the slices, as the percent of the double thickness. 

Loading stress is calculated as the ratio between 
loading force and area of the cylindrical probe. 

The modulus of elasticity is calculated as the 
ratio of the loading stress and loading strain. To get 
a reliable value the loading section should be 
approximately linear. 

The plastic deformation is determined as 
inelastic deformation from the unloading section of 
the diagram. 

The crispness is calculated as the area under the 
loading section of the diagram. 

Step 2. Identifying all sources of uncertainty: 
Table 3 lists the sources of uncertainty in 3 

categories with their contribution (1 = major 
contribution, 2 = minor contribution, 0 = no 
contribution – zero effect), to the result. [19] For 
example, the height and the area of the sample are 
independents, but the height of the sample is one of 
the components of the volume. The contribution of 
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sample height to relative deformation maybe high, 
but from the viewpoint of measured loading 
strength, modulus of elasticity, plastic deformation 
or crispness it is already much smaller, because the 
variation interval is small for factory sliced bread. 
The contribution of length and width of the slides to 
the measured parameters is higher because these 
contain indirect factor to the position of 
investigation like the distance from the crust of the 
bread. The explanation of the contribution of other 
parameters is very similar. The parameters of the 
environment have high contribution to the 
measured strength value, but in our experiments, 
they had with constant value and in that case, they 
are not used in the calculation of combined 
uncertainty. 

Table 3. Sources of uncertainty and their likely 
contribution to uncertainties 

Source of 
uncertainty 

A V ε σ E ℓP W 

1. Test specimen 
h 0 2 2 2 2 2 2 
H 0 2 2 2 2 2 2 
length; width 2 2 1 1 1 1 1 
l 0 0-2 2 2 2 2 2 
F 0 1 2 2 2 2 2 

2. Test settings 
Loading speed 0 0 2 2 2 2 2 

 0 0 2 2 2 2 2 
Max. ε 0 0 2 2 2 2 2 
Accuracy of the 
instrumentation 

2 2 2 2 2 2 2 

Calibration of T.A. 0 1 2 2 2 2 2 
3. Environment 

Ambient T 1 1 2 2 2 2 2 
Humidity 1 1 2 2 2 2 2 

Accuracy and calibration of the 
instrumentation: Accuracy of the digital Vernier 
calliper is given in the guide: measuring range: 0-
150 mm; resolution: 0.01 mm; accuracy: 0.02 mm; 
repeatability: 0.01 mm. The measuring ranges for 
the texture analyser as follows: deformation 0.001 
mm – 370 mm; force 0.01 N – 500 N; time 0.01 s – 
1 000 000 s; and speed 0.01 mm/s – 40 mm/s. The 
resolutions are 0.001 mm; 0.001 N; 0.01s and 0.01 
mm/s in respective. The trigger force of the 
instrument is 0.05 N, which means that the start 
point of the diagram is around 0.05 N [15]. In the 
way of the validation the limits of detection (LOD) 
and quantitation (LOQ) were computed [10]: 

LOD = 3.3*accuracy    (1) 
LOQ = 10*accuracy    (2) 

The Vernier calliper has LOD = 0.066 mm; 
LOQ = 0.200 mm. The values of LOD and LOQ for 
texture analyser are partly calculated based on the 

measured data. LOD and LOQ of the thickness and 
the deformation were computed based on the 
measured thickness of the bread slices: LOD = 
0.244 mm; LOQ = 0.739 mm. For the test of the 
force based on the test settings (trigger force = 0.05 
N) LOD = 0.165 N; LOQ = 0.500 N. From 
technological viewpoint and based on our 
experiences the LOD and LOQ of the texture 
analyser are negligible in comparison with other 
error parameters. 

Step 3. Classifying the uncertainty according to 
type A or B: All of the sources of uncertainty are 
type B, because they are not from repeated 
observation for the probes, but if the determination 
of texture parameters is repeated several times on 
the slices at different positions they become to type 
A. From reporting view, the experiment is repeated 
in more slices from the loaves and on slice of more 
loaves as well to have average values to 
characterize the type of the bread [10]. 

Step 4. Estimating the standard uncertainty for 
each source of uncertainty: 
Measurement uncertainty is a parameter associated 
with the results of a measurement that characterises 
the dispersion of the values that could reasonably 
be attributed to the measurand [16]. The association 
of uncertainty to the results help to obtain more 
reliable results [11] 

The standard uncertainty for each source of it 
was calculated from relative standard deviation: 

���
=

��

√�
      (3) 

where �� =
�

�
 

  n is the number of sample pieces [10]. 
Step 5. Computing the combined uncertainty uc 
The combined uncertainty is computable based 

on the uncorrelated sources of the uncertainty: 

��(�) = ��[���(��)]
�

�

���

    (4) 

where ci is the sensitivity coefficient associated 
with xi. The combined uncertainty has an associated 
confidence level of 68.27% [18]. 

Step 6. Computing the expanded uncertainty U 
The expanded uncertainty was calculated from the 
standard uncertainty based on the next formula: 

� = ���(��)
�

�

���

      (5) 
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where k is a constant for the confidence interval 
(for normal distribution k ≈ 2 at confidence 
probability P=95%) [10]. 

The normal distribution was controlled based on 
normal asymmetry: 

�������� =
�

(� − 1) ∙ (� − 2)
��

�� − �̅

�
�
�

 (6) 

and standard excess (-2<value<2): 

��������

= �
�(� + 1)

(� − 1)(� − 2)(� − 3)
��

�� − �̅

�
�
�

�

−
3(� − 1)�

(� − 2)(� − 3)
 

   (7) 

In equation (6) and (7) s = sample standard 
deviation. 

Step 7. Reporting of results [10]. 
The results should be reported at P=95% 

confidence level in the following format for each 
measurand: 

� = � ± �     (8) 

where V is the estimated value of the measurand, y 
is the test (or measurement) mean result, U is the 
expanded uncertainty associated with y. 

Repeatability, intermediate precision, 
reproducibility of the result: They are smallest, 
middle and highest variations of the results [10]. 

Repeatability: The smallest variations are 
received if the experiments are repeated on 
identified materials, by the same person and with 
the same instrument. 

r = √2 ∗ � ∗ ��      (9) 

With normal distribution and 10 repeating t = 1.83: 

�� = ���� =
∑���

�
  (10) 

Intermediate precision (ISO 5725-3): Middle 
variations are received if the experiments are 
repeated in the same laboratory, by different 
persons and with the most different conditions. 

R = √2 ∗ � ∗ ��    (11) 

�� = ���
� + ��

�   (12) 

Reproducibility: The highest variation of the 
results is received in different laboratories by the 
same methods and on identified probes. 

R = √2 ∗ � ∗ ��   (13) 

�� = �
��� −���

�
= �̂ ∗ ����    (14) 

sr ≤ sI ≤ sR   (15) 

Like a compromise variation the formulas (10), 
(12) and (14) can be used in the same laboratory 
with the same instrument but for different probes 
(e. g. different breads – semi brown and white). 

RESULTS AND DISCUSSIONS 

From the viewpoint of the validation, there are 
no differences between the above described tests, 
but the values of uncertainty sources (Table 3) are 
strongly depend on the settings of the instrument. 
The loading speed and maximum deformation are 
maybe the most important parameters in this case. 
The used measure probe was selected based on our 
instrument set. To compare the results for the 
probes with different diameters it is better to 
evaluate the loading stress (� = � �;	[�]⁄ =
	� �� = ��⁄ ) [17]. 

Based on Table 1 to Table 3 the most important 
measurements in uncertainty are double height (H). 
As reported calculated parameters the uncertainty is 
given for loading stress (), elastic modulus of E; 
plastic deformation (ℓP) and crispness (W) [18]. 
These values are reported in Tables 4-6. The 
received uncertainty values are collected to the 
database and used for the calculations of results for 
the next clients. 

Repeatability (Table 4) of the experimental 
results is given based on repeated experiments for 
slices of two loaves of White BG breads. 

Table 4. Repeatability of the texture parameters 

White Bg 
bread 

, 
kPa 

E, 
Pa/mm 

ℓP, 
mm 

W, 
kPamm 

H, 
mm 

�̅ (n=10) 14.312 1.724 1.662 28.008 31.083 
std 1.370 0.146 0.120 2.335 0.375 

CV % 9.570 8.453 7.211 8.336 1.208 
skewness -0.050 -0.273 -0.725 -0.295 1.066 

kurtosis -0.498 -1.071 0.500 -0.376 1.420 
UXi 1.196 1.057 0.901 1.042 0.151 

�̅ (n=10) 13.623 1.565 1.638 28.204 30.469 
std 1.700 0.201 0.174 2.277 0.153 

CV % 12.479 12.839 10.602 8.073 0.503 
skewness 0.380 0.384 0.301 -0.783 -2.359 
kurtosis -1.002 -1.220 -0.494 -0.671 5.958 

UXi 1.560 1.605 1.325 1.009 0.063 

U 3.931 3.843 3.205 2.901 0.327 
��� 1.902 0.054 0.002 0.154 0.305 

sr 0.493 0.068 0.040 1.394 0.347 
sI 1.464 0.242 0.062 1.448 0.652 
r 3.569 0.601 0.123 1.015 1.430 
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The database of repeatability is steadily growing 
with every client of the laboratory and the result is 
more and more comparable and reliable. 

The intermediate precision (Table 5) of the 
results was calculated based on the experiments of 
white BG and semi brown BG breads in the FRDI.  

Table 5. Intermediate precision of the texture 
parameters 

 
, 

kPa 
E, 

Pa/mm 
ℓP, 
mm 

W, 
kPamm 

H, 
mm 

white Bg bread 
�̅ (n=40) 13.445 8.367 1.592 49.022 27.385 

std 2.485 0.218 0.285 9.080 5.329 
CV % 18.479 2.601 17.927 18.523 19.460 

skewness 0.358 0.143 0.421 0.176 0.093 
kurtosis -0.671 -1.211 -0.618 -1.157 -0.865 

UXi 0.462 0.065 0.448 0.463 0.486 
Half brawn Bg Bread 

�̅ (n=40) 10.350 1.487 2.046 20.351 27.759 
std 1.957 0.297 0.357 4.017 1.084 

CV % 18.908 19.967 17.453 19.738 3.905 
skewness 0.681 1.930 1.136 0.445 0.394 
kurtosis 0.228 6.325 1.587 -0.507 -0.438 

UXi 0.473 0.499 0.436 0.493 0.098 

U 1.360 0.882 1.333 0.979 0.973 
MSb= 32.231 0.162 0.394 143.290 21.695 
MSw= 4.166 0.077 0.078 20.525 0.673 
SR= 1.675 0.092 0.178 3.504 1.450 
SI= 2.641 0.292 0.331 5.727 1.666 

R 5.283 0.718 0.722 11.725 2.123 

The database of the intermediate precision is 
also growing with every client. 

The reproducibility (Table 6) was computed 
based on the results of white HU bread and white 
BG bread. The growing of reproducibility database 
also helps to obtain more comparable and reliable 
results. 

Table 6. Reproducibility of the texture parameters 

 
, 

kPa 
E, 

Pa/mm 
ℓP, 
mm 

W, 
kPamm 

H, 
mm 

White Bulgarian bread 
�̅ (n=40) 13.445 8.367 1.592 49.022 27.385 

std 2.485 0.218 0.285 9.080 5.329 
CV % 18.479 2.601 17.927 18.523 19.460 

skewness 0.358 0.143 0.421 0.176 0.093 
kurtosis -0.671 -1.211 -0.618 -1.157 -0.865 

UXi 0.462 0.065 0.448 0.463 0.486 
UXi

2 0.213 0.004 0.201 0.214 0.237 
White Hungarian bread 

�̅ (n=40) 7.723 1.022 3.875 19.619 0.483 
std 1.485 0.197 0.335 3.857 0.045 

CV % 19.228 19.311 8.643 19.661 9.238 
skewness 1.746 1.741 0.168 0.887 -0.174 
kurtosis 4.315 4.273 -0.197 0.337 -0.168 

UXi 0.481 0.483 0.216 0.492 0.231 

U 1.342 0.982 1.323 1.343 1.376
MSb= 655.047 6.508 93.428 1206.342 15.975
MSw= 4.189 0.060 0.079 21.639 0.338
SR= 8.068 0.803 3.055 10.884 1.250
SI= 8.323 0.840 3.068 11.837 1.379
R 21.540 2.173 7.941 30.634 3.569

Based on the results reported in tables 4-6 the 
repeatability of bread hardness is 3.569, the 
intermediate precision of it is 5.283, and the 
reproducibility of it is 21.540. For elastic modulus 
the values are r=0.601, R=0.718 and R=2.173 
respectively. Based on the values, the client of the 
laboratory is informed about the statistical intervals 
of their products in comparison with similar earlier 
examined products. The laboratory collects the data 
already without information about the client and 
use the extended database for the next client. 

The standards for texture analysis of bread 
suggest TPA or simple compression tests. Most of 
the sensory analysis parameters are related to the 
TPA test. The creep-recovery test is the nearest to 
the older instrumentation of the bread test 
(Elastigraph [19]). The above-applied method is 
fast and simple, to get minimum 4-5 parameters 
(Table 7), which well describe the stalling of the 
different breads. The used relatively small 
deformation is inside the elastic roles but uniform 
in deformation and shows the plastic properties as 
well [20]. The showed results  

Table 7. The texture parameters of the breads 

  E W ℓP 

 kPa kPa/mm kPa.mm mm 

White BG 13.45±2.48 1.59±0.29 49.0±9.08 1.71±0.216 

Semi brown BG 10.35±1.96 1.49±0.30 34.32±6.29 2.05±0.357 

White HU 7.72±1.49 1.02±0.20 27.53±4.75 3.87±0.335 

Semi brown HU 8.45±1.57 1.13±0.22 33.96±5.68 1.90±0.265 

CONCLUSION AND FUTURE WORK 

The above described validation scheme is the 
beginning of database collection with aim to get a 
full validated method, which may be possible to use 
in international and national accredited laboratories 
and to apply it for other food products as well. The 
association of uncertainty help to obtain reliable 
results even if the measurements are not perfect. 
The FRDI expects to build a database for more and 
more Bulgarian or European breads. The validated 
method will be useful for other laboratories in 
international relation. 
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Polyphenols are secondary metabolites of plants and are broadly distributed in fruits and vegetables. It is demonstrated that these 

compounds act as strong antioxidants which determines a variety of their medicinal properties. Wastes of black chokeberry after 
juice recovery were used to investigate the optimal conditions for maximal yield of polyphenols applying solid-liquid extraction. 
Parameters such as temperature, medium acidity and type of solvent were varied. Total polyphenol content was assayed according to 
the Folin-Ciocalteu colorimetric reaction method. The results obtained demonstrated that water and water-ethanol mixtures were 
suitable for polyphenols extraction from black chokeberry wastes. The increase in temperature, regardless of the solvent, led to 
increasing polyphenol content in the extracts, reaching 7700 mg/L GAE with 50 % ethanol at ebullition, while acidity had clearly less 
effect on polyphenols extraction.  

Keywords: aronia melanocarpa, solid-liquid extraction, Folin-Ciocalteu method 

INTRODUCTION 

The importance of the diet in relation to 
improving human health, healthy aging and 
promoting quality life has increased the interest of 
consumers on nutraceuticals rich foods, and 
especially on fruits and vegetables [1]. Berries are 
rich sources of a wide variety of phytochemicals. 
Black chokeberry (Aronia melanocarpa) berries are 
widely studied for their potential as a natural 
product for food and medicinal use, because of their 
high contents of phenolic compounds such as 
procyanidins, anthocyanins, phenolic acids and 
flavonoids [2]. This phenolic content seems to 
correlate to the antioxidant activity reported for 
these berries [3, 4]. In-vitro anti-viral activity of A. 
melanocarpa against type A influenza virus as well 
as bacteriostatic activity against Staphylococcus 
aureus and Escherichia coli have been reported [5]. 
A very good gastroprotective effect of Aronia fruit 
juice in rats has been demonstrated, as well as a 
potential in prevention and control of diabetes 
mellitus type II and diabetes associated 
complications [6]. 

Extracts of Aronia melanocarpa have been 
applied as a natural anti-hypertensive and anti-
atherosclerotic drug [7], have shown a pronounced 
anti-inflammatory effect [8] and also have shown 
benefits in treatment of cardiovascular disease [9]. 
The anthocyanin-rich extracts from black 
chokeberries were reported to inhibit the growth of 
cancer cells [10]. 

Berries are often processed  into juices,   syrups, 
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jams. After juice extraction, many phenolic 
compounds and especially anthocyanins, are still 
present in the solid waste [11, 12] and could be 
valorized by suitable extraction process. Similar 
valorizations of food by-products by extracting 
antioxidant polyphenols have been reported for 
grape mark [13], apple pomace [14] and artichoke 
wastes [15], for example.  

Solvent extraction is a classical technique to 
recover polyphenols from natural raw sources [16]. 
Large quantities of solvent and prolonged contact 
time are usually applied to obtain high extraction 
degree [15]. Solvents, such as methanol, acetone 
[17], hexane [18], propanol and ethyl acetate [19] 
are commonly used for the extraction of phenolics 
from plants. The properties of the solvent 
significantly affect the measured total phenolic 
content and antioxidant capacity [20]. An important 
parameter is the polarity of the solvent – highest 
extract yields have been obtained with polar alcohol 
based solvents [21], but the efficiency of the 
solvent is strongly dependent on the plant matrix 
used [13]. 

The objective of this work was to investigate the 
influence of different process parameters such as 
type of solvent (polarity and acidity) and 
temperature, in order to determine the optimal 
conditions for the extraction of polyphenols from 
black chokeberry wastes.  

MATERIALS AND METHODS 

Reagents 

Folin-Ciocalteu reagent (2N), sodium carbonate 
(>99%) were supplied by Sigma–Aldrich (France); 
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ethanol (95%) was provided by Flandre Chimie 
(France). All other chemicals used (H3PO4, 
KH2PO4, K2PO4, K2HPO4, K3PO4) were of 
analytical grade. 

Sample preparation 

Frozen Aronia melanocarpa berries supplied 
from the region around the town of Elena 
(Bulgaria) were used as plant material. For the 
studies the frozen berries were defrosted at room 
temperature, coarsely ground and then pressed in a 
small laboratory extruder to recover the juice. 
Finally, the waste material was washed out twice 
with fresh portions of distilled water and let to dry 
until constant weight at 60 oC in an oven. To obtain 
samples of the same moisture content for all 
extraction experiments, the chokeberry wastes were 
stored hermetically in a dark place at room 
temperature until further use. 

Total phenolic content 

The Folin-Ciocalteu colorimetric reaction 
method was used for the analysis of total phenolics 
[22]. Each liquid extract was diluted and mixed 
with Folin-Ciocalteu reagent, and after 5 min 
sodium carbonate solution was added. The mixture 
was allowed to stand for 2 h at room temperature 
before the measurement of the absorbance at 765 
nm. Gallic acid was used as standard and a range of 
gallic acid concentrations from 0 to 500 mg/L was 
used to prepare the calibration curve (absorbance 
vs. concentration). Total phenolic content was 
determined spectrophotometrically on a UVmini 
1240 (Shimadzu) and expressed as gallic acid 
equivalents (GAE) in concentration units (mg/L) 
and as total polyphenols extraction yield (TP yield, 
%) from dry aronia waste. The latter was 
determined from the division of the calculated 
polyphenols weight to the weight of the waste 
sample, expressed in percentage. 

Experimental procedure 

Solid-liquid extraction at different temperatures 
was studied for a period of 4 h in thermostatic 
shaker under moderate agitation, which maintained 
all particles in suspension. At ebullition the 
extraction of polyphenols was carried out under 
reflux.  

As solvents water and ethanol-water mixtures 
were used. When necessary, the acidity of the 
aqueous solvent was adjusted with H3PO4 solutions 
and/or buffer solutions of potassium salts. The 
experiments were conducted at solid-solvent ratio 
1:15 (2 g dry aronia wastes in 30 mL of solvent).  

After extraction the two phases were separated 
by filtration and the liquid extracts were put to 
analysis by the Folin-Ciocalteu method. 

RESULTS AND DISCUSSION 

Influence of pH on the extraction of polyphenols 

To determine if the acidity of aqueous solutions 
affects the phenolic extraction from black 
chokeberry, distilled water with pH 4 (its own 
acidity), more acidic pH 3 and alkaline pH 10 was 
tested as solvent. The results are presented in Fig. 1 
and Table 1.  
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Fig.1. Effect of pH on polyphenols extraction from 
black chokeberry waste (20 oC, solid-solvent ratio 1:15, 
4 h) 

The obtained results demonstrate a steady 
increase (see Fig.1) in the content of the extracted 
polyphenols with decreasing acidity of the medium 
and 75 % increase in the extraction yield (see Table 
1). The higher results in alkaline solutions could be 
attributed to the changes in the conformation of 
some phenolic compounds with pH changes. 

Table 1. Total polyphenols extraction yield from dry 
black chokeberry waste depending on medium pH 

Solvent 
pH0, 

- 
pHend, 

- 
TP yield, 

% 

water 3.04 3.25 0.45 
water 4.05 3.95 0.50 
water 10.00 7.59 0.79 

Influence of type of solvent 

For these studies distilled water and water-
ethanol solutions were chosen as solvents, which 
are of polar type and are non-toxic as well. It was 
observed that solvents with ethanol content in the 
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range from 40 to 60 % (vol.) are to be favourably 
used for extraction of polyphenols from black 
chokeberry waste (see Fig.2).  
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Fig.2. Effect of solvent on polyphenols extraction from 
black chokeberry waste (20 oC, solid-solvent ratio 1:15, 
4 h)  

Best results were obtained with 50 % (vol.) 
ethanol – the content of polyphenols was 3 times 
higher than this extracted with pure water and 
almost 12-fold higher than this with 95 % (vol.) 
ethanol. In Table 2 the extraction yield of total 
polyphenols from dry aronia waste is given 
according to the type of solvent. 

Similar tendency in the results with water-
ethanol solutions as solvent were observed by 
Galvan d’Alessandro et al. [4]. They have used 
directly aronia berries as material and have reported 
better total polyphenols extraction yield with water 
than with ethanol, and maximal yield with 50 % 
(vol.) ethanol. 

 

Table 2. Total polyphenols extraction yield from dry 
black chokeberry waste depending on the type of solvent 

Solvent 
TP yield, 

% 

water 0.50 
20 % EtOH 0.82 
40 % EtOH  1.38 
50 % EtOH 1.60 
60 % EtOH 1.37 
80 % EtOH 0.79 
95 % EtOH 0.14 

Influence of temperature 
The extraction of phenolics from plants is 

reported to be favourably affected by increasing 

temperature [4, 23]. To investigate the influence of 
this parameter, experiments at 20 oC, 40 oC and 
boiling point temperatures were undertaken. 
Distilled water and 50 % (vol.) ethanol were used 
as solvents. The obtained results showed not so 
distinctive difference in the amount of extracted 
polyphenols at 20 oC and 40 oC, especially with 
water as solvent (see Fig.3). Further increase in 
temperature had a very pronounced positive effect 
on phenolics extraction, in particular when 50 % 
(vol.) ethanol was used - almost 4.5 times higher 
content of polyphenols was achieved at 73.3 oC 
(boiling point) than at 40 oC. Pure water was also 
very efficient at boiling point, yet 2 times less 
effective than 50 % (vol.) ethanol at 73.3 oC.  
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Fig.3. Effect of temperature on polyphenols extraction 

from black chokeberry waste (solid-solvent ratio 1:15, 4 
h) 

Higher temperatures enhance solubility of 
phenolic compounds and their diffusion out of the 
plant tissue structure, which result in higher total 
phenol levels [24]. In Table 3 the extraction yield 
of total polyphenols from dry aronia waste is given 
according to temperature.  

Table 3. Total polyphenols extraction yield from dry 
black chokeberry waste depending on temperature 

Temperature,  
°C 

TP yield, 
% 

(water as 
solvent) 

TP yield, 
% 

(50 % EtOH as 
solvent) 

20 0.50 1.60 
40 0.57 2.62 

boiling:   
100 (water) 5.44  

73.3 (50 % EtOH)  11.53 
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CONCLUSIONS 

In this work experimental studies of the solid-
solvent extraction of polyphenolic compounds from 
black chokeberry wastes were carried out. The 
change of pH of the aqueous solvent affects 
polyphenols extraction efficiency only in the 
presence of suitable buffer solutions, and the effect 
is evidently less than the addition of ethanol to the 
water. Ethanol containing solutions (20 ÷ 80 %) 
were found out to be more efficient for polyphenols 
extraction than pure water or 95 % (vol.) ethanol. 
The highest content of polyphenols (1070 mg/L 
GAE) was achieved with 50 % (vol.) ethanol. 
Temperature showed to be a process parameter to 
be reckoned with. Under high temperature water 
can also be efficiently used as well as ethanol 
containing solutions. At ebullition water and 50 % 
(vol.) ethanol extracted 3630 mg/L GAE and 7700 
mg/L GAE, respectively. These results could 
contribute to the development of environmentally 
friendly technologies for polyphenols extraction 
from fruit wastes and the produced extracts to be 
used in pharmacy, cosmetics and food industry. 
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The present research investigates the glass transition and melting of sucrose and some of the most commonly used in the 

confectionary industry sweeteners – erythritol, sorbitol, maltitol and isomalt. A comparison between the thermal properties of the 
studied sweeteners and the sucrose is done. It is found that the glass transition temperature and the melting temperature of the sucrose 
are the highest. The parameters of the maltitol were the closest to these of the sucrose probably due to their common disaccharide 
chemical structure. The erythritol is characterized as the sweetener with the lowest glass transition temperature and the highest 
enthalpy of melting. Based on the glass transition behaviour of the sugar mixtures, a miscibility between sucrose/erythritol, 
sucrose/sorbitol, maltitol/erythritol, maltitol/sorbitol, maltitol/isomalt, erythritol/sorbitol, erythritol/isomalt and sorbitol/isomalt was 
established. Intermolecular hydrogen bonding between sucrose/maltitol, sucrose/isomalt and maltitol/isomalt were demonstrated. 

Keywords: sucrose, sweeteners, glass transition, melting, miscibility, differential scanning calorimetry 

INTRODUCTION 

Understanding and controlling the state of 
sugars and sweeteners is critical for making high-
quality confectioneries and many other food 
products. The sugars and sweeteners play the main 
role to attaining the desired characteristics, from 
appearance to texture. They may be found 
dissolved in the water in a food, dispersed as a 
crystalline phase, immobilized in the amorphous or 
glassy state, or various combinations of these states 
[1]. During processing, the sugars and sweeteners 
in the confectionery formulations typically go 
through one or more phase transition, depending on 
the nature of the product. Changes in phase 
behaviour may also occur during storage, usually 
with a negative effect on shelf life. Therefore 
knowledge about the thermal behaviour of sugars 
and sweeteners could help in technology 
optimization and finding the best storage 
conditions. The most important transitions for the 
sugars and sweeteners are the melting 
(crystallization) and the glass transition. 

The melting is endothermic first order transition 
wherein the crystal structure is destroyed and 
material goes to liquid state. Crystalline sugars 
melt, when they are heated to or above their 
melting temperature. The sugars do not have sharp 
melting temperatures and their melting proceeds 
over a temperature range. For this reason, melting 
endotherms are fairly broad. The melting 
temperatures of the sugars are sensitive to water, 
impurities and crystallinity [2]. Some sugars may 
caramelize  and become brown  concomitantly  with 
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the melting process and they may also decompose 
before melting [3]. 

Solid confections can either be in a crystalline 
state or in a thermodynamically unstable 
amorphous state [4]. The amorphous state can exist 
either as a viscous fluid-like rubbery state or as a 
high-viscosity glassy state with low molecular 
mobility [3]. The amorphous glasses are 
characterized by a random arrangement of the 
molecules with no long-scale ordering. The glass 
transition occurs when the glassy state converts to 
the rubbery state (or vice versa), with the 
temperature of this transition being called the glass 
transition temperature (Tg) [5]. The glass transition 
is a second-order state transition that results in 
changes in various material properties, including 
specific heat, dielectric constant, viscosity, 
molecular mobility, and mechanical properties [6]. 
Thus, the glass transition can be measured by 
tracking changes in these properties. 

The sugar glasses are not completely static or 
unchanging [7]. Many exhibit a phenomenon 
known as enthalpic relaxation [8], which might 
loosely be defined as rearrangements of the sugar 
molecules while in the glassy state. 

The glassy state is metastable due to the limited 
molecular mobility so that diffusion-based chemical 
reactions and physical changes (such as 
crystallization) are severely limited. Tg is governed 
by the molecular composition, the degree of 
polymer cross-linking, and the plasticizer (such as 
water) concentration [9]. Among the disaccharides, 
Tg varies from 65 °C to 70 °C for sucrose to over 
100 °C for lactose, whereas the monosaccharides 
glucose and fructose have Tg values of about 31 °C 
and 5 °C to 10 °C, respectively. Note the 
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significantly lower Tg for most, but not all, polyols. 
Maltitol and isomalt, in particular, have Tg values 
above room temperature, making them suitable for 
use in sugar-free hard candies. 

The present work aims to investigate the thermal 
behaviour of sweetener’s blends in respect to their 
miscibility. 

EXPERIMENTAL DETAILS 

Sample preparation 
Analytical grade crystalline sucrose and 

sweeteners – isomalt, erythritol, sorbitol and 
maltitol, were purchased from Sigma-Aldrich. They 
were dehydrated in vacuum oven at 60 °C for 5 
hours and then stored at room temperature in an 
exicator at 0% relative humidity (RH) (above P2O5 
desiccant). 

The sample mixtures were prepared by 
dissolving the particular sugar in distilled water 
(solid-water ratio 1:9). Solutions from each two 
sugars were mixed in weight ratios 1:3, 1:1 and 3:1 
and freeze-dried to solids. The solutions were 
firstly frozen at -30 °C for 24 hours and then dried 
under vacuum (5 Pa) for more than 48 hours using 
TOPT-10B mini Vacuum Freeze Dryer. 
Subsequently dry powders were obtained. They 
were stored an exicator at 0% relative humidity 
(RH) (above P2O5 desiccant) until being used. 

Thermal analysis 
A differential scanning calorimeter DSC 204 F1 

Phoenix (NETZSCH, Germany) equipped with 
intracooler was used. The DSC was calibrated with 
indium. In order to avoid condensation of water, 
argon gas was used to purge the furnace chamber at 
20 ml/min. Dry sample (5-10 mg) was weighed into 
40 l aluminium standard crucible and hermetically 
sealed with aluminium standard lead. Melting and 
glass transitions were analysed using Proteus® 
Software. All experiments were run in triplicates. 

The temperature profile of the DSC experiments 
is illustrated in Fig.1 [10]. All the investigated 
samples were initially melted in a DSC pan by 
heating from room temperature (T1 = 25 °C) to T0 = 
200 °C at a heating rate of 20 °C/min. The 
temperature and the enthalpy of melting were 
determined from the first heating run. The molten 
sample was cooled at a cooling rate of 20 °C/min to 
a temperature that was about 60 °C below its glass 
transition temperature Tg, which was defined as 
inflection point in the specific heat capacity – 
temperature dependence, in order to form an 
amorphous glass. The sample was then reheated at 
4 °C/min to a temperature about 40 °C above Tg. 
Through the experiments, the glass transition 

temperatures and the relaxation enthalpy were 
determined. 

Fig.1. DSC temperature profile 

RESULTS AND DISCUSSION 

Melting 
The results about melting behaviour of the 

sucrose and the investigated sweeteners are 
presented in Fig.2 and Table 1. They are in good 
agreement with previously reported data [11, 12]. 

Fig.2. Melting temperatures of sugars 

Table 1. Melting point and enthalpy of fusion of the 
investigated sugars 

Sugar/ 
sweetener 

Glass transition 
Tg, C 

Melting point 
Tm, C 

Enthalpy 
H, J/g 

Sucrose 61.93 189.1 126.4 
Maltitol 43.10 149.6 160.8 
Isomalt 32.00 98.0/155.0 143.0 
Sorbitol -9.20 97.4 187.4 

Erythritol -42.50 119.6/125.7 313.0 

It is interesting to note that the sucrose, which is 
a disaccharide, possesses the highest melting 
temperature and the lowest enthalpy of fusion. The 
melting temperature of maltitol – the other 
disaccharide, is the closest to that of the sucrose, 
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but its enthalpy of fusion is about 27 % higher than 
the sucrose enthalpy of fusion. The other tree 
sweeteners, which are sugar alcohols, are 
characterized with lower melting temperatures. The 
erythritol is found to be the sweetener with the 
highest enthalpy of fusion. The double melting 
peak of the erythritol could be due to different 
crystal size and a crystal size distribution [13]. As 
far as isomalt is a mixture of two sugar alcohols - 
gluco-mannitol and gluco-sorbitol, it is 
characterized with two melting temperatures – 98 
°C and 155 °C respectively. The differences, which 
are found in the melting behavior of the 
investigated sugars, are interesting in the terms of 
their application in the food industry and are related 
to the optimization of the treatment processes. 

Glass transition 
The glass transition temperatures Tg of the 

sucrose and the investigated sweeteners are 
presented in Table 1. The disaccharides – sucrose 
and maltitol – are characterized with the highest 
values of Tg (61.93 °C and 43.10 °C respectively), 
and the glass transitions of the alcohols vary in a 
wide temperature range – from -42.5 °C to 32 °C. 
The received data are similar to these reported in 
the literature [12]. 

Usually the glass transition of a mixture is 
between the glass transition temperatures of the 
components and can be expressed by Gordon-
Taylor equation: 

�� =
������������

������
,                   (1) 

Here ��, ���, ��� are the glass transition 

temperatures of the binary mixture, component 1, 
and component 2 respectively, �� and �� are the 
weight fractions of component 1 and component 2 
respectively, � is a constant, which according to 

the free volume theory is related to the free 
volumes of the two components [14] and can be 
calculated using Simha-Bouer rule [15]: 

    � ≈
���∙��

���∙��
,                     (2) 

where � is the density of each component. 
Figures 3(a) – 3(j) show the glass transition 

temperatures of the sugar mixtures. Each mixture 
shows a single glass transition temperature, which 
means that the components are miscible in the 
mixture. The free volume theory predicted the 
mixing of most of the sugar pairs – sucrose/ 
erythritol, sucrose/sorbitol, maltitol/ erythritol, 
maltitol/sorbitol, isomalt/sorbitol, isomalt/ rythritol 
and sorbitol/erythritol. The values of the K constant 
were calculated in these cases using the regression 
of the experimental data by the equation (1). These 
values are shown in Table 2. In cases of sugar 
mixtures between sucrose/isomalt, sucrose/maltitol 
and isomalt/maltitol, the glass transition 
temperatures of the mixtures are lower than these of 
the pure sugars. 

It is interesting to note that the glass transition 
temperatures of sugars whose mixtures do not obey 
the Gordon-Taylor equation, are very close to each 
other and their ratio is near to one. These results are 
similar to the behaviour of co-lyophilized binary 
mixtures of sucrose and another component – 
amorphous tapioca starch syrup [10], lactose, 
dextran [16], etc. where the Tg values of the 
mixtures are lower than the values, predicted from 
the free volume theory. The differences could be 
attributed to non-uniform distribution of the free 
volume between the components or to interaction 
between the components through hydrogen bonding 
and formation of new network [17]. 
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c) 
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Fig.3. Glass transitions temperatures and relaxation enthalpies of sugar mixtures:  - experimental data for the glass 

transition temperature, ----- theoretical model for glass transition temperatures of the sweeteners’ blends,  - 
experimental data for the relaxation enthalpy at glass transition 
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It is known from the literature [18, 19] that the 
maltitol and isomalt show in aqueous solutions a 
fully extended conformation without intramolecular 
hydrogen bonds. All hydroxyl groups are involved 
in intermolecular hydrogen-bond. It could be 
assumed that the maltitol and isomalt interact with 
the sucrose and each other to form hydrogen bond 
network. Therefore the blends sucrose/maltitol, 
sucrose/isomalt and maltitol/isomalt disobey the 
Gordon-Taylor equation. 

Table 2. K values of the sweeteners’ blends 

Mixture K 
���

���
 

Sucrose/erythritol 3.09 1.45 
Sucros/sorbitol 6.80 1.27 
Sucrose/isomalt - 1.09 
Sucrose/ maltitol - 1.06 
Maltitol/erythritol 6.8 1.37 
Maltitol/isomalt - 1.04 
Maltitol/sorbitol 15.68 1.20 
Isomalt/sorbitol 5.68 1.16 

Isomalt/erythritol 3.16 1.32 
Sorbitol/erythritol 1.91 1.14 

The relaxation enthalpy at the glass transition 
was calculated for the pure and mixed sugars – 
Fig.3. It was found out that the sucrose does not 
undergo any relaxation process at glass transition 
and the relaxation enthalpy is zero. All the 
sweeteners tend to approach towards the most 
stable state and undergo through structural 
relaxation. The relaxation enthalpy of binary 
mixtures changes almost linearly except in the 
cases of mixtures between the sucrose and maltitol 
and sucrose and isomalt. In these cases the 
relaxation enthalpy of the mixtures is higher than 
the relaxation enthalpies of the pure sugars and it 
coincides with glass transition temperatures, which 
are lower than the predicted from the theory. The 
phenomena might be due to a bit net loss of 
hydrogen bonding that resulted in a loose glassy 
structure. However further studies need to be done 
in support of this assumption. 

CONCLUSION 

Thermal properties of confectionary sugars were 
investigated in respect to characterize their 
behaviour during processing and to clarify their 
miscibility. Among the investigated sugars the 
sucrose possesses the highest glass transition and 
melting temperature and the lowest enthalpy of 
fusion. The glass transition undergoes without 
relaxation process. The thermal transitions of the 
investigated sweeteners vary in a wide temperature 

range and their enthalpies of fusion are higher than 
sucrose’s. Therefore different process conditions 
should be developed for product with replaced 
sucrose. Based on the single glass transition of the 
sweetenrs’ blends a miscibility between 
sucrose/erythritol, sucrose/ sorbitol, maltitol/ 
erythritol, maltitol/ sorbitol, maltitol/ isomalt, 
erythritol/ sorbitol, erythritol/ isomalt and sorbitol/ 
isomalt was confirmed. Intermolecular interactions 
were found to exist between sucrose/maltitol, 
sucrose/isomalt and maltitol/isomalt and as a result 
the thermal bahaviour of these blends does not 
match the Gordon-Taylor. 
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Artichoke (Cynara scolymus L.) is a traditionally cultivated and highly appreciated food in the Mediterranean region. The edible 

parts are only the heart and inner leaves (bracts). The external bracts, leaves and stems are non-edible by-products considered as 
wastes. They represent about 60% of the plant, and could be used as raw material for production of useful substances. This article 
examines potential intensification of the process of extraction of bioactive substances from artichoke wastes through the application 
of a widely used production process – conventional batch extraction. The target components to be extracted are compounds with high 
antioxidant activity - polyphenols and flavonoids. The study results in selection of optimal operational parameters that intensify the 
mass transfer and produce maximum yield of bioactive substances while minimizing the processing costs. 

Keywords: artichoke, batch extraction, process intensification, polyphenols, antioxidants 

INTRODUCTION 

Artichoke (Cynara cardunculus L. var. 
Scolymus (L.) Fiori) is an ancient herbaceous 
perennial plant, originating from the Mediterranean 
area, which today is widely cultivated all over the 
world. Artichoke has been known since 4th century 
B.C. as a food and remedy, and has been recognized 
for its healing effects on hepato-biliary diseases and 
as a digestive aid [1]. In South European countries, 
the globe artichoke plays an important economic 
role where its production represents 45% of world 
production, of which 550 kt are produced in Italy, 
200 kt in Spain, and 55 kt in France in 2013 [2]. 
Only the inner leaves (bracts) and heart of this 
vegetable are considered edible, whereas external 
bracts, leaves and stems are non-edible by-products 
which represent about 60% of the plant. Numerous 
studies have focused on its beneficial health and 
antioxidant properties. It appears that they could be 
related to the phenolic compounds, also known as 
polyphenols, mainly composed of mono- and 
dicaffeoylquinic acids and flavonoids. These 
properties are consistent with a well-known dual 
role of phenolic compounds as antioxidants and as 
substrates for oxidative browning reactions, mainly 
in the presence of high iron concentrations [3-6].  

Polyphenols are a class of plant secondary 
metabolites characterized by the presence of a 
hydroxyl group attached to a benzene ring or to 
more complex aromatic structures. Humans cannot 
synthesize polyphenols and therefore have to rely 
on their intake to meet dietary needs. This has led to 
campaigns for promoting the  consumption  of  fruit 

  

* To whom all correspondence should be sent: 
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and vegetables as well as to the idea of enriching 
common foods with phenolic compounds [7]. 

Dietary plant polyphenols have received 
attention for their significant biological functions as 
antioxidants, anticarcinogens or antimutagens, 
which have led to their recognition as potential 
nutraceuticals [8]. In the gastrointestinal tract the 
polyphenol antioxidant compounds can protect 
nutrients, such as proteins, lipids and vitamins, from 
oxidation. In addition, they can also interact with 
proteins, protecting them from precipitation and 
loss of nutritional value, enzymatic activity, and 
other biological effects. It is confirmed that 
polyphenols have many potential bioactivities in the 
human body due to interactions with other 
macromolecules [9]. 

The extraction of substances from solids using a 
solvent is applied in many chemical, 
biotechnological, and pharmaceutical processes for 
extraction of valuable ingredients. It is the first and 
important step in isolating and purifying bioactive 
components from plant materials. The extraction 
efficiency is influenced by several factors, such as 
the type and concentration of solvent, solid–solvent 
ratio, time, temperature, pH, etc. However, in most 
studies the influence of a single factor has been 
explained while the interactions among factors have 
not been examined thoroughly [10]. Prospective and 
future trends in production processes are indicating 
new strategies for reducing expenses (energy, time, 
reprocessing, etc.) without affecting product 
quality. One such strategy is process intensification: 
a systematic organization to boost and enhance the 
mass transfer, optimizing in parallel the use of 
chemicals and energy, expenses or other benefits 
through development of efficient techno-
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economical systems [11].  
The aim of this article is to determine optimal 

operational conditions for conventional batch 
extraction of artichoke wastes (stems and leaves) 
that intensify the mass transfer and produce 
maximum yield at reduced solvent consumption and 
shorter processing time. The target components to 
be extracted are compounds with high antioxidant 
activity - polyphenols and flavonoids.  

EXPERIMENTAL 

Plant material 
Stems and leaves of artichoke cultivated in the 

region of Troyan, Bulgaria (vintage 2014) were 
used as a raw material. Dry stems and leaves were 
ground in a household electric grinder, sieved 
(fraction less than 1 mm was used) and stored in a 
cold and dark place. 

Extraction protocol 
A sample of ground raw material (10 g) was 

mixed in a flask with solvent (ethanol-water 
mixtures containing 0, 20, 35, 50, 70, 96% ethanol). 
The extractions were carried out in a thermostatic 
water bath shaker (Gyrotory Water Bath Shaker, 
model G76, New Brunswick Scientrific, USA) at 
160 rpm. The influence of the main process 
parameters on the yield was determined by 
performing extractions with different solvents at 
different temperatures and different solvent-to-solid 
ratio (hydromodule). Long contact time was applied 
in order to await the process completion. The 
development of the process over time (extraction 
kinetics) was observed by making parallel 
extractions of identical samples, each one analyzed 
after different contact time. After extraction, the 
mixture was filtered, and the filtrate was collected 
and stored at 40C for analyses. Each test was 
repeated in duplicate or in triplicate in case of big 
variances between two analyses. Mean values were 
used. The range of deviation of parallel experiments 
was 2.5 -7.5 %. Generally, the deviation was greater 
for smaller measured values. 

Single factor ANOVA statistical test was applied 
to the kinetic results in order to determine whether 
they are statistically equal (null hypothesis) or 
significantly different one from another. 

 
Chemicals and reagents 

Analyses for total content of polyphenols, 
flavonoids and antioxidant capacity were made 
using Folin-Ciocalteu reagent (2N), quercetin, gallic 
acid, anhydrous Na2CO3, DPPH*, methanol and 
AlCl3 (Sigma). Ethanol-water solvents were 

prepared by using 96% ethanol (Valerus) in 
different proportions.  

Analyses 
1. Determination of total phenolic content  
Total polyphenolic content (TPC) of the extracts 

was determined by the Folin–Ciocalteu method [12] 
using UV-VIS spectrophotometer (UNICAM®-
Helios β). The absorbance of samples was measured 
at 765 nm. TPC was expressed as mg of gallic acid 
equivalent (GAE) per 1 gram of raw material (mg 
GAE/g rm).  

2. Determination of total flavonoids content  
The total flavonoids content (TFC) was 

determined using aluminum chloride colorimetric 
assay [13]. Absorbance was measured at 420 nm 
and results were expressed as mg of quercetin 
equivalents (QE) per one gram of raw material (mg 
QE/g rm).  

3. Antioxidant capacity (AOC)  
AOC is determined as described by Brand-

Williams [14]. The method is based on a color 
reaction between the nitrogen atom (from DPPH) 
and the hydrogen atom of hydroxyl group of the 
antioxidant compound. 1 ml extract was mixed with 
4 ml solution of DPPH in methanol (0.004%). After 
keeping the sample 60 min in the dark at room 
temperature, the absorbance was measured at 517 
nm. AOC was expressed as IC50 (quantity of 
extract neutralizing 50% of DPPH amount).  

Graphically, antioxidant capacity is expressed as 
mg DPPH which is neutralized by the 
corresponding amount (one gram) of dry extract. 

4. Dry extract yield 
It was determined by drying and weighting of 

liquid extracts at mild temperature until stagnant 
weight is achieved. Analytical balance Sartorius 
with 0.1 mg precision was used.  

RESULTS 

Solid-liquid batch extraction 
The mass transfer in solid-solvent systems is 

affected by several parameters, the main among 
them being solvent type and concentration, 
solid/liquid ratio, and temperature. In order to 
define appropriate conditions the influence of the 
main parameters has to be studied to select the 
optimal combination resulting in highest process 
efficiency. In this study, the process efficiency is 
quantified by the mass of extracted substance from 
unit of raw material and by the concentration of 
target substance in the extract. Higher values 
indicate higher process efficiency.  
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The selection of optimal operational parameters 
is made by applying a four-step experimental 
approach. Initially, an appropriate solvent has to be 
used. As known, the extraction of bioactive 
substances from plants is highly influenced by the 
solvent nature. Polar solvents such as water and 
ethanol are widely recognized as adequate for 
extraction of antioxidant phenolic compounds, 
which are also of polar type [15]. Consequently, 
ethanol and water in pure state as well as their 
mixtures were used as solvents in this study. 

The first step was to determine the best solvent 
concentration. It was done by making extractions 

with a number of ethanol/water mixtures (0, 20, 35, 
50, 70, 96% ethanol) at 70oC near to the ethanol 
boiling point, which is supposed to ensure better 
solubility. Abundant solvent was applied (liquid-
solid ratio at least 20:1) in order to ensure sufficient 
amount of liquid phase for good wetting of the solid 
and for dissolving all extractable matter. Agitation 
(160 rpm) and long contact time (2 hours) were 
applied to provide good phase mixing and enough 
time for attaining pseudo-equilibrium state, at 
which the mass transfer process should practically 
complete.  

Table 1. Yields of substances extracted with different solvent concentrations  

TPC – total polyphenolic content; TFC – total flavonoids content; GA– acid equivalent; QE – quercetin equivalent; rm– raw material; de – dry extract 

According to Table 1, maximum yield of total 
extract and polyphenols is obtained with 50% 
ethanol. Regarding extracted flavonoids, they are 
better extracted with more concentrated ethanol. 
However, they are in minor quantity compared with 
total polyphenols and do not contribute significantly 
to the total concentration of the antioxidant 
substances. Also, yield of polyphenols is the same 

at 50% and 70% ethanol. Thus, a cheaper 50% 
ethanol solvent was chosen for further experiments.  

Concerning the total extracted mass (yield of dry 
extract), it is the same up to 50% ethanol and 
decreases afterwards i.e. water is a better solvent 
than an ethanolic solvent with concentration more 
than 50% ethanol. 

Table 2. Extraction yield at different temperature 

 
The second step was to identify the appropriate 

temperature. In general, higher temperature will 
increase the solubility. However, some substances 
might be thermally unstable, which will be 
manifested by lower yield at higher temperature 
indicating that substance degradation exists. Three 
temperatures have been tested: 20, 50 and 70oC, and 
the results are depicted in Table 2.  

As it is seen, the extraction yield becomes better 
with higher temperature. Consequently, temperature 
of 70oC is selected as it results in more intensive 
mass transfer and highest yield. 

The third step is to identify the appropriate 
liquid-to-solid ratio. In the previous experiments, 

high ratio was used to ensure sufficient amount of 
unsaturated solvent to dissolve all extractable 
matter. However, operation with excessive amount 
of solvent generates additional expenses for heating, 
evaporation, recovery and recycling and thus 
optimization is appropriate.  

Extractions at different hydromodules were 
performed (Fig.1). The other process parameters 
were tuned at their optimal values (50% ethanolic 
solvent, temperature 70oC). Again, long contact 
time (2 hours) was applied in order to ensure 
equilibrium state. 

The results in Fig.1 show that the polyphenols 
and flavonoids concentration in the dry extracts 

% 
ethanol 

TPC  TFC 
Yield of dry 

extract  
(mg GAE/g rm) (mg GAE/g de) (mg QE/g rm) (mg QE/g de) (mg de/g rm) 

0 12.4 36.6 2.4 7.2 320.0 
20 13.3 41.0 2.9 9.1 323.6 
35 14.8 45.7 3.2 9.8 324.5 
50 16.3 56.00 4.0 11.5 336.9 
70 15.6 56.5 4.1 14.9 275.5 
96 8.5 46.1 2.8 15.1 183.9 

Temp 
(oC) 

TPC  TFC 
Yield of dry 

extract  
(mg GAE/g rm) (mg GAE/g de) (mg QE/g rm) (mg QE/g de) (mg de/g rm) 

20 12.7 46.0 2.6 9.3 276.1 
50 14.8 50.2 3.2 11.0 295.9 
70 16.3 56.0 4.0 11.5 336.9 
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rises up to hydromodule 10, while addition of more 
solvent beyond that does not bring improvement. 
Therefore, to maximize the active components 
content with minimum costs, the optimal choice is 
solvent-to-solid ratio equal to 10. 

 
Fig.1. Influence of hydromodule 

The fourth step is to determine the minimum time 
necessary to complete the process. As noted, in all 
previous experimental runs the phase contact was 
prolonged to ensure equilibrium state. A long contact 
time might have some disadvantages, such as: longer 
and more expensive technological process; increased 
probability for thermal destruction of unstable active 
components because of longer exposition at high 
temperature; unnecessary occupation of reactors, 
which could be used for production of other goods, 
etc. Optimization can be done by examination of the 
process development over time. Extractions were 
carried out for different contact time at the 
established optimal process parameters, the obtained 
yields being plotted against extraction time. The 
resulting kinetic curves are shown in Fig.2.  

 

 
Fig.2. Extraction kinetics  

Important increase of the amount of extracted 
major substances (polyphenols) is observed during 
the initial period from 0 to about 30 minutes contact 
time. If the process is run for longer time, minor 

and insignificant additional amount is extracted 
(about 3.5%). Thus, further processing might be 
useless as it does not materially improve the yield, 
and the processing cost might be higher than the 
cost of the additional product. 

The choice of contact time for polyphenols 
extraction is justified also by the results of single 
factor ANOVA tests with significance level 0.05. 
Statistically, similar (not significantly different) 
yields of polyphenols are obtained in the interval 
30-60 min, i.e. no need to prolong the contact time 
for more than 30 min. 

Antioxidant capacity (AOC) 
Fig.3 illustrates the antioxidant capacity of 

extracts obtained for different contact time at 
optimal conditions.  

 
Fig.3. Antioxidant capacity 

It is seen that 15-30 min processing results in 
extracts with maximum AOC. The ANOVA test 
shows statistically similar values of AOC in the 
range 15-60 min, which determines 15 min contact 
as the optimal choice for maximizing AOC. 
However, in view of the whole extraction process, it 
seems better to recommend 30 min process 
duration, because the extract will contain more 
polyphenols (see Fig.2), although the AOC does not 
increase proportionally to polyphenol content. 

Some decrease of AOC is observed at prolonged 
contact (more than 30 min). As the yield of 
polyphenols and flavonoids is not reduced (seе 
Fig.2), the lower AOC can probably be assigned to 
thermal destruction of non-phenolic antioxidant 
compounds. 

CONCLUSIONS 

The extraction of some bioactive compounds 
(polyphenols and flavonoids) from artichoke wastes 
was studied with the aim to intensify the process. 
Operational conditions were determined, at which 
the mass transfer was improved and yield 
maximized while minimizing processing costs. In 
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summary, the optimal operational conditions for the 
particular case studied here are: 

- Solvent composition – 50% ethanol; 
- Processing temperature 70oC; 
- Solvent-to-solid ratio 10; 
- Processing time 30 minutes. 

They can be used as basic process parameters 
necessary for development of technological 
schemes for production of extracts from artichoke 
wastes. 
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Optimizing enzymatic extraction from rose petals (Rosa Damascena Mill.) 
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Response surface methodology (RSM) has been used to optimize the extraction conditions of antioxidants and anthocyanins from 
rose petals (Rosa Damascena Mill.) by using enzyme - assisted extraction. А ternary enzyme combinations included pectinolytic, 
cellulolytic and hemicellulolytic preparation was used. The variation in enzyme dosage (0.052 - 0.132%) and maceration time (125 - 
205 min) define the optimal maceration conditions to prepare extracts with high antioxidant and anthocyanins content  

Keywords: Response surface methodology (RSM), polyphenols, anthocyanins, enzyme-assisted extraction, Rosa 
Damascena Mill 

INTRODUCTION 

The interest in drug and product derived from 
plants has made it important to search for effective 
extraction method to maximize the yield of 
bioactive component such as vitamin C, 
anthocyanin and phenolic compounds [1]. 
Response surface methodology (RSM) is an 
effective statistic technique which uses quantitative 
data in an experimental design to optimize a 
process [2]. 

RSM was demonstrated to be a potent tool in 
optimizing experimental parameters maximizing 
numerous responses [3]. Central composite design, 
which is one of the most common designs, has been 
widely used to optimize phenolic compounds 
extraction [4].  

Optimal central composite design (OCCD) is an 
experimental approach to define empirical models 
or equations for describing the effect of test 
variables and th3ir interactions on the respective 
responses [5, 6, 7].  

In previous investigations the efficiency of 
enzyme-assisted extraction with three components 
enzyme mixture (pectinolytic, cellulolytic and 
hemicellulolytic preparation) on the recovery of 
polyphenols from Rosa damascena petals using a 
simplex centroid experimental design was 
evaluated [8].  

So the purpose of this study is to optimize 
enzymatic treatment conditions from rose petals 
(Rosa Damascena Mill.) using variation in dosage 
obtained extract can be used in food and 
parapharmaceutical industry. 

* To whom all correspondence should be sent: 
 krasimiradecheva@abv.bg 

MATERIALS AND METHODS 

Chemicals 
For analytical purposes the following reagents 

were used: DPPH [2,2-diphenyl-1-picrylhydrazyl] 
and Trolox [(+/−)-6-hydroxy-2,5,7,8- tetramethyl-
chroman-2-carboxylic acid] (Sigma-Aldrich, 
Steinheim, Germany); TPTZ [2,4,6-tripyridyl-s-
triazine] and gallic acid monohydrate (Fluka, 
Buchs, Switzerland); Folin-Ciocalteau’s reagent 
(Merck, Darmstadt, Germany). All the other 
reagents and solvents used were of analytical grade. 

Enzyme preparations 
The following commercial enzyme preparations 

were used: pectinolytic preparation Pectinex Ultra 
Color (Novozymes A/S, Bagsvaerd, Denmark); 
cellulolytic preparation Rohament CL (AB 
Enzymes GmbH, Darmstadt, Germany); 
hemicellulolytic preparation Xylanase AN (Biovet 
JSC, Peshtera, Bulgaria). Plant material:  

Rose (Rosa damascena Mill.) petals, harvest 
year 2013, were supplied by Ecomaat Ltd. 
(Mirkovo, Bulgaria). The petals were dried in a thin 
layer at room temperature (25-27°C) for one week 
before final hot air drying (50°C, 1 h). Dried rose 
petals were stored in a desiccator in dark until used. 

Enzyme - assisted extraction  
Extracts from Rosa damascena petals were 

processed according to the flow diagram shown in 
Fig.1. 

Sample preparation 
An aliquot (5 g) of filtered extract was 

transferred into 50 mL volumetric flask using 40 ml 
of acidified (0.1% HCl) methanol. After extraction 
for 24 h at 10°C, the flask was filled up to the mark 
with acidified methanol and filtered through a paper 
filter. Extraction was performed in triplicate. 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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Fig.1. Process flowchart for extraction of rose petals (Rosa Damascena Mill.) 

Analytical methods 
All measurements were performed with a Helios 

Omega UV-Vis spectrophotometer equipped with 
VISIONlite software (all from Thermo Fisher 
Scientific Inc., Waltham, MA, USA) using 1 cm 
path length cuvettes. 

The contents of total polyphenols (TPP) and 
total monomeric anthocyanins (TMA) were 
determined by the method of Singleton and Rossi 
[9] and the pH-differential method [10], 
respectively, modified as described by [11].  

The total antioxidant capacity was determined 
by the DPPH (free radical scavenging activity) and 
FRAP (ferric reducing antioxidant power) assay, 
following the methods of Brand-Williams et al. 
[12] and Benzie and Strain [13], respectively, with 
some modifications [11]. 

Statistical analysis 
The results reported in the present study are the 

mean values of at least three analytical 
determinations and the coefficients of variation, 
expressed as the percentage ratios between the 
standard deviations and the mean values, were 
found to be < 5% in all cases. SYSTAT statistical 
software (SPSS Inc., Chicago USA, version 7.1) 
and Excel were used to analyze the data. 

Experiment design 
An OCCD of the type 2n+2n+n0 was applied. 

The influence of the independent variables was 
determined by means of the RSM [2, 14].  

Table 1 shows the levels of the two independent 
variables – enzyme dose (0.02–0.18%E/S) and 
reaction time (30–210 min). 

Considering two parameters and a response, 
experimental data were fitted to obtain a second-
degree regression equation of the form: 
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where y is the predicted responses for TMA, TPP, 
DPPH, FRAP, yield of extract, respectively; X1 is 
the enzyme concentration and X2 is the incubation 
time; b0 is the value of the fitted response at the 
centre point of the design and bi, bii and bij are the 
coefficients of the regression equation 

Table 1. Independent variable values and 
corresponding levels 

Factor Minima 
Center 
point 

Maxima 
Axial

piont, α 
Enzyme dose 
(%E/Sa) – Х1 

0.02 0.1 0.18 
-α=-1 
+α=+1 

Time (min) – 
Х2 

30 120 210 
-α=-1 
+α=+1 

a ml enzyme preparation per 100 g substrate 

RESULTS 

The statistical combinations of variables in 
coded and actual values along with the predicted 
and experimental responses are presented in Table 
2. There is an increase in the values of TMA and
TPP (Table 2 and Fig.2) by prolong the time of 
processing, leading to reduction of enzyme dosage 
mixture.  

The positive effect of prolonged treatment 
means that the enzyme mixture possess the 
pectolytic, cellulitic and hemicellulitic activities 
that are able to catalyze the degradation of the 
polysaccharides in the cell wall, resulting in 
increased extraction of polyphenols and 
anthocyanins. 

Higher content of enzyme mixture dosage leads 
to increased values of bioactivities compounds and 
yield in a short time of processing. The effect of 
enzyme dosage decrease with decreasing of time 
treatment. 

The regression equation characterizing the 
influence of different variables on extraction 
process is obtained (2-6). The high values of the 

460



K. Kalcheva - Karadzhova et al.: Optimizing enzymatic extraction from rose petals (Rosa Damascena Mill.) 

coefficient of determination (R2) indicate a 
reasonable agreement of the corresponding model 
with the experimental results [16].  

Pareto chart Fig.3, was used to visualize the 
interaction effects of all factors to the response 
variable. 

Table 2. Experimental design matrix and results for the optimal central composite design 

№ 
Coded 
values 

Enzyme 
dose 

(%E/Sa)

Time 
(min)

TMAb 

(mgCGE/100g) 

TPPc 

(mgGAE/100g) 

DPPHd 

(mgTE/100g) 
FRAPe 

(mgTE/100g) 
Yieldf, 

% 

X1 X2 Y1 Y2 Y3 Y4 Y5 
1 - - 0.02 30 14.4 302.5 1880.0 1493.0 34.0 
2 + - 0.18 30 15.7 424.5 2637.0 1808.0 45.5 
3 - + 0.02 210 18.3 494.2 2796.0 2180.0 34.5 
4 + + 0.18 210 18.5 481.3 2950.0 2237.0 37.0 
5 - 0 0.02 120 17.6 561.1 3242.0 1830.0 42.6 
6 + 0 0.18 120 18.4 615.6 3697.0 2012.0 49.1 
7 0 - 0.1 30 14.0 245.3 1965.0 1538.0 32.2 
8 0 + 0.1 210 17.3 369.5 2579.0 2085.0 29.5 
9 0 0 0.1 120 17.6 473.6 3187.0 1740.0 42.0 
10 0 0 0.1 120 17.2 458.2 3157.0 1798.0 42.0 
11 0 0 0.1 120 15.9 478.6 3185.0 1868.0 42.0 

a ml enzyme preparation per 100 g substrate. 
b Results are presented as mg cyanidin 3-glucoside equivalents (CGE) per 100 g  
c Results are presented as mg gallic acid equivalents (GAE) per 100 g  
d Results are presented as mg trolox equivalents (TE) per 100 g  
e Results are presented as mg trolox equivalents (TE) per 100 g  
f Results are presented as % per 100 g 

a b c 

Fig.2. Response surfaces showing 
the effect of enzyme concentration 
(D, ppm) and incubation time (t, 
min) on: (a) TMA; (b) TPP; (c) 
DPPH; (d) FRAP; (e) yield of extract 

d e 
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Y1 = 13.191 - 25.030.X1 + 0.06.X2 + 171.505.X1
2 - 0.038.X1.X2 - 0.0002.X2

2, mg CGE/100 g; R2 = 0.937  (2) 

Y2 = 190.88 - 2390.52.X1 + 5.57.X2 + 16525.5.X1
2 - 4.68.X1.X2 - 0.01. X2

2, mg GAE/100 g;R2 = 0.993     (3) 

Y3 =1082.22 - 3812.72.X1 + 32.29.X2 + 45855.3.X1
2 - 20.94.X1.X2 - 0.11.X2

2, µmolTE/100g; R2 = 0.999  (4) 

Y4 = 1410.81 - 1473.14.X1 + 3.71.X2 + 18511.5.X1
2 - 8.96.X1.X2+ 0.001 X2

2, µmolTE/100g; R2 = 0.986   (5) 

Y5 = 26.978 - 66.10.X1 + 0.27.X2 + 745.07X1
2 - 0.31. X1.X2 - 0.001.X2

2 ,%; R2 = 0.96    (6) 

 

a- TMA b- TPP c- DPPH 

Fig.3. Pareto chart showing the 
effects of different independent 
variables  

d- FRAP e-yield 

 
 

The model shows that  time of enzymatic 
treatment influence the greatest selected dependent 
variables, such as the yield of extracts, TPP and 
radical scavenging activities (DPPH - test) the 
effect is quadratic. Тhe effect is linear to the TMA 
and ferric reducing antioxidant power (FRAP). 

In order to prepare the extract with high 
polyphenol and anthocyanin content graphical 
optimization was made (Fig.4).  
 

 
Fig.4. Graphics optimization of enzymatic extraction 

of rose petals as a function of extraction time and 
enzyme dosage 

Optimization was carried out by the 
superposition of several contour surfaces of 

competing responses. The response surface plots 
were generated for interaction of two independent 
variables. The limits of target functions for 
optimization of enzymatic extraction of rose petals 
(Rosa damascena Mill.) were presented in Table 3. 
 

Table 3. Limits of target functions for optimization of 
enzymatic extraction of rose petals 

Еquation  
№ 

Target function 
Limits of target 

function 

2 ТМА,mg CGE/100 
g ТМА > 17.0 

3 TPP,mg GАЕ/100 g TPP > 500.0 

 
Intervals of variations of the enzyme mixture 

dosage (0.052 to 0.132%) and enzymatic treatment 
time (125-205 min) determine the field for 
obtaining the extracts with high content of total 
polyphenols and anthocyanins content. 

CONCLUSIONS 

The effect of ternary enzyme combinations 
included pectolytic, cellulytic and hemicellulytic 
preparation were investigated to optimize the 
extraction conditions of antioxidants and 
anthocyanins from rose petals (Rosa Damascena 
Mill.). The OCCD results show that the increment 

0 2 4 6 8

Standardized effect

AB

A:DE

AA

BB

B:T +
-

0 4 8 12 16 20 24

Standardized effect

AB

A:DE

B:T

AA

BB +
-

0 30 60 90 120 150

Standardized effect

AB

AA

A:DE

B:T

BB +
-

0 3 6 9 12 15 18

Standardized effect

BB

AB

AA

A:DE

B:T +
-

0 2 4 6 8 10

Standardized effect

B:T

AB

AA

A:DE

BB +
-

462



K. Kalcheva - Karadzhova et al.: Optimizing enzymatic extraction from rose petals (Rosa Damascena Mill.)  
 

  

of incubation time significantly affects the contents 
of total polyphenols and anthocyanins. A decrease 
in the time of enzyme treatment could be achieved 
with increasing of dosage of enzyme mixture. 

The optimization process was focused on the 
total anthocyanins and total polyphenols content. 
Intervals of variations in the enzyme mixture 
dosage (0.052 to 0.132%) and the time of 
enzymatic treatment (125-205 min) determine the 
best conditions for preparing rose petals extracts 
with high content of total polyphenols and 
anthocyanins content. 
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Effect of pectolytic enzyme preparation on antioxidant capacity and color 
characteristic of rose petals extract (Rosa Damascena Mill.)  

K. D. Kalcheva – Karadzhova1*, K. M. Mihalev2, D. P. Ludneva1, V. T. Shikov2, R. H. Dinkova2,  

I. Y. Bakalov1 
1Food Research and Development Institute – Plovdiv, bul. Vasil Aprilov 154, Bulgaria 

2University of Food Technology – Plovdiv, bul. Marica 26, Bulgaria 
 
The influence of three commercial pectolytic enzyme preparations (Pectinex Ultra Color, Panzym Pro Color and Panzym BE 

XXL) on the yield of total polyphenols, anthocyanins, antioxidant activities and color characteristic of extracts from rose petals (Rosa 
Damascena Mill) was investigated. As a result of the enzymatic treatment, the content of total polyphenols and anthocyanins general 
increase, by 18% and 15%, respectively. There is an overall increase  up to 2.2 times in the antioxidant activity and an enhancement 
on the red color component intensity of the extracts. 

Keywords: Rosa Damascena Mill., enzyme-assisted extraction, antioxidants, polyphenols, color 

INTRODUCTION 

Damask rose (Rosa damascena Mill.) is one of 
the most important medicinal and ornamental plants 
grown mainly for it’s essential oil and medicinal 
aspects in many areas of the world, such as 
Bulgaria, Turkey, India and Iran [1]. 

Antioxidant compounds like phenolic acids, 
polyphenols such as peroxide, hydro- peroxide or 
lipid peroxyl inhibit the oxidative mechanisms that 
lead to degenerative diseases [2]. 

Rosa damascena is a plant rich in terpenes, 
glycosides, flavonoids, and anthocyanins but also 
contains carboxylic acid, myrcene, vitamin C, 
kaempferol and quarcetin [3, 4, 5, 6]. Its ability to 
be strengthening the heart, treatment of menstrual 
bleeding, digestive problems [7, 8]. and reduction 
of inflammation [3]. It also healing depression, 
grief, nervous stress and tension [3, 8]. 

The application of cell-wall degrading enzymes 
represents another novel approach in spice 
production. Enzyme-assisted extraction is an 
effective method for improving and recovery of 
bioactive compounds from plants and algae [9, 10]. 
Enzymatic hydrolysis of plant materials is currently 
being used for a variety of reasons, e.g. improving 
yields in juice processing [11], enhanced release of 
secondary plant metabolites [12], recovery of 
functional food ingredients [13]. 

To facilitate the extraction of polyphenols by 
destroying the cell wall matrix food industry is 
commonly   used  widely   used pectolytic   enzyme 

 

* To whom all correspondence should be sent: 
   krasimiradecheva@abv.bg 

preparations. The use of pectolytic enzyme 
preparations cause destruction of the cell wall 
matrix, resulting in with maximizing juice yield and 
increased extraction of phenolic compounds, 
especially anthocyanins [14].  

The purpose of this paper was to investigate the 
possibilities for achieving enhanced extraction 
using of three commercial pectolytic enzyme 
preparations (Pectinex Ultra Color, Panzym Pro 
Color and Panzym BE XXL) on the juice yield, 
yield of total polyphenols, anthocyanins, 
antioxidant activities and color characteristic of 
extracts from rose petals (Rosa Damascena Mill). 
The obteined extract will be a good base to used in 
different areas of the food industry. 

MATERIALS AND METHODS 

Chemicals 

For analytical purposes the following reagents 
were used: DPPH [2,2-diphenyl-1-picrylhydrazyl] 
and Trolox [(+/−)-6-hydroxy-2,5,7,8- tetramethyl-
chroman-2-carboxylic acid] (Sigma-Aldrich, 
Steinheim, Germany); TPTZ [2,4,6-tripyridyl-s-
triazine] and gallic acid monohydrate (Fluka, 
Buchs, Switzerland); Folin-Ciocalteau’s reagent 
(Merck, Darmstadt, Germany). All the other 
reagents and solvents used were of analytical grade. 

Enzyme preparations 

The following three commercial pectinolytic 
enzyme preparations were used: Pectinex Ultra 
Color (Novozymes A/S, Bagsvaerd, Denmark), 
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Panzym BE XXL and Panzym Pro Color were 
provided from Begerow GmbH& Co, 
Langenlonsheim, Germany. 

Plant material 

Rose (Rosa damascena Mill.) petals, harvest 
year 2012, were supplied by Ecomaat Ltd. 
(Mirkovo, Bulgaria). The petals were dried in a thin 
layer at room temperature (25-27°C) for one week 
before final hot air drying (50°C, 1 h). Dried rose 
petals were stored in a desiccator in dark until used. 

Enzyme - assisted extraction 

Enzyme-assisted extraction: Finely ground 
(particle size < 0.63 mm) rose petals were mixed 
with water (12:1, v/w), acidified (pH 3.0) with 1 M 
HCl, and left overnight for rehydration at 10 C. 
After pH adjustment (pH 3.0), the suspension 
(100.0 g) was placed in a 50°C water bath for 20 
min before 10 mL of an acidified water solution 
(1.0%, v/v) of enzyme preparation were added. 
After incubation for 2 h at 50°C, the sample was 
placed in a boiling water bath for 10 min to 
inactivate enzymes, then immediately cooled in an 
ice bath and centrifuged (4200 g × 15 min, 25°C). 
The supernatant obtained was filtered through a 
paper filter. 

Sample preparation 

An aliquot (5 g) of filtered extract was 
transferred into 50 mL volumetric flask using 40 ml 
of acidified (0.1% HCl) methanol. After extraction 
for 24 h at 10 °C, the flask was filled up to the mark 
with acidified methanol and filtered through a paper 
filter. Extraction was performed in triplicate. The 
resulting extracts where analysing. 

Analytical methods 

All measurements were performed with a Helios 
Omega UV-Vis spectrophotometer equipped with 
VISIONlite software (all from Thermo Fisher 
Scientific Inc., Waltham, MA, USA) using 1 cm 
path length cuvettes. 

The contents of total polyphenols (TPP) and 
total monomeric anthocyanins (TMA) were 
determined by the method as described by 
Singleton et al. [15] and the pH-differential method 
[16], respectively, modified as described by 
Dinkova et al. [17]. 

The total antioxidant capacity was determined 
by the DPPH (free radical scavenging activity) and 
FRAP (ferric reducing antioxidant power) assay, 
following the methods of Brand-Williams et al. 

[18] and Benzie and Strain [19] respectively, with 
some modifications [Dinkova et al.]. 

The content of total dry matter (%) in the extract 
from Rosa Damascena petals was determined by 
weight moisture analyzer (Kern "MLB-50-3, Kern 
& Sohn GmBH, Germany).  

The yield of the extract wre determined by a 
measuring cylinder after centrifugation and 
filtration of the sample. 

Statistical analysis 

The results reported in the present study are the 
mean values of at least three analytical 
determinations and the coefficients of variation, 
expressed as the percentage ratios between the 
standard deviations and the mean values, were 
found to be < 5% in all cases. The means were 
compared using one-way ANOVA, performed with 
Microsoft Excel, and Tukey’s test at a 95% 
confidence level. 

RESULTS AND DISCUSSIONS 

The results show (table 1) that the use of other 
pectinolytic enzyme preparations does not affect 
the extraction of phenolic compounds, 
anthocyanins, yield of extract and dry matter. 

As a result of the enzymatic treatment, the 
content of total polyphenols and anthocyanins 
general increase, by 18% and 15% respectively. 

The values of antioxidant capacity of 
enzymaticaly treated samples were 1.1 - 1.2 times, 
and 1.6 - 2.2 times higher, for the DPPH- and 
FRAP -test, compared the control. This is with 
positive correlation with the increased values of 
polyphenols. 

 
 

 
Fig.1. Radar chart of the antioxidant capacity of  the 

extract of rose petals depending on processing different 
pectinolytic preparations 
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The radar diagram (Fig.1) of Terashima et al. 
[20] was used for characterization of total 
antioxidant capacity. The polyphenols antioxidants, 
acting as both a donor of electrons (FRAP-test) and 
hydrogen atoms (DPPH-test) are essential for the 
activities of extracts from rose petals (Rosa 
Damascena Mill.). 

The color indicators in CIELab and CIELch 
system were given in Fig.2. 

Enhance of the red color component intensity of 
the extracts, evaluated in the CIELab and CIELch 
system, was reported by the increase in the value of 
the red component (a*) and decrease the hue angle 
(h°). Results are consistent with an increase in 
anthocyanin content as a result of enzymatic 
treatment (Table 1). 

Table 1. Treatment variants and results for the extracts (supernatant) from Rosa Damascena petals (Rosa Damascena 
Mill.) 

Treatment variant 
ТМА1, 

mgCGE/100g 
ТPP2, 

mgGAE/100g 
DPPH3, 

µmolTE/100g 
FRAP3, 

µmolTE/100g 
Yield, 

% 
Dry 

matter,% 

Control (no enzyme) 6.7 ± 0.3a 271.0 ± 12a 2463.0 ± 111a 1078.0 ± 47a 30.5 ± 1a 3.2 ± 0.1a 

PUC 7.7 ± 0.3b 320.0 ± 14b 2720.0 ± 122b 1750.0 ± 79b 48.5 ± 2b 4.0 ± 0.2b 

PBEXXL 7.7 ± 0.4b 320.0 ± 14b 2882.0 ± 130b 2002.0 ± 90c 47.0 ± 2b 4.1 ± 0.2c 

PPC 7.7 ± 0.3b 318.0 ± 14b 2865.0 ± 129b 2367.0 ± 107d 50.0 ± 2b 4.3 ± 0.2d 

a
 Means ± standard deviations (n = 3). Different letters within a column indicate significant differences (Tukey’s test, P < 0.05). 

1 Results are expressed as mg Cyanidin 3-glucoside equivalents (CGE) per 100 g. 
2 Results are expressed as mg gallic acid equivalents (GAE) per 100 g.  
3 Results are expressed as µmol Trolox equivalents (TE) per 100 g.  

Fig.2. Color indicators in CIELab and CIELch system 
on extracts from petals of Rosa damascena depending on 
the various pectinolytic enzyme preparations (mean ± 
SD; n= 3) 

CONCLUSIONS 

The results demonstrate that enzyme-assisted 
extraction enhances the recovery of polyphenolic 
antioxidants from rose petals (Rosa Damascena 
Mill.), with all types of pectolytic enzyme 
preparations. This new process may offer an 
environmentally-friendly alternative to the 
conventional organic solvent extraction. Due to the 
high extraction yields, and high total polyphenols 
content of extracts from rose petals it could be used 
in food, cosmetic and pharmaceutical industries. 
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Polyelectrolyte multilayers (PEMs) are well-defined nanoarchitectures with many potential applications, usually as biomaterial 
coatings. They possess excellent characteristics, such as fine tuning of thickness, stiffness, stability, morphology and topography. 
Hence they may exhibit special biological properties, such as mucoadhesion and local drug delivery. We present our recent 
investigations on layer-by-layer assembled polyelectrolyte multilayers from chitosan and xanthan on preliminary corona charged 
substrates from poly--caprolacton. Polyelectrolyte multilayers were deposited by two different techniques – dip-coating and spin-
coating. The presence of PEMs on the substrates was proved by ATR FT-IR spectroscopy. The surface chemical composition was 
established by X-ray photoelectron spectroscopy (XPS). Further investigations on the morphology and topography of the samples 
were done by scanning electron microscopy (SEM) and atomic force microscopy (AFM). All the experimental data confirmed 
differences in the structure and surface properties of the PEMs assembled by dip-coating and spin-coating. An interfusion of the 
polyelectrolyte layers was observed in dip-coated PEMs, while flat and clearly separated layers were deposited by spin-coating. The 
ability to control the inner structure of the PEMs enables to manipulate the physical properties or chemical activity of the 
functionalized thin films. In this way tunable mucoadhesion and drug release properties could be achieved. 

Keywords: polyelectrolyte multilayers, drug delivery, mucoadhesion, chitosan, xanthan, charged poly--caprolacton 
substrates 

INTRODUCTION 

The fabrication of thin polyelectrolyte layers by 
the electrostatic assembly of oppositely charged 
polyelectrolytes (LbL self-assembly) has recently 
attracted much interest [1, 2]. The formation of 
these films is electrostatically driven, and favoured 
by the release of counterions. During the assembly, 
polyelectrolytes from solutions form 
electrostatically bound complexes with 
polyelectrolyte functional groups of opposite 
charges that are present on the surface, leaving 
excess charges upon adsorption due to charge 
overcompensation. Therefore, the surface charge of 
the outermost layer is altered between the anionic 
and cationic state, and this charge reversal offers a 
driving force for the sequential build-up of 
multilayers in the assembly. As a result, one can 
obtain a more or less irreversibly adsorbed 
polyelectrolyte multilayer of which thickness and 
interpenetration can be readily manipulated with 
varying the type of adsorbing species, type of 
deposition technique and processing conditions 
such as polyelectrolyte charge, ionic strength, salt 
concentration and adsorption time [3-5]. 

* To whom all correspondence should be sent: 
margo@uni-plovdiv.bg 

LbL self-assembly usually leads to a linear 
growth of film thickness [6, 7]. However, some 
authors have reported cases of LbL assemblies in 
which the film thickness grows exponentially with 
increasing the number of polyelectrolyte deposition 
layers [8, 9]. Usually this phenomenon is observed 
for weakly charged polyelectrolyte multilayer 
systems. It can be attributed to the reversible 
interdiffusion of at least one of the polyelectrolyte 
species that constitute the film. 

Structure and topography of LbL assemblies 
influence propertieshe such as adhesion, 
biocompatibility, and drug reliese [10]. Quantitative 
characterization of the multilayers surfaces made 
from various polymer components is important 
both for practical purposes e.g. for evaluating the 
biocompatibility, and for the comparison of the 
influence of the polymer constituents on the 
multilayer features. 

The aim of the present study is characterisation 
of the chemical composition, structure and surface 
topography of weak polyelectrolyte multilayers 
from chitosan and xanthan on biodegradable 
substrates in respect to their use for buccal drug 
delivery. 

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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EXPERIMENTAL 

Substrate formation 
Poly(-caprolacton) (PEC) with ester end groups 

and intrinsic viscosity (1-1.3) dL/g was purchased 
from Lactel Absorbable Polymers (USA) and used 
for the preparation of biodegradable substrates. The 
PEC substrates were casted from 2% w/v PEC 
solution in chloroform and dried at 35°C for 48 
hours. Their thickness was (40 ± 5) m. They were 
then kept in an exicator, at room temperature, and 
54% relative humidity (RH). Before the deposition 
process, the substrates were charged in a corona 
discharge system, consisting of a corona electrode 
(needle), a grounded plate electrode and a metal 
grid placed between them. A voltage of ± 5 kV was 
applied to the corona electrode and a voltage of ± 1 
kV to the grid. The polarity of the corona electrode 
and the grid electrode was one and the same. The 
samples were charged under standard room 
conditions (T = (21÷23) °C and RH = 45-55%) for 
1 minute. 

Polyelectrolyte multilayers deposition 
Layer-by-layer (LbL) deposition technique was 

applied for multilayer build-up. Chitosan (low 
molecular weight) and xanthan gum were 
purchased from Sigma-Aldrich and were used 
without further purification or characterization. For 
the LbL assembly 0.1% w/v chitosan and 0.05% 
w/v xanthan solutions in acetate buffer (pH 4.5 and 
ionic strength 0.1 M) were prepared. The deposition 
was done in two ways – dip-coating and spin-
coating. In both cases, the first built-up layer 
always possessed opposite to the substrate electric 
charge. 

For dip-coating assembly a slide stainer (Poly 
Stainer IUL, Spain) was used with the deposition 
program: 15 min adsorption of polyelectrolyte 
solution, followed by 5 min washing step in the 
acetate buffer. The procedure was repeated until 
reaching the desired even numbers of layers (8, 14 
or 20 xanthan/chitosan or chitosan/xanthan). After 
the last layer deposition the film was dried with hot 
air. 

For the spin-coating assembly a DDR 
Labortechnik T54 spin-coater was used. 
Polyelectrolyte solutions of chitosan and xanthan 
were alternately spun coated (15 s at 1000 rpm) 
onto the preliminary charged substrates with an 
intermediate washing step (acetate buffer) before 
the deposition of each consecutive layer. 

Ready multilayer structures were stored in an 
exicator at RH 54%. 

ATR-FTIR spectroscopy 
The ATR-FTIR spectra were collected by means 

of a Thermo ScientificTM NicoletTM iSTM 10 FT-
IR spectrometer, equipped with a diamond ATR 
accessory in the range (650-4000) cm-1, giving a 4 
cm-1 resolution and 64 scans. The integral intensity 
was measured using an OMNIC software package. 

XPS analysis 
The X-ray photoelectron spectroscopy was used 

for investigation of the surface chemical states of 
polyelectrolyte multilayers. For that purpose an 
Axis Supra (Kratos Analytical Ltd, GB) electron 
spectrometer was used. The survey, C1s, O1s, and 
N1s photoelectron lines had been recorded with 
monochromatic Al Kα radiation (1486.6 eV) under 
10-7 Pa base pressure and total instrumental 
resolution of ~0.48 eV. The binding energies (BE) 
were determined utilizing the C1s line (from an 
adventitious carbon) as a reference with energy of 
285.0 eV. All data were recorded at a 90° take-off 
angle. High resolution C1s, O1s, N1s, F1s, Na1s, 
S2p, Si2p spectra were collected at a pass energy of 
20 eV. The concentration of the elements on the 
surface of polymers had been calculated. 

Scanning electron microscopy (SEM) 
The morphology of the obtained polyelectrolyte 

multilayer structures was examined by means of 
SEM. A scanning electron microscope Lyra 3 
XMU (Tescan) was employed. The working 
voltage was 30 kV. Prior to the measurements, the 
samples were covered with a thin film of gold 
(about 30 nm). 

Atomic force microscopy (AFM) 
The polyelectrolyte multilayer topography was 

analysed by a Nanosurf Flex AFM (Switzerland). 
The surface images were obtained in tapping mode 
with a standard cantilever Tap190Al-G with a 10 
nm tip radius. The viewing field consisted of 
256x256 pixels, revealing the morphology of a 10 
μm x 10 μm area from the sample surface. The line 
scan time was 1 s. Based on the AFM images, the 
surface roughness and PSD spectra were calculated 
using a Gwyddion software. 

RESULTS AND DISCUSSION 

Attenuated total reflection (ATR) FТ-IR 
spectroscopy was used to confirm the 
polyelectrolyte deposition. Typical spectra of 
positively and negatively charged substrates with 8, 
14 and 20 polyelectrolyte layers deposited by dip-
coating assembly are shown in the Fig.1 and Fig.2. 
Slightly intense bands of CH groups stretching 
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vibrations at 2880 cm-1 and 2946 cm-1 are observed 
in both substrate and polyelectrolyte multilayers 
spectra. The broad band between 3000 and 3700 
cm-1 is due to a combination of two vibrations: OH 
groups and amine groups, which is present in the 
chitosan [11]. A band at 1594 cm-1, which 
corresponds to an amino group [12], is present only 
in the spectra of the polyelectrolyte multilayer 
structures and its intensity increases with increasing 
the number of the deposited layers. 

 

Fig.1. ATR FT-IR spectra of xanthan/chitosan 
multilayers deposited on positively charged PEC 
substrate 

   Fig.2. ATR FT-IR spectra of chitosan/xanthan 
multilayers deposited on negatively charged PEC 
substrate 

Peaks corresponding to the vibrations of NH3+ 
(1632 cm-1 and 1522 cm-1) of chitosan and ionized 
carboxyl group (COO–) of xanthan at 1620 cm-1 are 
not observed in the spectra, which suggests the 
formation of a complex between the deposited 
polyelectrolytes by ionic interactions between the 

NH3+ groups of chitosan and ionized carboxyl 
group COO– of xanthan [13]. 

Similar ATR-FTIR spectra were collected for 
xanthan/chitosan multilayers, assembled by spin-
coating (the data are not shown). In that case the 
peak intensities were less pronounced than these for 
the dip-coated samples. 

Based on the ATR-FTIR analysis the following 
conclusions can be derived: 

 Both dip-coating and spin-coating assemblies 
lead to irreversible deposition of xanthan and 
chitosan on pre-charged PEC substrates. 

 The increase of the number of layers leads to 
a higher amount of deposited hydrocolloids. 

 Chitosan and xanthan molecules interact 
predominantly by ionic interactions to form 
polyelectrolyte complexes. 

Further investigations on the surface chemical 
composition of the polyelectrolyte multilayers were 
done by X-ray photoelectron spectroscopy (XPS). 
The N1s spectra, collected from the surfaces of 
multilayers, assembled by dip-coating and spin-
coating on both positively and negatively charged 
substrate (i.e. structures finishing with chitosan or 
xanthan layer respectively) are shown in Fig.3a and 
Fig.3b. 
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Fig.3. N1s XPS spectra of polyelectrolyte multilayers, 
assembled by dip-coating (a) and spin-coating (b) 
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Quantity analysis of the nitrogen concentration 
on the multilayer surfaces is presented in Тable 1. 

As nitrogen appears just in the structure of 
chitosan, the following conclusions can be derived: 

Table 1. Nitrogen surface atomic concentration of 
chitosan/xanthan polyelectrolyte multilayers 

Atomic concentration 

[%] 

Dip-coating Spin-coating 

Last layer Chitosan Xanthan Chitosan Xanthan 
Nitrogen 1.95 1.93 0.69 0.00 

 The amount of the deposited polyelectrolytes is
bigger in the case of the dip-coating assembly.

 Diffusion of chitosan and interlayer penetration
is observed in the polyelectrolyte multilayer
structures, assembled by dip-coating. This is

the reason that nitrogen appears on the surface 
of structures finishing with a xanthan layer. 

 There is no nitrogen detected in the xanthan
layer in the spin-coated samples, therefore no 
interpenetration is observed and clear separated 
layers were formed. 

These observations are in agreement with 
previous investigations on the deposition process of 
weakly charged polyelectrolytes [14, 15]. Shear 
forces arising during the spin-coating assembly lead 
to smaller amounts of adsorbed polyelectrolytes 
within LbL films, resulting in a higher degree of 
internal film order, and dramatically improved 
stability of assemblies in salt solutions as compared 
to dip-coated LbL assemblies. 

a) b) c) 

d) e) f) 

g) h) i) 

Fig.4. SEM micrographs of PEC substrates (a-c); PEC substrates, coated with 10 (d) and 20 (e, f) layers, ending with 
xanthan; PEC substrates, coated with 10 (g) and 20 (h, i) layers, ending with chitosan 
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The surface morphology of the PEC substrates 
and dip-coated chitosan/xanthan polyelectrolyte 
multilayers with different number of layers and 
different end layers are presented in Fig.4. 

It is important initially to study the morphology 
of the substrate, since it largely determines the 
mode and the type of the deposited thereon thin 
layers. 

During the fabrication of the poly (-
caprolactone) substrate from solution, the long time 
for evaporation of the solvent facilitates the 
preparation of large (size of about 200 m) 
spherulites (Fig.4a-b). Spherulites are composed of 
lamellae, which are well observed at larger 
magnifications (Fig.4c). 

LbL deposition of the polyelectrolyte layers by 
dip-coating on a negatively charged substrate leads 
to a gradual change of the morphology of the 
surface thereby the general characteristics of the 
substrate are retained (Fig.4d-f). In case of a 
negatively charged substrate (multilayers ending 
with xanthan) the morphological units increase in 
size by increasing the number of layers – Fig.4d-e. 
This interesting finding is explained by the porous 

structure of the deposited chitosan/xanthan 
complexes – Fig.4f. Porous complexes are typical 
for stiff macromolecules like xanthan. The 
observation is in agreement with the reported one in 
the literature data about a toroid morphology of 
xanthan/chitosan complexes reported [16]. 
Significant difference is observed in positively 
charged substrates (multilayers ending with 
chitosan, where the morphological units remain the 
same size, even at 20 deposited layers – Fig.4g-h. 
As shown in the Fig.4i the morphology of the 
deposited complexes in that case is dense lamella. 

Presented microphotographs show the 
successful deposition of polyelectrolyte multilayer 
structures on PEC substrates. The observed 
differences in the morphology could be relevant to 
the different size and flexibility of xanthan and 
chitosan, which resulted in varied extent of 
macromolecular interdiffusion and multilayer 
penetration. 

More detailed analysis of the surface topography 
was carried out by AFM for samples with various 
number of polyelectrolyte layers - Fig.5. 

 

 
a) Dip-coating - 8 layers 

 
b) Dip-coating - 14 layers 

 
c) Dip-coating - 20 layers 

 
d) Spin-coating - 8 layers 

 
e) Spin-coating - 14 layers 

 
f) Spin-coating 20 layers 

Fig.5. AFM micrographs of polyelectrolyte multilayers ending with xanthan, which are deposited by dip-coating 
(a-c) and spin-coating (d-f) technique 

 
The polyelectrolytes, which are deposited by 

dip-coating technique, revealed a network-like 
structure for all samples with different number of 

layers – Fig.5a-c. However for the 20 layer samples 
there were additional regions on the surface where 
polymer had accumulated on the top of the network 
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structure – Fig.5c. The dimensions of the network 
voids increased in size with the increase of the 
number of layers.  

The polyelectrolytes, which are deposited by 
spin-coating, revealed a pattern structure, which is 
more pronounced for 14 and 20 layers samples – 
Fig.5e-f. Most probably it is related to molecular 
orientation due to the centrifugal forces. 

Based on the AFM micrografs the following 
conclusions could be formulated: 

 The surface roughness Rms shows an 
increase with the increase of the numbers of 
deposited layers for both deposition 
techniques – Table 2. This is similar to the 
trend reported for similar systems [17, 18]. 

 The spin-coated layers are smoother than the 
dip-coated ones. 

Table 2. Roughness of dip-assembled and spin-
assembled polyelectrolyte multilayers ending with 
xanthan 

Sample 
Rms [nm] 

8 layers 14 layers 20 layers 
Dip-coating 63.2 118.3 133.2 
Spin-coating 22.8 77.7 90.9 

 
The low roughness for spin-coated samples 

suggested flat and clearly separated interfaces 
between the layers which could be interpreted as 
lack of interpenetration in the case of spinning 
assembly. On the contrary, the surfaces topography 
of dipping-assembled films consists of rough 
patterns, indicating loose interpenetrating 
structures. 

Additional quantity analysis of the multilayer 
surface topography is done by evaluating the power 
spectral density (PSD) spectra The PSD function is 
useful in analysing surface roughness. This function 
provides a representation of the amplitude of a 
surface’s roughness as a function of the spatial 
frequency of the roughness. The dependence of 
PSD (W) on the spatial frequency (k) for dip-coated 
and spin-coated multilayers, ending with xanthan 
are presented in Fig.6. 

Three different characteristic regions could be 
identified in the PSDs. First, the PSDs display a 
frequency independent plateau at low spatial 
frequencies. This is followed by a transition to a 
power law dependence at higher frequencies. 
Additionally, a peak at even higher frequencies was 
observed in the PSDs. The transition space 
frequency in both dip- and spin-coating mode is the 
same and gives the surface pore-size of about 1 m. 
Two high-frequency peaks at about 300 nm and 
200 nm could be detected for the dipping-mode. 

The dimensions of 200 nm and 300 nm are relevant 
to the xanthan radius of gyration [19] and therefore 
it could be assumed that in multilayers, which are 
deposited by dip-coating, the polyelectrolytes are in 
a random coil conformation. A series of peaks in 
the PSD spectra are recognized for the spin-
assembled multilayers. Probably the pattern is due 
to the centrifugal force, which dominates during the 
deposition process. 

 

 
a) 
 

 
b) 

Fig.6. PSD spectra of dip-coated (a) and spin-coated 
(b) multilayers, ending with xanthan 

 
In Fig.7 the PSD spectra of dip-coated and spin-

coated samples with 20 layers ending with chitosan 
and xanthan respectively are compared. 

The multilayers ending with xanthan are 
characterized with higher roughness in both coating 
modes. The transition frequency corresponds to 
surface pore-size of 1 micron. The surfaces of 
multilayers ending with chitosan are smoother and 
the pore size is about 300 nm. The observed 
differences could be explained by different 
characteristics sizes and chain flexibility of xanthan 
and chitosan. In case of xanthan the molecular mass 
is higher and the functional carboxyl groups are 
situated in the branches. Therefore looser network 
is formed. 
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a) 

b) 

Fig.7. PSD spectra of dip-coated (a) and spin-coated 
(b) multilayers, ending with xanthan or chitosan 
respectively 

CONCLUSIONS 

This study shows that dip-coating and spin-
coating techniques are successfully applied for the 
deposition of chitosan and xanthan multilayers on 
PEC corona charged substrates. In both methods of 
assembly the binding of polyelectrolytes to the 
substrate is irreversible and multilayer growth is 
predominantly due to ionic interactions and 
formation of polyelectrolyte complexes. 

The surface roughness and surface chemical 
compositions of dip-coating multilayers indicate the 
presence of inter-polymer diffusion and 
interpenetration. The polyelectrolytes are in 
random-coil conformation. 

Spin-coating process causes fabrication of flat 
clearly separated multilayers with orientated pattern 
topography. 
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