BULGARIAN GHEMICAL
COMMUNICATIONS

2018 Volume 50 / Special Issue K

Selected papers presented on the International Symposium “Power and
Chemical Engineering”, June 29 — July 2, 2018, Sofia, Bulgaria

Journal of the Chemical Institutes
of the Bulgarian Academy of Sciences
and of the Union of Chemists in Bulgari






Preface

This special issue of the Bulgarian Chemical Communications contains the papers based on oral
presentations from the International Symposium ,Power and Chemical Engineering®,
SOFIA’2018, 29.06.2018-02.07.2018, organized in honor of the Bulgarian Presidency of the
Council of Europe by the International Scientific Center for Power and Chemical Engineering
Problems (http://www.int-sci-center.bas.bg).

Co-organizers are Institute of Chemical Engineering, Bulgarian Academy of Sciences, Sofia;
Research Center for Power Engineering Problems, Russian Academy of Sciences, Kazan; Institute
of Catalysis, Russian Academy of Sciences, Novosibirsk.

Chairman of the Organizing Committee: Prof. Boyadjiev Chr., Inst. Chem. Eng., Bulgarian Acad.
Sci.

At the Symposium were presented 17 reports of 45 co-authors from Ukraine, Russia, Germany,
and Bulgaria.

This Symposium has provided a common platform for scientists and experts from various
institutions to share knowledge, ideas, and achievements, to discuss the problems in a friendly
environment. The symposium was dedicated to recent developments in the field of power and
chemical engineering.

I would like to express my sincere gratitude to all the authors and to the editorial team of the
Bulgarian Chemical Communications, all of whom have critically evaluated and improved the
content.

Visiting Editor: Prof. Christo Boyadjiev






Bulgarian Chemical Communications, Volume 50, Special Issue K (pp. 07 - 23) 2018

New approach to modelling and simulation of chemical and mass transfer processes
in column apparatuses

Chr. Boyadjiev, B. Boyadjiev

Institute of Chemical Engineering, Bulgarian Academy of Sciences,
Acad. St. Angelov Str., Bl. 103, 1113 Sofia, Bulgaria

Received March 20, 2018, Accepted June 26, 2018

The classical mass transfer theory is not applicable for the modeling the mass transfer of chemical, absorption,
adsorption and catalytic processes in column apparatuses, where the velocity distributions and interphase boundaries are
unknown. The modeling of these processes is related with the creation of new type of convection-diffusion models (for
qualitative analysis) and average-concentration models (for quantitative analysis), where the surface reactions are
replaced by equivalent volume reaction, while the velocity and concentration distributions are replaced by average
velocity and concentrations. The effect of the radial non-uniformity of the velocity in the average-concentration models
is introduced by model parameters, which must be obtained experimentally. The new convection-diffusion and average-
concentration models are obtained in the cases of different processes in column apparatuses: simple and complicated
chemical reactions, physical and chemical absorption, physical and chemical adsorption, heterogeneous catalytic
processes (physical and chemical adsorption mechanism). These models are presented in the monograph Chr. Boyadjiev,
M. Doichinova, B. Boyadjiev, P. Popova-Krumova, “Modelling of Column Apparatus Processes” (Second edition),
Springer-Verlag, Berlin Heidelberg, 2018. Two hydrodynamic situations are considered, when the radial velocity
component is equal to zero, in the cases of an axial modification of the radial non-uniformity of the axial velocity
component and when the radial velocity component is not equal to zero. The use of experimental data, for the average
concentrations at the column end, for a concrete process and column, permits to be obtained the model parameters, related
with the radial non-uniformity of the velocity. These parameter values permit to be used the average-concentration models
for modeling of different processes.

Keywords: industrial mass transfer processes, convection-diffusion model, average-concentration model, velocity radial
non-uniformity, parameters identification.
E. 3

INTRODUCTION L
==, j=123 D¢ =1

The classical mass transfer theory is not 'R i (1)
applicable for the modeling the mass transfer of i.e., the phase volumes [m®] in 1 m® of the column
chemical, absorption, adsorption and catalytic volume (hold-up coefficients of the phases).
processes in column apparatuses, where the velocity The input velocities of the phases in the column

distributions and interphase boundaries are W [m.s], j=12,3 may be defined as:

unknown. The modeling of these processes is ! F ,

related with the creation of new type of convection- wW=—>__ j=123 F,=YF
] ) ) ) ) ]'

diffusion and average-concentration models, where
the surface reactions are replaced by equivalent
volume reactions, while the velocity and
concentration distributions are replaced by average

&y =y 2)
The column apparatuses are possible to be
modelled using a new approach [1-3] on the basis of

the physical approximations of the mechanics of

velocity and concentrations.

In the general case a multicomponent (
i=12,..,i,) and multiphase (j=1,2,3 for gas,
liquid and solid phases) flow, in a cylindrical

column with radius r, [m] and active zone height /

[m], will be considered. If F; is the fluid flow rate
in the column and F;, j=1,2,3 are the phase flow
rates [m’.s7!], the parts of the column volume

occupied by the gas, liquid and solid phase are
respectively:

* To whom all correspondence should be sent:
E-mail: chr.boyadjiev@gmail.com

continua, where the mathematical point (in the
phase volume or on the surface between the phases)
is equivalent to a small (elementary) physical
volume, which is sufficiently small with respect to
the apparatus volume, but at the same time
sufficiently large with respect to the intermolecular
volumes in the medium. On this base convection-
diffusion models for qualitative analysis of the
processes are proposed [1, 2].

Convection-diffusion models

The physical elementary column volumes
contain the elementary phase volumes and will be

© 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 7
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presented as mathematical points M in a cylindrical
coordinate system (r,z), where r and z [m] are
radial and axial coordinates. As a result, the
mathematical point M(r,z) is equivalent to the

elementary phase volumes, too.

The concentrations [kg-mol.m™] of the reagents
(components of the phases) are
;i 1=12,...,i5, j=12,3, i.e. the quantities of the

reagents (kg-mol) in 1 m® of the phase volumes in
the column.

In the cases of a stationary motion of fluids in
cylindrical column apparatus
u;(r.z),v;(r,z), j=1,2,3 [m.s"] are the axial and

radial velocity components of the phases in the
elementary phase volumes.

In the column apparatuses the phase boundaries
are unknown, and therefore the heterogeneous
reactions  (absorption, adsorption, catalytic
reactions) are introduced as a volume sources
(sinks) in the elementary phase volumes.

The volume reactions [kg-mol.m=3.s] in the
phases (homogeneous chemical reaction and
interphase mass transfer, as a volume source or sink
in the phase volume in the column) are

Q;(c;). =123 i=12..i,. The reagent

(substance) concentrations in the elementary phase
volumes can be created or disappear and the
reaction rates Q. are determined by these

concentrations ¢, (t,r,z) [ kg-mol.m™ |, where t

(s) is the time.

The volume reactions lead to different values of
the reagent (substance) concentrations in the
elementary phase volumes and as a result, two mass
transfer effects exist - convective transfer (caused
by the fluid motion) and diffusion transfer (caused
by the concentration gradient).

The convective transfer in column apparatus is
caused by a laminar or turbulent (as a result of large-
scale turbulent pulsations) flow. In a small
(elementary) phase volume around the point M (r, z)
in the column, the mass transfer in this volume, as a
result of the convection, is

ij aoc; 3 - .
u.—’+vja—rJ [kg-mol.ms.s 1], j=123,

i=12,...,i, Ii.e. convective transfer rate (kg-
mol.s™?) in 1 m? of the phase volume.
The molecular (or turbulent, caused by small-
scale turbulent pulsations) diffusive mass transfer is
o’c. 10c, 0%,
X e kg-mol.m3s1], ie.
”[ o> ror  or [kg |

diffusive transfer rate (kg-mol.s?) in 1 m® of the
phase volume and Dj; [m?.s™!] are the diffusivities of
the reagents (i=1,2,...,i,) in the phases (j =1,2,3).

The mathematical models of the processes in the
column apparatuses, in the physical approximations
of the mechanics of continua, represent the mass
balances in the phase volumes (phase parts in the
elementary column volume) between the convective
transfer, the diffusive transfer and the volume mass
sources (sinks) (as a result of the chemical reactions
and interphase mass transfer). The sum total of these
three effects is equal to
oc; Jot, j=123, i=12,..,i,. In the case of
balance between these three effects, the mass
transfer process is stationary (acij /at = 0) .

In the stationary case, the convection-diffusion
equations in the phases (as a mathematical

structures of the mass transfer process models in the
column apparatuses) are:

oc; oc; o’c; 10c, 0%
j _ J_Dij[ [ B J]

o> ror  or
+Qij(c..), 1=12,3 i=12,..,i,.
3)
The axial and radial velocity components
uj(r,z) and vj(r,z),j=1,2,3 satisfy  the
continuity equations in the phases:
ou; ov; v,
—+—+—=0
oz or r
z=0, u;=u;(r,0), j=123
r=r, v,(r,z)=0, j=123. @)
The models of the mass transfer processes in the
column apparatuses (3) include boundary
conditions, which express symmetric concentration

distributions (r =0), impenetrability of the column
wall (r=r,), constant input concentrations ¢; and

mass balances at the column input (z=0) of the
phases:

acij 6cij
r=0, —=0; r=r, —=0;
or or
0 oc;
z=0, ¢;=c¢;, u;c;=uc;—D; e ;
Z:=0

1=12,3, i=12,..,i,.
(5)
In this paper two hydrodynamic situations will
be considered, when the radial velocity component
is equal to zero, in the cases of an axial
modification of the radial non-uniformity of the
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axial velocity component and when the radial
velocity component is not equal to zero.

RADIAL VELOCITY COMPONENT IS EQUAL
TO ZERO

Chemical reaction in column apparatus
Convection-diffusion model

Let’s consider one-component chemical

reaction in  one-phase  column,  where
u; =u(r),v;=v=0,¢;=c(r,z),D; =D,Q; =kc.
In this case the model (3, 5) has the form:

2 2
u(r)ac = D(a C+1@+ﬂ)+kc;

oz \a? ror or
r=0, @Eo; r=r, @EO;
or or

=)
e (6)

The qualitative analysis of the model (6) will be
made, using generalized variables [1]:

r=rR, z=1Z, u(r)=u(r,R)=u’U(R),

c(r,z)=c(r,R,12)=c’C(R,2), g:(rl—oj,
(7)

where 1y, 1, u®, ¢’ are the characteristic (inherent)

z=0, c=c°, uocozuc"—D(

scales (maximal or average values) of the variables.
The introduction of the generalized variables (7) in
(6) leads to:

2 2
U(R)ngo g%+l§+g ~DaC;

oz 0Z° ROR OR

R=0, ﬁso; R=1 ﬁzo;
oR oR

=0, C=1] 1EU—Pe’1§;
oz

Fo=i|2, Da:ﬂ, Pe:u—ol,
Uoly U, D

(8)
where Fo, Da and Pe are the Fourier, Damkohler
and Peclet numbers, respectively.

In industrial conditions the parameters
Fo <107, Pe™ <107 are small and model (8) has a
convective form:

U(R)%z—DaC; Z=0, C=1.

)

Average-concentration model

Let us consider the model of the stationary
simple chemical reaction case (6). The average
values of the velocity and concentration at the
column cross-sectional area are:

2" _ 2
u:ro—zgru(r)dr, c(z):FIrc(r,z)dr.

(10)

The functions u(r), c(r,z) in (6) can be presented
with the average functions (10):

u(r)=aa(r), c(r,z)=c(z)e(r,z), (11)

where G(r)and €(r,z) represent the radial non-

uniformity of the velocity and concentration.

The average concentration model may be
obtained if (11) is put into (6), multiplied by » and
integrated over r in the interval [0,r,]. As a result,
the average-concentration model has the form:

— 2—
ar 94 9%e _pIT e
dz dz dz
z=0, ¢(0)=c’, @y,
dz (12)

where
a(z)zéjra(r)(;(r,z)dr;
o 9 (13)

represents effect of the radial non-uniformity of the
velocity.
The use of the generalized variables

r=rR, z=IZ, u(r)=0U(R),

a(ﬂ:@:u(rz), c(r,z)=c’C(R,2),
_ o N c(r,z) C(R2)
c(z)=cC(zZ), €(r,z)=— =— ,
(2)-cC(2). e(n2)= 5=
C(2)=2[RC(R,Z)dR,
o otru (1 C(RZ)
a(z)_A(Z)—Z‘[RU(R) c @) dR,
(14)
leads to: B B
A(Z)d—C+d—AC_:=Pe‘1d CZ—DaC_;
dz dz dz
z-0, ¢-1 ¥ _g
dz (15)
In  industrial conditions the parameter

Pe" <10? is small and model (15) has a
convective form:

9
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A(z)3—§+j—§6=—Da6; z=0, C=L.
(16)

Axial modification of the radial non-uniformity of
the axial velocity component

Very often in the industrial conditions an axial
modification of the radial non-uniformity of the
velocity is realized. This radial non-uniformity is
caused by the fluid hydrodynamics at the column
inlet, where it has as maximum and decreases along
the column height as a result of the fluid viscosity.

The theoretical determination of the change in the
radial non-uniformity of the axial velocity
component in a column is difficult in one-phase
processes and practical impossible in two-phase and
three-phase processes. For a theoretical analysis of
the effect of the axial modification of the radial non-
uniformity of the velocity, this difficulty can be
circumvented by appropriate hydrodynamic model,
where the average velocity at the cross section of the
column is a constant, while the maximal velocity
(and as a result the radial non-uniformity of the axial
velocity component too) decreases along the
column height.

1.8
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1.2

U.(R, Z,)
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0.6 |
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0.5
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Z, =06

Z, =05
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Z, =0.3

Z, = 0.2

| 1 ! L Z, =0.1
0.6 0.7 0.8 09 1

Fig. 1. Velocity distributions U | (R,Zn), Z, =O.1(n +1), n=0,1..,9.

Let’s consider [4] the velocity distribution:

u,(r.z,)=uU,(R,Z,), n=01..,9, a7

where u° =const is the inlet velocity, and an axial
step change of the radial non-uniformity of the axial
velocity component in a column (Fig. 1):

Un(R,Zn)zan—bnRz,

a,=2-0.In, b, =2(1-0.1n),

0.In<Z, <0.1(n+1), n=0,1..,9, 0<R<L
(13)

If we put (17, 18) in (9), the model has the form:

10

u, oc, =-DaC,;
oz,

0.1n<Z, <0.1(n+1);

z,=01n, C,(RZ,)=C,,(RZ,);

n=01..9; Z,=0, C,(R,Z,)=1. (19)

The solution of (19)

C(RZ)=C,(RZ,),Z,=01(n+1),n=00,...,9
in the case Da =1 is presented on the Fig. 2. This
solution C(R,Z) permits to be obtained in (14) the
average (“theoretical”) concentration distribution
C(z)=C,(Z,),Z,=0.1(n+1), inthe column (the
points on the Fig. 3) and function A(Z)=A,(Z,)
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(the points on the Fig. 4) on every step n=0,1,...,9

From Fig. 4 is seen, that the function A(Z) is

2
A(Z)=a,+aZ+a,Z (20)
As a result, in the case of axial modification of the
radial non-uniformity of the velocity, the model (16)

possible to be presented as a quadratic has the form:
approximation:

I T T T T T T T 1
Zy=10.1
Z, =02 -10.9
Zy, =03
Zy =045 -0.8
Z,=05
Zs = 0.6 -0.7
Zy = 0.7
7 =081 - 0.6
Zs = 0.9 -
o N
Zy =101 o5

- - 0.4

L ~0.3

- 0.2

F 0.1

L 1 1 1 1 1 1 1 1 1 0

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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~~._0
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0.4 0.5 0.6 0.7 08 [1K:] 1
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Fig. 3. Average concentration distribution: “theoretical” values (as solution 0f(10.1.4) and (10.1.5))

C(z)=C,(z

n

), Z = 0.1([‘1 +1), n=0,1...,9 (points); C_:(Z) as a solution of (10.1.7) for “experimental” values of

a,, &, a, (line).
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Fig. 4. Function A(Z)=A,(Z,),

T T
0 \\
o)
o] \ .
\\ i
o) \\ 8
\
\ -
\
N\
A
A\
\.
\
1 1 1 L 1
05 0.6 0.7 0.8 0.9 1
Zn

Z,=0.1(n+1), n=0,1,...,9 (14) (points);

A(Z) as a quadratic approximation (20) (line)

(3 +aZ+a,Z )ZC +(a, +2a,2)C =-DaC;

Z=0, C=1,

21)
where the parameters a,, a,a, must be obtained,
using experimental data.

The obtained value of the function C(1) (Fig.
3) permit to be obtained the artificial experimental
data Cly, (1) for the columnend (Z =1):

Co(1)=(0.95+0.1B,)C(1), m=1,...,10,

(22)
where 0<B, A <1, m=0,1,..,10 are obtained by a
generator of random numbers. The obtained
artificial experimental data (22) are used for the
(8 a,8,)
identification in the average concentrations model

(21) by the minimization of the least-squares
function:

illustration of the parameters

10

Q(8,a,a,)=2[C(Lay,a,3,)-C

m=1

o],

(23)
where the value of C(L,a,,a,,a,) is obtained after
the solution of (21) for Z=1. The parameters
(2, a,,a,) are used for the solution of (21) and the
result (the line) is compared with the average

12

(“theoretical”) concentration values

C(z)=C,(z,),Z,=01(n+1),n=0,1,...,9.

(points) (as solution of (19) and (14)) on the Fig. 3.
Gas absorption in column apparatus

Convection-diffusion and average-concentration
models

The new approach for the modelling of the
processes in column apparatuses [1-3] will be used
in the cases of the physical absorption processes in
a co-current column [5], where the convection-
diffusion and average-concentration models have
the forms:

ac, o’c, laoc, oc
—1=D Ly 24 —k(c,—x¢,);
oz [822 ror or? (¢~ 7¢.)
ac, o’c, loc, 0%
u,—==D 24> 242 |+k(c,—xc,);
2[822 Tt or +ar2J+ (6-2%)

U

? oz
oc.

r=0, —=0; (24)
or

r=r aCJ—0' =172

Y a7 1=%4
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dc, deo, __ d°c, _

o (2)0, % F dzl ulclleﬁ—k(cl—;(cz);
_dc, da, __ °C. _

a,(z)0, d22+ d22u2 ,=D,—2+k(T, - 1%,)
2=0, ¢ (0)=c’, T,(0)=0, (25)
45 _, 9% _g
dz ' dz

2% o ui(n)
aJ(z):r—ZIruijdr, a(r)= -

00 i

In (24, 25) y isthe Henry’s number, k - volume
interphase mass transfer coefficient [s'], k, -

chemical reaction rate constant [s], uf,c], j=1,2

- input (z=0) velocities and concentrations,
0,,C;(z), j=12 - the average velocities and
concentrations at the column cross-sectional area,
a;(r),¢;(r,2), j =1,2 - the radial non-uniformities

of the velocities and concentrations.
In (24, 25) the generalized variables can be
introduced:

r=rR, z=1Z, uj(r)zﬁ.Uj(R), i=12,

c(r2)=

(26)
and as a result is obtained:

2 2
0,2 o [+ 06, 106, TG
oz oz R OR OR
(C _Cz)v
2 2
0, e o, 0%, 108, O,
oz oz R OR OR
(C _Cz)
oC. oC. .
R=0, —=0; R=1 —=0; j=12
R OR
Z=0, C =1 C,=0, (27)
1EU1—Pe1’18—C1, %EO.
oz oz
dAl L, d*C, = =\,
Ai(z) dz dZC P dZZ_Kl(Cl_CZ)’
dA, = ,1d2C = =
Z)—+—=C,=Pe,;, —~+K,(C,-C, );
Al )dZ dz * 7 dz? 262G,
z=0, C,=1 C,=0, ﬁ:o, %€,
dz dz

In (27) are used the expressions:

Cj(z)zszcj(R,z)dR,

J :1, 2. (28)
In practical conditions the models (26, 27) have
convective forms:

dc,
-K,(C,-C
2K (C-C)
dc,
c,-C
S0k, (G- C,);
z:o, C, =1 C,=0. (29)
LY = &)
Ai(z> dZ dZ C __Kl(cl_CZ)'
dA, = _ = &)\
AZ(Z)dZZ dZC =aK,(C,-C,);
Z = 0, Cl :1, C2 = O (30)

Effect of the axial modification of the radial non-
uniformity of the axial velocity components

Let’s consider [5] the velocity distributions:
uj, (r, zn)zu?an (R.Z,), i=12,n=01.,9,

€2))

where

13
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an(R’Zn):ajn _bjnRZa ajn =2-0.1n,
b;, = 2(1—0.1n), 0.In<Z, SO.l(n +1),

n=01..9, j=12
If we put (32) in (29), the model has the form:

dC,

Ulnﬁz_Kl(Cln _CZn)'
dcC,,

U2n dZZH :a)Kl(Cln_CZn);

Z =0.1n, Cjn(R,Zn):Cj(nfl)(R,Zn),

n=01..9, j=12

Z,=0, Cy(R,Zy)=L Cy(R,Z,)=0.

The parameter @ in (33) is known beforehand.
The solution of (33), for a concrete absorption
process (w=1) of an average soluble gas and
“theoretical” value of K, =1, permits to be obtained

the concentration distributions Cjn(R,Zn), j=12

for different Z =0.1(n+1),n=0,1...,9 (Fig. 5).

The solution of (33) (Fig. 5) and (28) permit to
obtain the “theoretical” average concentration
distributions

(32)

NN NN N NSNS
W

Fig. 5. Concentration distributions CJ.

2(R.Z,), =12 inthe case =K, =1 for different

Z,=0.1(n+1),n=01,...,9.

04 -
0.3
0.2

0.1

0 0.1 0.2

0.3

~_
““O:“x
G o | |
B —0
o o7
, o 1
O
o
o G
1 L L L L L J
0.4 0.5 0.6 0.7 0.8 0.9 1
zZ

Fig. 6. Average concentration C,(Z), j =12 inthe case @ =K, =1: “theoretical” values

C,(Z2)=C,,(Z,), j =1,2 as solutions of (33) and (28) for different Z, =0.1(n+1),n=0,1,...,9 (points);

Cj (Z), j=1,2 as asolution of (35), using the ¢

14

‘experimental” parameter values @,,, &

a;,, =12, K, (lines)

i
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1.1 T

1.05 S

0.95
0.9

0.85 S

0.75 |
0.7} /
0.65 /
/
0.6 | /o

0.55 -/

0 0.1 02 0.3 0.4

0.6 0.7 0.8 0.9 1

Fig. 7. Function A, (Zn), J=12 inthe case w=K, =1: as a solution of (29) and (28) for different

Z,=0.1(n+1),n=0,1,...,9 (points); A, (Z), j =1,2 as a quadratic approximation (34) (line).

C,.(Z,), j=12 (the points in Fig. 6) and the
functions A, (Z,), j =12 (the points in Fig. 7) for
different Z =0.1(n+1),n=0,1...,9.

From Fig. 7 it is seen that the functions
Ajn(Zn), n=0,1...,4, j=12 may be presented as
guadratic approximations:

Ai(z):aio +a,Z +a1222,
Az(z):azo"'azlz"'azzzz- (34)
As a result, in the case of axial modification of the

radial non-uniformity of the velocity, the model (30)
has the form:

dC, -
(aio +a,Z + aizzz)d_zl"'(an + 2a122)C1 =
=—K1(C_:1 —C_:Z);

dC. -
(a+2,Z + azzzz)d—zer (ay +2a,2)C, =

le(Gl—Cz);

=0, C,=1 C,=0,

N

35
where (at unknown velocity distributions in the (twc))
phases) @ is known beforehand for a concrete
process, while the parameters
8,9, aj;,8,, =12, K, must be obtained using
experimental data.

The obtained values of the functions
C_:jn(Zn), j=12, for a concrete process (w=1),

“theoretical” value of K =1 and different
Z,=0.1(n+1),n=0,1,...,9 (Fig. 6), permit to be
obtained the values of C_:j (1), j=12 and the

artificial experimental data:
Chp(1)=(0.95+0.1B,)C; (1), j=12,

m=l,...,10, (36)

where 0<B_ <1 m=1..10 are obtained by a

generator of random numbers. The obtained
artificial experimental data (36) are used for the
illustration of the parameters

P=(aj0, ;. a,, j =1,2,K,) identification in the

average concentrations model (35) by the
minimization of the least-squares function with

respect to Pz(ajo, 1, @z, j=12, Kl):

Q( p) = i[él (1, P) - C_:lrzxp (1)]2 *

+:z:[62 (LP)-Cr, @], -

where the values of C i @, P), j =1,2 are obtained as

solutions of (35). The obtained (“experimental”)
parameter values a;,d;,,;,, j =1,2, K, are used
for the solution of (35) and the results (the lines) are
compared with the “theoretical” average

concentration values on Fig.6.
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RADIAL VELOCITY COMPONENT IS NOT
EQUAL TO ZERO

Chemical reaction in column apparatus
Convection-diffusion model

A theoretical analysis of the effect of the radial
velocity components in the industrial column
chemical reactors will be presented in the case,
when the radial velocity component is not equal to
zero for pseudo-first order chemical reactions. In the
stationary case, the convection-diffusion model (3-
5) has the form:

oc ac o’c loc o% _
U—+v—=D| —+=—+— |-kc;
oz ror or?

oz or
r=0, @s ;o r=r, @: ;

or or
z=0, c=c’, u°c°Euc°—D@.

0z (38)

ou ov v
—+—+—=0;
0z or r

r=r,, v(r,z)=0; z=0, u=u(r,0). (39)

The theoretical analysis of the model (38, 39) will
be made, using generalized variables (7) and

v(r,z)=v(r,R,1Z)=u’sV (R,Z). (40)
As a result from (7, 38-40) the following may be
obtained:

2 2
oc ., oC F0[8250+150 acj Dac:

U—+V—= > +

o0z oR 0Z*> ROR OR?

R=0, §EO; R=1, gzo; (41)
JR JR

Z=0, C=1 1=U- pet .

o ov V

—+—+—==0;

oZ OR R

R=1 V(14,Z)=0; Z=0, U=U(R0).

(42)
In industrial conditions the parameters

Fo <107, Pe™" <107 are small and the model (41)
has a convective form:

U o« V@=—Dac;
oz oR
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Average-concentration model

The functions u(r,z),v(r,z),c(r,z) in (38)
can be presented with the help of the average
functions (10):

u(r,z)=0U(R,Z), v(r,z)=etVv(R),
c(r,z)=t(z) ¢(r,2). (44)

As a result, the following is obtained:

— 2—
)5S+ [A(2) 1 (2)Jig =D S ke
z=0, c=c’, d—C=,
dz
(45)
where
a(z)z—zfrUCdr, ﬂ(z):%frU@dr,
00 rO 0 az
2% o6 - =
7(2):FIrV dr, ¢(r,z2)=C(R,Z),
00
U=U(R,Z), V=V(R).
(46)

The theoretical analysis of the model (45) will be
made, using the next generalized variables and
functions:
z=1Z, r=rR, t(z)=c’C(2),
1
c‘:(z)—szc (R,Z)dR,

)_

¢(r,z o(r.z
")

(47)

-1

z-0, ¢=1 Lo (48)

In industrial conditions Pe >10° and the model (48)
has the convective form:
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dc _ _ component (effect of the radial velocity component)
A(Z)d_ZJf[B(Z)JFG(Z)]C =-DaC; in a column can be made by an appropriate
— hydrodynamic model, where the average velocity at
2=0, C=1. (49) the cross section of the column is a constant (inlet
average axial velocity component), while the radial
non-uniformity of the axial velocity component
The theoretical analysis of the change in the decreases along the column height and as a result a
radial non-uniformity of the axial velocity radial velocity

Axial and radial velocity components

1.6 .

1.2+ .

IR, Z)

U

0.8 - §

0.6 - y

—_
o

0.2

N oNNN N

S eee =
S o=

0 1 L 1 L 1 L 1 L 1
0 0.1 02 03 04 05 06 07 0.8 0.9 1
R

Fig. 8. Axial velocity component U (R, Z) for different Z =0,0.3,0.5,0.7,1.0
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Fig. 9. Radial velocity component V (R)
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0 1 | 1 1 1 1 1 1 L
0 0.1 02 03 04 05 06 07 08 09 1

R
Fig. 10. Concentration distributions C(R,Z ) for different Z =0.1,0.3,0.5,0.7,1.0
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n

Fig. 11. Average concentrations C (Z) : “theoretical” values C (Zn ), Z
solution of (49) (lines)

:0.1(n +1), n=0,1,...,9 (points);
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Fig. 12. Functions A(Zn ), G (Zn ), Z = 0.1(n +1), n=0,1...,9 (points) and theirs quadratic and linear
approximations (53) (lines)

VA
Fig. 13. Functions B(Z,),Z, =0.1(n+1),n=0,1,...,9 (points) and its parabolic approximation (53) (line).
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component is initiated. In generalized variables (7)
is possible to be used the model:

U=(2-04Z)-2(1-0.4Z)R?,

3
V=02(R-R?), (50)
where the velocity components satisfy the equation
(42). The velocity components (50) are presented
on the Figs. 8, 9. From Fig. 9 is seen, that V < 0.1
and must be presented with the help of a small
parameter 0.1=a ] 1, i.e.

V=aV,, V,=02(R-R%)a"

(51
As a result, the problem (43) has the form:
U@+0N0@:—Dac; R=1, @z :
oz oR OR
Z=0, C=1], (52)

where 0.1=a l] 1 is a small parameter and (52)
must be solved by the perturbation method [1, 9].
The solutions of (52) in the case Da =1, and

0.1=al) 1,lead to .C(R,Z) which is presented

on Fig. 10.

The solution of (51, 52) and (47) permits to be

obtained the average concentrations (“theoretical”

values) C(z,) and functions
A(Z,), B(Z,), G(Z,), Z,=0.1(n+1),

n=0,1...,9, which are presented (points) on Figs.

11-13.
From Figs. 12, 13 is seen, that the functions

A(Z),B(Z),G(Z) are possible to be presented as

the next approximations:
A(Z)=1+aZ+a,Z°, B(Z)=b,+bZ",
G(Z)=9z

As a result, the model (49) has the form:

(53)

(1+az +a222)3—§+(b0 +b,2" +9Z)C =-DaC;

Z=0, C=1, (54)
where the parameters P(a,, a,,0,,b,,b,,g) must be
obtained using experimental data.
The value of the function C(1) obtained from
(51, 52) and (47) permits to be obtained the artificial
experimental data C_:e”;p (1) for the columnend (Z =1
):
Co(1)=(0.95+0.1B,)C(1), m=1,...,

exp

10, (55)
where 0<B_ <1 m=0,1..,10 are obtained by a
generator of random numbers.
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The obtained artificial experimental data (55) is
possible to be used for the illustration of the
parameters P identification in the average
concentrations model (54) by the minimization of
the least-squares function:

QP)-F[euR-caal.

where the values of C(1,P) are obtained after the

solution of (54) for Z =1.

The obtained (“experimental”) parameter values are
used for the solution of (54) and the results (the
lines) are compared with the average (“theoretical”)
concentration values
C(z,),Z,=01(n+1),n=0,1,...,9 (points) on Fig.
11.

GAS ABSORPTION IN COLUMN APPARATUS
Convection-diffusion model

The new approach of the processes modeling in
the column apparatuses [1-3] permits to be created
the convection-diffusion model of the co-current
physical absorption process in the case, when the
radial velocity component is not equal to zero:

ac, ac; d%c; 10c; o,
Uj—+V,—=D;| —F+-—+— |+
0z ror or

oc. .
r=0, —=0; r=r, L=0, j=12
or
z=0, ¢, =c}, c,=0,
ufcfzulcf—D{a—clj , (%J =
z z=0 62 z=0
(57)
Ny N LY
oz or r
r=r, v,(r,z)=0;
z=0, u;=u;(r,0); j=12 (58)

In (57, 58) the generalized variables can be
introduced:
r=rR, z=1Z,
u;(r,z)=u;(nR,1Z)=uju

J

(R2),

vi(r.z)=v;(LRIZ)=uleV,(R,Z), j=12,
c,(r,z)=c(rR,12)=cC,(R,Z),

0
6, (r.2)=c,(KR,1Z)=2C,(R,Z)

X
(59)
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and as a result is obtained:

oC; oC; Zazcj 1 0C;
U —+V,—=Fo| ¢ st ——+
oz oR 0Z° R OR
aZC- (27]')
+—8R2‘]+(—1) K(C,-C,);
oC. )
R=0, —=0, j=12
OR
oC. )
R=1 —=0, j=12
OR
Z=0, C =1 C,=0,
1EU1—Pel’1£, QEO.
oz oz
ou;, ov, V, 0
—+—+—=0;
0Z OoR R
R=1 V,(1Z)=0; Z=0, U;=U,(R,0).

(60)

In industrial conditions the model (60) has a
convective form:

oC. oC. i
(2-1) .
Uja_ZJJera_RJ:(_l) K;(C,~C,);
R=1 o, =0; j=12 (61)
] aR — VY J_ ) &y

Z=0, C =1 C,=0.
Average-concentration model

The functions
u;(r,z), v;(r,z), ¢;(r,z), j=12 in(57) can be
presented with the help of the average functions:
u;(r,2)=0U;(R,Z2), v;(r,z)=¢tV,(R,2),

¢, (r.2)=c;(z) &, (r2), j=12

(62)
As a result, the following is obtained:
_ dg; _
aj(z)ujd_zl*'[ﬂj(Z)+71(Z)J“1Cj =
d’c i
=D; d 7 +(_1)(2 J)k(el 7%);
z
dc. i
2=0, T;(0)=(2-j)c’, —Z‘zo, j=12.
(63)

2%
aj(z):r—zj'rujcjdr,
00

2% o

(z)==|ru,—Ldr,
ﬂ](z) roz'([r ] az r

2% OC
yj(z):gl‘rvja—r’dr,
Ui :Uj(R’Z)’ Vi :Vj(R)'
¢(r.z)=C;(R,Z2), j=12 64)
The theoretical analysis of the model (63) will

be made, using the next generalized variables and
functions:

1 oC, _
7i(2)=6G,(2)=2[RV, (R)g dR j=12,
(65)
and as a result the model (63) has the form:
dC. _
A(2) 2 +[8,(2)+6,(2)]C, -
, d?C,
i dzz
Z=0, C=1 C,=0,
ﬁ:O, &:O; j=12.
dz dz (66)
In industrial conditions the model (66) has the
convective form:

—Pe +(-1)*"K,(C,-C,);

z=0, C =1 C,=0; j=12 67)

Axial and radial velocity components

The theoretical analysis of the effect of the radial
velocity components in a column can be made by an
appropriate hydrodynamic model. In generalized
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variables, as an example, is possible to be used the
next velocity distributions, where the difference
between the gas and liquid flows is in the average
(inlet) velocities, only:
U, =(2-0.4Z)-2(1-0.4Z)R?
V;=02(R-R%), j=12 (68)
where Vj <0.1, j=1,2 and must be presented

with the help of a small parameter 0.1=a Ul 1, i.c.
3 . -

Vi=aV,, Vj,=02(R-R’)a™, j =12 o)

In the cases of physical absorption) of an average

soluble gas (@1) in an industrial absorption

column, the convection-diffusion and average-
concentration models (61, 67) have the forms:
dC dc,
Uld_zl+avm dR (C -C )
dC dc,
U,—2+aV =wK,(C,-C,);
A R Gl S
oC. i
R=1 —=0, j=12
OR
Z=0, C =1 C,=0
dC,
1+a,Z +a,Z%)—:+
(1ranZ +a,2")
(blo"'buzbu"'gl ) -K (C Cz);

z=0, C =L

(2 +8,Z +2,7 )—+(b20 +h, 2% +

+gZO +9212)C
Z=0, C,=0;

=aK,(C,-C,);

b, by,

where the parameters a;,, a i
gjov gjl’ J
experimental data.

The solution of (70), in the case K, =1, w=1, is
obtained with the help of the perturbation method
[10]. The solution of (70) and (65) permits to be
obtained the average concentrations in the phases

j1 12’ b10’

=12, K, must be obtained using

Cj (Z),i=12 (“theoretical” values, the points in
Fig. 14).
The values of the functions C;(Z), j=1,2

Z
permit to be obtained the values of C, (1), j=1,2

and the artificial experimental data (36), which are
used for the parameters

P(aJOlajliaJZbeOijlbe2,gjo,gll, ), J:1'2

identification in the average concentrations model
(71), by the minimization of the least-squares
function (37) with respectto P, where the values of

C,(L P), j=1,2 are obtained as solution of (71).
The (“experimental”) values of the parameters

jor A e Byoy By By, Gges 95 Ky J=12

are obtained for the solution of (71) and the results

(lines) are compared (Fig 14) with the solution
(points) of (70) and (65).

a

0% L L 1 1

L 1 1 1

0 0.1 02 03 04

0.5
Z

06 07 08 09 1

Fig. 14. Concentration distributions C j (Z ), j =1,2 : solution of (71) (lines); solution (points) of (70) and (65).
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HOB IIOXOA 3A MOJEJIMPAHE U CUMVYJIALIA HA XUMWUYHU 1 MACOIIPEHOCHUA
I[TPOIIECHU B KOJIOHHU AITAPATHU

Xp. bosmxues, b. bosnxues

Hucmumym no unowcenepna xumus, Beaeapcka akademus na naykume, yia. Axad. Cm. Aueenos, on. 103, 1113 Cogus,
bvaeapus

Ilocrpimna wa 20 mapr, 2018 r.; mpueta Ha 26 roHH, 2018 T.
(Pesrome)

Krnacuueckara Teopusi Ha MacolpeHacsiHe HE € MPWIOKMMa 32 MOJAEINpPaHe Ha MAacOIPEHACSHETO NMPU XMMHUYECKH,
abcopOIMOHHN, aICOPOIIMOHHY M KaTaTUTUYHHU IPOLIECH B KOJIOHHH anapaTtH, KbJETO paslpeIeIeHHEeTO Ha CKOPOCTUTE
1 MeXIy(}ha3oBUTE TPaHUIM ca HEU3BECTHU. MOJeTUpaHeTo Ha T€3H MPOIECH € CBBP3aHO ChC Ch3AABAHETO HA HOB TUI
KOHBEKTHUBHO-IM()Y3HOHHU MOJIENM (32 KaueCTBEH aHaM3) U MOJIENIM Ha CpeAHAaTa KOHIEHTpauus (3a KOJIMYECTBEH
aHaiuu3), KBAETO IOBBPXHOCTHUTE pEAaKIUH ca 3aMEHEHHM C EKBHBAJCHTHa OOEMHAa peakIis, a CKOpOCTTa M
pasmpeeNeHueTo Ha KOHIIGHTPALMUTE ca 3aMEHEHH ChC CPEHA CKOPOCT M KOHIIEHTpalnu. BiIusHueTo Ha paguaiHaTta
HEpaBHOMEPHOCT Ha CKOPOCTTa B MOJICIIMTE Ha CpeHATa KOHIIEHTPALUs CE€ BhBEXKAa YPe3 MOJIETHU ITapaMeTpH, KOUTO
TpsOBa sJa ce ONpenessT eKcnepuMeHTanHo. HoBHTe KOHBEKIMOHHO-AM(Y3MOHHH MOAENM M Te3W Ha cpexHara
KOHILICHTPALMsI ca TIOJlydeHH B CIy4ad Ha Pa3iIMdHU IPOIECH B KOJOHHUTE amapaTH: MPOCTH W CIOXHU XUMHYHH
peaknuy, (GU3MYHA M XUMH4YHA aOcopOums, ¢u3nyHa M XUMHUYHA aJCOpOIMs, XETEPOT€HHHM KaTaJUTHUYHH IIPOLECH
(pmznuen n xumuUeH agcopOIMOHEH MeXaHu3bM). Te3n Mojenu ca mpeacraBeHn B MoHorpadusta Ha Xp. bosupkues,
M. JoituunoBa, b. bosmkues, 1. ITonoBa-KpymoBa ,,Moaenupane Ha npouecy B KOJIOHHH anaparu’, BTOPO U3JIaHUE,
u3n. Springer, bepnun-Xaiinen6epr, 2018 r. Pasrienanu ca aBe XUAPOJUHAMUYHU CUTYAI[MH, KOTATO PaIUATHUSAT
CKOPOCTEH KOMIIOHEHT € PaBeH Ha HyJia B CIyuyauTe Ha aKCHaJIHO MOJIU(HUIMpaHe Ha paJuaHaTa HEPaBHOMEPHOCT Ha
aKCHAJTHHUSI CKOPOCTEH KOMIIOHEHT M KOTaTo PaJHaTHUAT CKOPOCTEH KOMIIOHEHT € pa3fiMueH oT Hyna. M3noma3BaHeTo Ha
eKCIIEpUMEHTAIHH JTaHHU 32 CPEAHNTE KOHIICHTPAINU B Kpasi Ha KOJIOHATA, 32 KOHKPETEH IIPOIleC U KOJIOHA, TO3BOJISIBA
Jla ce TOoJTydJaT mapaMeTpuTe Ha MOJIeNa, CBbP3aHy C paJralHaTa HepaBHOMEPHOCT Ha ckopocTTa. CTOMHOCTHTE HA TE3U
IapaMeTpH MO3BOJISABAT J1a C€ M3IOI3BAT MOJIENIN Ha CpeJHaTa KOHIIEHTPAIHUS 32 MOJICNMPaHe Ha PA3TUIHHU IPOLIECH.
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This paper focuses on designing mathematical model ofan integrated bioethanol supply chain (IBSC) that will
account for economic and environmental aspects of sustainability. A mixed integer linear programming model is
proposed to design an optimal IBSC. Bioethanol production from renewable biomass has experienced increased interest
in order to reduce Bulgarian dependence on imported oil and reduce carbon emissions. Concerns regarding cost
efficiency and environmental problems result in significant challenges that hinder the increased bioethanol production
from renewable biomass. The model considers key supply chain activities including biomass harvesting/processing and
transportation. The model uses the delivered feedstock cost, energy consumption, and GHG emissions as system
performance criteria. The utility of the supply chain simulation model is demonstrated by considering a biomass supply
chain for a biofuel facility in Bulgarian scale. The results show that the model is a useful tool for supply chain
management, including selection of the optimal bioethanol facility location, logistics design, inventory management,

and information exchange.

Keywords:Bioethanol supply chain, Mathematical model, Economic and environmental aspects.

1. INTRODUCTION

Production and use of biofuels are promoted
worldwide. Their use could potentially reduce
emissions of greenhouse gases and the need for
fossil fuels [1]. Accordingly, the European Union
imposes a mandatory target of 10% biofuels by
2020 [2]. These fuels are produced from biomass.
Their use for energy purposes has the potential to
provide important benefits. Burning them releases
such amount of CO. as was absorbed by the
biomass in its formation [3]. Another advantage of
biomass is its availability in the world due to its
variety of sources. Despite the advantages of
biomass with increasing quantities of biofuels to
achieve the objectives of the European Union, this
is accompanied by growing quantities of waste
products. These wastes are related to the lifecycle
of biofuels from crop cultivation, transportation,
production to distribution and use. The main liquid
biofuels are bioethanol and biodiesel. Depending on
the raw material used, production is considered in
three generations.

The first generation uses as feedstock crops
containing sugar and starch to produce bioethanol,
and oilseed crops to produce biodiesel [4]. In the
production of biodiesel, the advantage of these
materials is that they can be grown on contaminated
and saline soils, as the process does not affect the
fuel production. The drawback is that they raise
issues related to their competitiveness in the food
sector. These materials also have a negative impact

* To whom all correspondence should be sent:
E-mail: bivanov1946@gmail.com

in terms of the quantity of water consumed. This is
related to their cultivation that requires significant
amounts of water resources. Excessive use of
fertilizers, pesticides and chemicals to grow them
also leads to accumulation of pollutants in
groundwater that can penetrate into water sources
and thus degrade water quality.

According to the second generation, bioethanol
is produced by using waste biomass (agricultural
and forest waste) as raw material [5], i.e.
lignocellulose which is transformed into a valuable
resource as bioethanol. Biofuel production of
second generation is an excellent way to deal with
increasingly restrictive national and European
regulations in this area and the use of organic waste
for energy production and fertilizer as a byproduct.
Logistics and use of these materials can be
challenging due to the fact that they are usually
dispersed. ~ Another disadvantage from an
environmental perspective is the need for further
purification and processing.

The third generation comprises production from
microalgae which occur as a promising feedstock
for biofuel production. The advantage of this
biomass is that it is a year-round production and
does not compete with the food industry.

The main technologies for production of
bioethanol are fermentation, distillation and
dehydration [6]. The wastes of biofuels are divided
into production and performance. The technological
waste is produced mainly in the creation of
products that occur as waste production. The
management of these wastes is related to their
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reduction, recovery and disposal. These guidelines
are united in the idea of acquiring more
sophisticated production processes. Efforts are
focused on the use of new sources of raw materials,
new processes, and new ways of realization of the
side products. The use of by-products as raw
materials for other production closes the cycle in
the supply chain, reducing the price of the obtained
fuel. Operational waste is associated with gases and
emissions released during operation and burning of
biofuels.
2. AIM

The present study deals with the issue of
designing optimal integrated bioethanol supply
chains (IBSC) for waste management in the process
of biofuel production and usage. Tools were
developed for formulation of a mathematical model
for description of the parameters, the restrictions
and the goal function.

3. PROBLEM STATEMENT

The problem addressed in this work can be
formally stated as follows. Given are a set of
biofuel crops that can be converted to bioethanol.
These include agricultural feedstock, e.g. wheat,
corn, etc. A planning horizon of one year for
government regulations including manufacturing,
construction and carbon tax is considered. An IBSC
network superstructure including a set of harvesting
sites and a set of demand zones, as well as the
potential locations of a number of collection
facilities and bio refineries are set. Data for biofuel
crops production and harvesting are also given. For
each demand zone, the biofuel demand is given,
and the environmental burden associated with
bioethanol distribution in the local region is known.
For each transportation link, the transportation
capacity, available transportation modes, distance,
and emissions of each transportation type are
known.

3.1. General formulation of the problem

The overall problem can be summarized as

follows:

o Optimal locations of biofuel production centers,

e Demand for petroleum fuel for each of the
demand centers,

e The minimum required ratio between petroleum
fuel and biofuel for blending,

e Biomass feedstock types and their geographical
availability,

o Specific green house gas(GHG) emission factors
of the biofuel life cycle stages,

o Potential areas where systems for utilization of
solid waste from production can be installed.

The objectives are to minimize the total cost of an

IBSC by optimizing the following decision

variables:

e Supply chain network structure,

e Locations and scales of bioethanol production
facilities and biomass cultivation sites,

o Flows of each biomass type and bioethanol
between regions,

e Modes of transport for delivery for biomass and
bioethanol,

e The GHG emissions for each stage in the life
cycle,

e Supply strategy for biomass to be delivered to
facilities,

o Distribution processes for biofuel to be sent to
demand zones.

4. MODEL FORMULATION

The role of the optimization model is to identify
what combination of options is the most efficient
approach to supply the facility. The problem for the
optimal location of bioethanol production plants
and the efficient use of the available land is
formulated as a MILP model with the following
notation:

4.1. Mathematical model description

To start with the description of the MILP model,
we first introduce the parameters, that are constant
and known a priori, and the variables that are
subject to optimization. Then we describe step by
step the mathematical model by presenting the
objective function and all the constraints. First of
all, we introduce the set of time intervals of the
horizon of planning t={12,...,T}.

In this article the mathematical model that is
used in the network design is described. Before
describing the mathematical model, the input
parameters, the decision variables, and the sets,
subsets and indices are listed below.

4.1.1. Sets, subsets and indices. The following sets

and subsets are introduced:

Sets/indices:

I Set of biomass types indexed by i;

LF  Set of transport modes indexed by If ;

P Set of plant size intervals indexed by p ;
Set of utilization plant size intervals indexed
by s=1N,;

GF  Set of regions of the territorial division
indexed by of ;

K Set of proportion of bioethanol and gasoline
indexed by k ;

T Set of time intervals, indexed by t .
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Fig.1. Superstructure of an integrated bioethanol supply chain (IBSC)
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Set of transport modes for bioethanol and
gasoline is a subset of LF (B<FL) indexed
by b;

Set of transport modes for biomass is a
subset of LF (L<LF) indexed by I;

Set of transport modes for solid wastes is a
subset of LF (M < LF) indexed by m;

Set of transport modes for straw is a subset
of LF (EcLF) indexed by e;

Set of transport modes for wheat-corn for
food security is a subset of LF (z<LF)
indexed by z;

Set of candidate regions for bioethanol
plants established, which is a subset of GF
(F cGF) indexed by f;

Set of bioethanol mixing and customer
zones, which is a subset of GF (CcGF)
indexed by c;

Set for delivery and production of gasoline,
which is a subset of GF (DcGF ) indexed
by d;

Set for regions for collection and processing
of solid waste, which is a subset of GF

(W cGF) indexed by w;

Set for regions for straw collection and
processing, which is a subset of GF

(U cGF ) indexed by u ;

% Set for regions for the wheat-corn customer
zones, which is a subset of GF (V cGF)
indexed by v ;

4.1.2. Input parameters for the problem

Environmental parameters:

EFBR, Emission factor for bioethanol production
from biomass type i<l using technology
peP, [kgCO,—eq/tonbiofuel];

ESw Emission factor of pollution caused by one

ton of solid waste if not used, [ _k9C9. —ed ]
tonsolid waste

EFDP, Emission factor for gasoline production in
the region d eD, [ kgCO, —eq/tongasoline];

EFTRA, Emission factor for biomass i1 supply via
mode IeL, [kgCO, —eq/tonkm ];

EFTRB, Emission factor for bioethanol supply via
mode beB, [kgCO,-eq/tonkm];

EFTM, Emission factor of transportation of biomass
ielformode leL, [kgCO, —eq/tonkm];

EFTB, Emission factor of transportation of
bioethanol and gasoline for mode beB,
kgCO, —eq/tonkm J;

EFTRW, Emission factor for transport of solid waste
with transport me M , [ kgCO, —eq/tonkm |;
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EFTRU, Emission factor for transport of straw with
transport ecE, [ kgCO, —eg/tonkm ];

EFTRV, Emission factor for transport of wheat-corn
for food security with transport zez,

[kgCO, —eqg/tonkm ];

ECB, ECG Emissions during the combustion of
Co, unit bioethanol and
gasoline, kgCO, —eq/tonbioethanol] Or
[kgCO, —eq/tongasolind ].

Monetary parameters:

CosB, ,CosW, Capital investment of bioethanol
plant size peP and capital investment of
solid waste plant size ses, [$];

C., Carbon tax per unit of carbon emitted from
the operation of the IBSC, [ $/kgCO, —eq ];

PG  Price of gasoline, [$/ton];

uTl, ,UTB, ,UTG, ,UTS, ,UTU,_,UTV,, Unit transport
cost for biomass i viamode leL,
bioethanol via mode beB  gasolinevia mode
beB, solid wastes via mode me M , straw
via mode e < E, wheat-corn for food security
via mode z, [$/tonkm ];

Technical parameters:

pB /PBy™ Maximum/Minimum annual plant
capacity of size pepP for bioethanol
production, [ton/ year |;

ENO,ENB Energy equivalent unit of
gasoline&bioethanol, [ GJ/ton];

ADD,, , ADG,, , ADF,, , ADU,,, ADW,, , ADV,, Actual

ofl 1 gue ? qvz
delivery distance between grids via model of
transport (beB,leL,ecE,meM,zeZ),
[km];
sw, The total amount of solid waste generated
for production of bioethanol using biomass i
tonsolid waste 1

for technolo
9y P [ biotuel

JobB,,JobO,  The number of jobs needed to build

and operation a bio-refinery with size peP
for year;
JobG, The number of jobs required to grow a unit

of 1 biosource in the region g<G per year.

Environmental parameters depending on the time

interval:

EFBC,, Emission factor for cultivation of biomass
type iel inregion geG foreach time
interval t, [kgCO, —eq/tonbiomass];

TEIM" Maximum total environmental impact,
[kgCO,-eqd*].
Monetary parameters depending on the time

interval:
G Interest rate, %
&,

: Discount factor;

Mot Factor to the change of the base price,
depending on the region feF where the
plantis installed, [ Dimensionkss ];

Cost?, Capital investment of plant size p for
bioethanol production in each zone f , [$ ];

INS, The government incentive includes

construction incentive and volumetric from
region feF, [$/ton];

UPC,, Unit production costs for biomass type i<
in the region geG for each time interval
teT, [$/ton];

upPB,, Unit bioethanol production cost from

biomass type i<l at a biorafinery of scale
peP installed in region feF, [$/ton];

UPD,, Unit gasoline production cost at a rafinery d,
[$/ton].

Technical parameters depending on the time

interval:

Km Proportion of bioethanol and gasoline
subject of mixing for each of the customer
zones, [ Dimensionkss |;

A,  Set-aside area available in region geG for

biomass production for each time interval

teT, [ha];

AP Set-aside area available in region geG for
food, [ha];

By Production rate of biomass i in region ge<G,
[ton/hal;

LT, Duration of time intervalsteT, [ year];

a,  Operating period for IBSC in a year,

[d/year ];

7.  Biomass to bioethanol conversion factor s
pecific for biomass i using technology p,

[ ton _bioethanol /ton _biomass |;

YO, Gasoline demand in customer zones cecC,
[ton/year ];

PBIy" /PBIy  Minimum/ Maximum biomass of
type iel which can be produced in the
region, geG per year, [ton/ year |;

QI Maximum flow rate of biomass i from

igt
region g, [ton/d ];
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QB Maximum flow rate of bioethanol from
region f, [ton/d];
QDY Maximum flow rate of gasoline from
region d, [ton/d ];
Qw ™ Maximum flow rate of solid wastes
from 1, [ton/d];

Qu»* Maximum flow rate of straw from region
geG, [ton/d ];

Qv Maximum flow rate of wheat-corn for food

security from region geG, [ton/d ];
4.1.3. Decision variables for the problem X,

To find the optimal configuration of the IBSC,
the following decision variables are required:

A/ Positive continuous variables

PBB,

igt

Biomass i demand in region geG at time

interval teT ;

Ql,, Flow rate of biomass i<l via mode leL
fromregion geG to feF, foreach teT,
[ton/d ];

QB,,, Flow rate of bioethanol produced from all
biomass i<l via mode beB from region
feF to ceC foreach teT, [ton/d ];

o FlOW rate of bioethanol produced from

biomass ivia mode b fromfto c¢ using
technology p for each teT ,[ton/d ];

QD Flow rate of gasolinevia mode beB from
region deD to cecC, for each time interval
teT, [ton/d ];

QW,,.. Flow rate of solid waste via mode mem
from the region feF to wew, for each
teT, [ton/d ];

QU Flow rate of straw
processingvia mode e from region g to u,
foreach teT,[ton/d];

Qv,, Flow rate of wheat-corn for food security via
mode zez from region geG to veV, for
each teT ,Jton/d ];

QED, Quantity of gasoline to be supplied to meet
the energy needs of the region cecC, for each
teT, [ton/year ];

QEB, Quantity of bioethanol produced from
biomass to be supplied to meet the energy
needs of the regionceC, [ton/year ];

A,  Land occupied by crop i inregion g, [ha];

A, Land by crops needed for food security of the
population in the region geG ,for each teT,

QBR

collection and
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B/ Binary variables

Xq 0-1 variable, equal to 1 if biomass type i is
transported from region g to f using
transport 1, and O otherwise at teT ;

Y. 0-1 variable, equal to 1 if bioethanol is

transported from region f to cusing
transport b, 1, and O otherwise at teT ;
ws,,.. 0-1 variable, equal to 1 if a solid waste is

transported from region f to w using
transport m and O otherwise for each teT ;
wu ,, 0-1 variable, equal to 1 if straw is transported

from region g to ueU using transport ecE
and O otherwise for each teT ;
wv,,. 0-1 variable, equal to 1 if wheat-corn is

transported from region g to v using
transport z and 0 otherwise for each teT ;
zZw,,, 0-1 variable, equal to 1 if a solid waste

utilization plant size s is installed in region
w and O otherwise at time interval teT ;
ZWF,,, 0-1 variable, equal to 1 if a solid waste

utilization plant size s is to be working in
region wand O otherwise at teT, which
includes the plants installed in the previous

time and the new ones built during this time
which is calculated with  equation
ZWF,, = ZWF,, ., +ZW,,, for the first year (t=1)

configuration is set by initializing
ZWFSWl' = ZWsw‘l' ’
Z,, 0-1 wvariable, equal to 1 if bioethanol

production plant size p is to be established in
region f and O otherwise for each teT ;
zF,, 0-1 variable, equal to 1 if bioethanol

production plant size peP is to be working in
region feFand O otherwise at time interval
teT, which includes the plants installed in the
previous time interval and the new ones built
during this time interval which is calculate
with equation zF,, =ZF ., +Z,, for first year
(t=1) configuration is set by initializing
ZF,.=Z

PD, 0-1 variable, equal to 1 if gasoline is
manufactured by the region deD and 0,
otherwise at time interval teT ;

DT,, O0-1 variable, equal to 1 if gasoline is
transported from region d to c¢ using transport
band 0 otherwise for each teT .

swil'
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5.1. Basic relationships

As noted above, the assessment of IBSC
production and distribution of bioethanol will be
made by environmental and economic criteria.

5.1.1. Model of total environmental impact of IBSC

The environmental impact of the 1Bsclis
measured in terms of total GHG emissions J.
(kgCo, —eq) stemming from supply chain activities
and the total emissions are converted to carbon
credits by multiplying them with the carbon price in
the market.

The environmental objective is to minimize the
total annual GHG emission resulting from the
operations of the IBSC. The formulation of this
objective is based on the field-to wheel life cycle
analysis, which takes into account the following life
cycle stages of biomass-based liquid transportation
fuels:

. biomass cultivation, growth and
acquisition,

° biomass transportation from  source
locations to facilities,

o transportation of bioethanol facilities to the
demand zones,

. local distribution of liquid transportation
fuels in demand zones,

° emissions from bioethanol and gasoline
usage.

Ecological assessment criteria will represent the
total environmental impact at work on IBSC
through the resulting GHG emissions for each time
interval t. These emissions are equal to the sum of
the impact that each of the stages of life cycle has
on the environment. The GHG emission rate is
defined as follows for each teT :

TEl, =ELS, + ELB, + ELD, + ETT, + ESW + ECAR Wt (1)

where:
TEIl, Total GHG impact at work on IBSC

[kgCO, —eqd™];
{ELS,,ELB, ,ELD,,ETT,} GHG impact of life cycle

stages;
ECAR Emissions from bioethanol and gasoline

usage in vehicle operations [ kgCO, -eqd™];
ESW, Emissions from utilization solid waste for

each teT
Evaluation of environmental impact at every stage
of life cycle is:

A. Growing biomass ELS,;
B. Production of bioethanol ELB,;
C. Production of petroleum gasoline ELD, ;

D. Utilization of solid wastes ESW,

E. Transportation biomass ETA ;

F. Transportation bioethanol ETE, ;

G. Transportation gasoline ETD, ;

H. Transportation of solid waste ETW, ;

I. Transportation of straw ETU, ;

J. Transportation of wheat-corn for food
Security ETv, ;

K. Usage of bioethanol and gasoline ECAR .

1/ Greenhouse gases to grow biomass ELS,,

GHG emissions resulting from the production of
biomass depend on the cultivation practice adopted
as well as on the geographical region in which the
biomass crop has been established [7]. In particular,
the actual environmental performance is affected by
fertilisers and  pesticides usage, irrigation
techniques and soil characteristics. The factor may
differ strongly from one production region to
another. Accordingly, the biomass production stage
is defined as follows:

ELSI=ZZ(EFBC@M], vt, 2
icl geG 2

2/ Total GHG emissions from bioethanol
production ELB,

The environmental impact of the bioethanol
production stage is related to raw materials and the
technology employed for the production of
bioethanol.

ELB, =Y >3 > ¥ (EFBR,QBR,, )} vt ©)

iel feFceCbeB peP

Since only one of the technologies pe<Pcan be
selected for a region feF (which is guaranteed by
the condition > zF <10 vt f), it QBP,,Is equal

peP

to "0" for all except pep for the selected
technology. This is ensured by implementing the
inequality G“™ZF,, > QBP,,,. Vi, f,cb, p,twhere

G"* there is a large enough number.

3/ Total GHG emissions from gasoline
production ELD,
ELD, = Z z z EDP,QDygs V't (4)

deDceCbeB

4/ The environmental impact of
transportation ETT,

The global warming impact related to both
biomass supply and fuel distribution depends on the
use of different transport means fuelled with fossil
energy, typically either conventional oil-based
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fuels. The resulting GHG emissions of each
transport option depend on both the distance run by
the specific means and the freight load delivered.
As a consequence, the emission factor represents
the total carbon dioxide emissions equivalent
accordingly:

ETT, =ETA +ETB, + ETD, + ETW, + ETU, + ETV, (5)
where,
ETA = Z Z ZZ(EFTMH ADGgfIQI igftl )’ vt IS

iel geG feF leL

environmental impact of transportation of biomass
[kgCO,—eqd™];

ETE, =YY > (EFTB,ADF,,QB,,, ) Wt is

feFceC beB
environmental impact of transportation of
bioethanol from Z0ones feF to
ceCwhereQB,,, => > QBP,,, [kgCO,—eqd™];

ifcbpt
iel peP

ETD, = Y.3 3 (EFTB,ADD,,QD,, ) Vt is

deDceCbeB
environmental impact of transportation of gasoline
from zones deD to ceC;

ETW, = 3 3 3 (EFTRW, ADW,,,QW,,,, ) ¥t is

feFweWmeM
environmental impact of transportation of solid
wastes from zones feF t0 weWw;

ETU, =Y 3 3 (EFTRU,ADU,,QU ..} ¥t is

geGuel ecE
environmental impact of transportation of straw
from zones geG to ueU ;

ETV, = 333 (EFTRV,ADV,,QV, . ) Wt is

geGveV zeZ
environmental impact of transportation of wheat-
corn from zones geG to veV ;

5/ Total GHG emissions from utilization of
solid wastes ESW,

Z ZZZ stvinBPifcbpt -

ES\M _ iel feFceCbeB peP ESW, Vt , (6)
%3, M

6/ GHG emissions from bioethanol and

gasolineusage in vehicle operations ECAR

ECAR =ECBY>'> QB +ECGY. Y > QDyy, V1, (7)

feFceCbeB deDceCbeB

5.1.2. Model of total cost of a IBSC

The annual operational cost includes
the biomass feedstock acquisition cost, the
local distribution cost of  final fuel
product, the production costs of final
products, and the transportation costs of
biomass and final products. In the production
cost, we consider both the fixed annual
operating cost, which is given as a
30

percentage of the corresponding total capital
investment, and the net variable cost, which is
proportional to the processing amount. In the
transportation cost, both distance-fixed cost and
distance-variable cost are considered. The
economic criterion will be the cost of living
expenses to include total investment cost of
bioethanol production facilities and operation of the
IBDS. This price is expressed through the
dependence [8] for each time interval teT :

TDC, =TIC, + TPC, +TTC, +TTAXB, —TL,, Wt (8)
where:
TDC, Total cost of a IBSC for year [$year?];

TIC, Total investment costs of production

capacity of IBSC relative to the operational
period per year [$year*];

TPC, Production  cost  for  biorefineries
[$year?];

TTC, Total transportation cost of an IBSC
[$year];

TTAXB, A carbon tax levied according to the total
amount of co, generated in the work of
IBSC [$year'];

TL, Government incentives for
production and use;

bioethanol

1/ Model investment costs for biorefineries by
yearTIC,

A rational IBSC planning over the time is based
upon the assumption that once a production facility
has been built, it will be operating for the remaining
time frame.

TIC, =5, Y. ¥ (Costi 2, ) Wt (9)

feF peP

where ¢, is calculated by equation (10):

g :;
©+g,)

Capital cost of biorefineryforeach regionis
determined bythe equation:

(10)

Costf, =M ™'Cost,, VpeP,vf cF , (11)

2/ Total production cost model of IBSC TPC,
[$year']

Total production cost term, TPC, consists of
biomass cultivation TPA, bioethanol production
costs TPB, and production cost for gasoline TPD, as
follows for each time interval t :

TPC, =TPA +TPB, +TPD,, V't , (12)
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where the components of (12) are defined
according to the relations:

TPA =3 3 (UPC A, By )

iel geG

TPB =Y 333 > (UPB,,QBP,,.. )i, Wt

iel feFceCbeB peP

TPD, = Z Z Z(atUPDdtQDdcbt)

ceCbeBdeD

3/ Total transportation cost model TTC,
[$year']

With regard to transport, both the biomass
delivery to conversion plants and the fuel
distribution and transport of diesel to blending
terminals are treated as an additional service
provided by existing actors already operating
within the industrial/transport infrastructure. As a
consequence, TTC, is evaluated as follows:

TTC, =TTCA+TTCB, +TTCD, +, Vt (13)

TICA =32 % Z(atUTCigfIQI igflt )' vt is

leL iel feFgeG
transportation cost  for energy crops,
T7CB =33 3 (0 UTB ,QB,, ) Vt, for  bioethanol,

beBceC feF

where,

TTCD, =33 3 (¢ UTD,,QD,., ) ¥t and for gasoline,

beBceCdeD

where,

UTCygy = 1A, + (IBiIADGgfI)
UTB,, = OA, + (OB, ADF, ) ,

uTD,,, = OAD, +(0OBD,ADD,, )

1A, and B, is fixed and variable cost for
transportation biomass type i<land (0A, ,0B,) is
fixed and variable cost for transportation
bioethanol.

The biomass transportation cost UTC,, is
described by Borjesson and Gustavsson [9], for
transportation by tractor, truck and train UTB,, .
They are composed of a fixed cost (14,,04,) and a
variable cost (1B, , 0B, ). Fixed costs include loading
and unloading costs. They do not depend on the

distance of transport. Variable costs include fuel
cost, driver cost, maintenance cost, etc.

4/ Government incentives for bioethanol
production cost model TL, , [$ year™]
TL =Y 3 3 (INS QB o ) Wt (14)

feFceCheB
5/ A carbon tax levied cost model TTAXB,,
[$year?]

Many countries are implementing various
mechanisms to reduce GHG emissions including

incentives or mandatory targets to reduce carbon
footprint. Carbon taxes and carbon markets
(emissions trading) are recognized as the most cost-
effective mechanisms. The basic idea is to put a
price tag on carbon emissions and create new
investment opportunities to generate a fund for
green technology development. There are already a
number of active carbon markets for GHG
emissions [10].

TTAXB, =(a,TEIl,)Cgo,, Vt (15)

5.2. Restrictions

Plants capacity limited by upper and lower
constrains

Plants capacity is limited by upper and lower
bounds, where the minimal production level in each
region is obtained by:

S(PBY™ZF ) < 3 3 QB < X (PBY ZF ), v t (16)

peP ceCbeB

> QW QW v

meM wewW

> 2 QU,, QU™ Vg, Wt (17)

eesEueU

D> QV,, <QV™, Vg

Constraints balance of bioethanol to be
produced from biomass available in the regions

QBplfcpr

a2 ZZZZ[—'J—ZZ(A@)' vt (18)

iel feFceCbeB peP ﬂigtjfipt icl geG

A condition that ensures that the total amount of
solid waste generated by all bio-refineries can be
processed in the plants built for this purpose

> S QW = X3S (SW,QBR,,, ) vit  (19)

weW meM peP iel ceC beB

A restriction that ensures that the amount of
solid waste processed at the plant is within its
production capacity:

Z PsMIN ZWstt < at Z ZQwamt

seS feFmeM

& z ZQwamt < Z PSMAX ZWstt Y

feFmeM seS

vt,w (20)

Logical Constrains

o Restriction which guarantees that a given region

f eFinstalled power plant with peP for
bioethanol production.
>Z,<1
peP
, Vit
> ZF, <1 (21)

peP

and for a utilization systems of solid wastes (21):
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Z ZWSWt <1
seS VW,t (22)

> ZWF,,, <1|’

seS

swt

e Limitation ensuring the availability of at least
one connection to a region of bioresources and
region for biofuel:

S X Z 2D Y = 2 ZF,,, Vi, fit (23)

geGleL ceCbeB peP

e Limit which guarantees that each region will
provide only one plant with a biomass typeie |

szingl’ vi,g,t (24)

feFleL

o Limitation of assurance that at least one region
f e F producing bioethanol is connected to a
costumer zones ceC

Y >V <L Vot (25)

beB feF

e Limitation of assurance that at least one region
f is connected to a solid waste utilization plant
located in region wew

>3WS,,. <1, Vit (26)

weWmeM

Condition ensuring that the solid waste
produced from a given bio-refinery will be
processed in only one of the plants for use

> WS e = ;ZFpﬁ, vt (27)

e Condition ensuring that a plant used in a given
region will be connected to at least one plant in
which solid waste is generated:

2 2 WS 2 2 ZWF,,, VWt (28)

meM feF seS
Transport Links

Restrictions on transportation of biomass are:

PBIiZ“N Z Xlgfll < atZQ'lgfll < PBIing Z Xigfll’ Vi, g, f ,t (29)
lelL leL leL
Mass balances between bioethanol plants and
biomass regions

The connections between bioethanol plants and
biomass regions:

zzz(Ql.g..l)sz[%], Vit (30)

leL geG iel peP 7ip(

Mass balances between bioethanol plants and
customer zones

Z Z(a!Qchbt ): QEB,, Vc,t (31)

beB feF

32

Energy Restriction

e limitation ensuring that the overall energy
balance in the region is provided:
ENOY QEO, +ENBY QEB, =ENOY YO, ,Vt (32)

ceC ceC ceC
o limitation ensuring that each region will be
provided in the desired proportions with fuels

ENB QEB, =KM™ENOYOQ,, Vc,t (33)

5.3. Economic objective function

Objective  function associated with  the
minimization of the economic costs includes all the
operating costs of the supply chain, from the
purchase of biomass feedstock to transportation of
the final product, as well as the investment cost of
biorefineries [11]. The costs of the supply chain
are: the cost of raw material, the transport of raw
material to the facilities, the cost of transport to the
biorefineries, the cost of transformation into
bioethanol and the cost of final transport to the
blending facilities. The economic objective is to
minimize the total annual costs. The terms of the
cost objective corresponding to the annual
operation costs of the IBSC are described in the
following equation:

COST =Y (LT,TDC,) (34)

teT
Environmental objective function

The  environmental  objective  function
corresponds to the minimization of the entire
environmental impact measured through the Eco
indicator 99 method. The cumulative environmental
impact of system performance defined as the
amount of carbon dioxide equivalent generated
over the whole life cycle and during its operation, is
expressed by means of the equation:

ENV = ;(LT[TEL) -

Social objective function

As an estimate of the social impact of the system
work, the exact coefficients that account for
indirect jobs in the local economy are used. Then,
the social impact (in terms of jobs) is determined
according to the relationship [ Numberof Jobs]:

JOB=)'(LTJoh)
teT (36)

6. OPTIMIZATION PROBLEM FORMULATION

The problem for the optimal design of a IBSC is
formulated as a MILP model for the objective
function of Minimizing cost.
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The task of determining the optimal location of
facilities in the regions and their parameters is
formulated as follows:

Find: X, [Decision \ariables]
MINIMIZE {COST} — (Eq.34) (37)
st.:{Eq.16 — Eq.33}

The problem is an ordinary MILP and can thus
be solved using MILP techniques. The present
model was developed in the commercial software
GAMS [12]. The model chooses the less costly
pathways from one set of biomass supply points to
a specific plant and further to a set of biofuel
demand points. The final result of the optimisation
problem would then be a set of plants together with
their corresponding biomass and biofuel demand
points.

7. CASE STUDY: POTENTIAL BIOETHANOL
PRODUCTION IN BULGARIA FOR 2016-2020

Two major types of biomass resources, wheat
and corn for production of first generation and
wheat straw and corncobs for production of second
generation bioethanol are used.

Model input data

Bulgaria has 27 regions. In this case study, each
region is considered to be a feedstock production
region, a potential location of a biorefinery facility
and a demand zone. In other words, the biofuel
supply chain network consists of 27 areas for

feedstock production, 27 potential biorefinery
locations, 27 demand zones, 4 potential solid waste
utilization zones and 3 regions for the production of
petroleum fuels. For the purposes of this study, data
on population, cultivated area, as well as the free
cultivated area, which in principle can be used for
the production of energy crops for bioethanol
production are taken from (Ilvanov,
Stoyanov,2016). For 2016, the consumption of
petroleum gasoline for transportation in the country
is 572,000 tons and for the next years it is:
2017—762,000t,2018—980,000t,2019— 1,220,000t
2020—1,640,000t. For the purposes of this study, it
is assumed that the consumption of gasoline for
each region is approximately proportional to its
size.

8. DISCUSSION AND CONCLUSION

This paper studies the interactions among
biofuel supply chain design, agricultural land use
and local food market equilibrium. The study was
focused on the eco compatible behavior of the
stakeholders in the biofuel supply chain
incorporating them into the supply chain design
model. The model includes the problem of crop
rotation and solid waste utilization. The model is
believed to be important for practical application
and can be used for design and management of
similar supply chains.

Table 1. Flow rate of biomass from growing region to bioethanol plants (Plant-R-XX) and solid waste from Plant-
R-XX to solid waste plants (SW-R-XX) for 2020.

Transport — TRACTOR
Energy crops Wheat Corn Straw Straw | Flow path Solid
Wheat Corn Waste

Plant-R-9 R-26 to R-9 1.00 1.00 500.72 1.00 Plant-R-9 to SW-R-26 258.24
Plant-R-8 R-12 to R-8 1.00 1.00 500.72 1.00 Plant-R-8 to SW-R-12 258.24
Plant-R-26 | R-9 to R-26 500.72 Plant-R-26 to SW-R-26 | 258.24

R-26 to R-26 1.00 1.00 1.00

R-8 to R-12 364.03 258.24
Plant-R-12 | R-12 to R-12 1.00 1.00 136.68 Plant-R-12 to SW-R-12

R-22 to R-12 1.00

R-4 to R-27 47.34 219.51
Plant-R-27 | R-27 to R-27 78.11 Plant-R-27 to SW-R-18

R-18 to R-27 1.00 1.00 298.48 1.00

R-2 to R-27 1.00

R-27 to R-18 1.00 374.40 193.68
Plant-R-18 | R-22 to R-18 1.00 Plant-R-18 to SW-R-18

R-18 to R-18 1.00
Plant-R-22 | R-14 to R-22 1.00 1.00 393.66 38.02 | Plant-R-22 to SW-R-14 | 258.24

R-16 to R-22 70.04
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Table 2. Summary of computational results in case - Minimum Annualized Total Cost

Years 2016 2017 2018 2019 2020
Investment cost ($/year)10° 1.862 2.793 3.531 4.462 6.248
Production cost ($/year)10° 4.326 6.740 9.907 13.871 20.756
Transportation cost ($/year)10° 3.165 4.457 6.086 8.317 12.854
Carbon tax levied in the work of IBSC ($/year)10° 1.743 2.727 4.014 5.661 12.952
Government incentives for bioethanol production -2.800 -4.371 -6.453 -9.079 -13.622
TOTAL COST ($/year)10° 8.297 12.346 17.086 23.232 34.778
GHG emission to grow biomass 1422 1413 1978 1792 1792
GHG emission for production bioethanol and waste 64.220 100.238 147.930 | 208.018 312.033
GHG emission from transportation 228.289 211.298 311.615 | 266.253 277.120
GHG emission from biofuel usage 37.866 59.113 87.276 122.781 184.219
Total GHG emission for IBSC (kgCO2-eq./year)10° 1752.468 | 1783.808 | 2525.148 | 2389.185 | 2565.732
Bioethanol produced from grain (ton/Year) 337 505 674 842 1179
Bioethanol produced from Straw and Maize cobs 32221 50323 74370 104730 157220
TOTAL BIOETHANOL PRODUCTION (ton/year) 32558 50828 75044 105573 158400
TOTAL GAZOLINE NEED (ton/year) 552015 730801 933938 1155199 | 1542775
Proportion Bioethanol/Gasoline (%) 6% 7% 8% 9% 10%
Social function Joh ( Numberof Jobs) 200 100 90 100 200

| . Gasoline storage ‘ © Bioethanol{E100) plant | . Solid waste plant ‘

Fig. 2. Optimal BG IBSC configuration for 2020
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MVYJITUITEPUOJIUYEH JETEPMUHUCTHUYEH MOJEJI HA YCTOMYMBU UHTETPUPAHU
XUBPUJIHUN BEPUI'U 3A TOCTABKA HA BUOETAHOJI OT ITbPBA 11 BTOPA
I'EHEPALINA 3A CUHTE3 U PEHOBALIMA

b. BanoB
Hncmumym no unocenepna xumus, Boaeapcka akademus na naykume, Cogus, Bvieapus
Ioctermna Ha 20 mMapr, 2018 r.;npueta Ha20 rouu, 2018 1.
(Pesrome)

B cratmsaTa ce mpemiara MaTeMaTHYeH MOJEN Ha WHTErpUpaHa pecypcHo-ocurypurtenna Bepura (POC) kosrto ma
OTYHTa MKOHOMHYECKHUTE, SKOJOTHYHUTE M COLMAJIHUTE aCHEeKTH Ha YCTOMYMBOCTTA. 3a NMPOEKTHPaHEe Ha ONTHMAlHA
POC ce mpemmara Mozen Ha CMECEHO JIMHEWHO mporpamupane. [Ipon3BoacTBoTO Ha OGHOETaHON OT BB30OHOBSEMA
Ouomaca € mpeAMeT Ha 3aCHIICH MHTepeC ¢ OIVIe[l HaMalsiBaHe Ha 3aBHCUMOCTTA Ha bwirapus oT BHOca Ha HETPOT U
HaMaJlsIBaHE Ha BBIVIEPOJHHTE eMHUCHHU. EQeKkTUBHOCTTa Ha pa3XOAWTE U OIAa3BaHETO HA OKOJHATa cpelia BOJAT JI0
3HAYUTEIHU TPOOJIEMH, KOUTO BB3IPEISTCTBAT YBEIMYCHOTO IIPOM3BOICTBO Ha OMOETAHOI OT Bh30OHOBsieMa Ouomaca.
MognensT pasriexzia KII040BUTE OEHHOCTH IO 3aXpaHBalllaTa BEpHUra, BKIIOUUTEIHO NMpUOUpaHeTo / mpepaboTkara u
TPaHCIIOPTUPAHETO HA Ouomaca. MozenbT B3eMa Ipe] BUI pa3XOAUTe 3a AOCTaBKA Ha CypOBHMHATA, IOTPEOICHUETO Ha
SHEprus W EMHUCHUTE Ha NapHUKOBH Ta30BE KaTO KpUTEpHH 3a e(peKTHBHOCT Ha cucremara. IlonesHoctra Ha
CHMYJIAILIMOHHUST MOJIEN Ha 3aXpaHBalllaTa BepHra ce JEeMOHCTPHpA upe3 pas3riIeKJAaHeTO Ha 3axXpaHBallaTa Bepura 3a
Ouomaca B ChOpBHKEHHE 32 OMOropuBa B OBJITapcki Mamad. Pesynararure mokassar, 4e MOJACNBT € TI0JIE3eH HHCTPYMEHT
3a yIpaBJICHUE HA 3aXpaHBalllaTa BEPUra, BKIFOYUTEIHO M300p HA ONTHMAJIHO MECTONOJIOKEHHE Ha ChOPBHIKEHHETO 32
OMOeTaHOII, JIOTHCTHYCH AN3aiiH, yIpaBlIeHHe HA HHBEHTapa U 0OMeH Ha HH(pOpMaLHsL.
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The paper presents the results of an experimental study of the effect of wetting properties on the local and integral
characteristics of heat transfer at water boiling on the saturation line under atmospheric pressure. To control the wetting
characteristics, the nanocoatings of SiO, were synthesized on the sapphire substrate surface using various chemical
methods including dip coating and spin coating. New experimental data on dynamics of vapor bubble growth and
detachment, evolution of microlayer and dry spot regions, nucleation site density and bubble emission frequency, heat
transfer, etc., were obtained using the high-speed imaging techniques, including infrared thermography and video
recording from the bottom side of transparent heater. The analysis of experimental data on the local and integral
characteristics of the boiling process made it possible to determine the mechanisms of the influence of deposited

hydrophilic coatings on the heat transfer intensity.

Keywords: Boiling, Hydrophilic coating, IR thermography, Heat transfer, Bubble dynamics

INTRODUCTION

It is well-known that the properties of heat
exchange  surfaces,  especially  wettability,
significantly affect the dynamics of phase transition
at boiling and condensation. Thus, for instance, the
use of hydrophobic coatings allows to significantly
increase the heat transfer coefficient at vapor
condensation due to implementation of the
dropwise condensation mode [1, 2]. The wetting
properties also have a significant effect on the
bubble dynamics, heat transfer and critical heat
fluxes (CHF) at liquid boiling [1, 3-11]. For
example, a theoretical expression for describing the
effect of the contact angle on the CHF at liquid
boiling is obtained by Kandlikar [5] based on the
balance of forces acting on the individual bubble.
Here, it is worth noting that this pioneering work is
often cited when analyzing data on the crisis
phenomena at boiling of nanofluids. This relates to
the fact that when nanofluids (i.e. liquids with
added nanoparticles of Al,Os, TiO,, SIO,, etc.) are
boiling, a significant increase in the critical heat
flux is observed [12-16]. For the first time a
reasonable explanation for such influence was
given by Kim et al. [13]. The authors showed that
an increase in CHF is primarily caused by the fact
that during nanofluid boiling, nanoparticles are
deposited on the surface resulting in the formation
of a nanocoating. This was confirmed by the results
of experiments carried out with pure water boiling
on a surface, pre-boiled in a nanofluid, which also

* To whom all correspondence should be sent:
E-mail: surtaevas@gmail.com

showed an increase in CHF. The formed
nanoparticle coatings significantly improve the
wetting characteristics; as a result, the heat transfer
surfaces become superhydrophilic. However, as it
was noted in many papers devoted to nanofluid
boiling, including [17, 18], improvement of
wettability or decrease in the contact angle is
associated not only with changes in the free surface
energy of the heat exchange surface, but also with a
change in its morphology and porosity, which has
also an additional effect on the increase in CHF.
The influence of the coatings, formed by nanofluid
boiling, on heat transfer remains unclear, and this is
caused by contradictory experimental information.
For example, in some works, an increase in HTC
(heat transfer coefficient) was registered, in others
there was heat transfer deterioration; in some works
it was shown that the formed coatings have no
noticeable effect on heat transfer intensity, but they
increase the threshold value for the development of
crisis phenomena. The detailed review and analysis
of papers dealt with various aspects of nanofluid
boiling with a history of development of this
problem are presented in [19-21].

The hydrophobic coatings present a certain
practical interest in the problems of increasing the
efficiency of some heat exchangers, including those
for the chemical industry, operating by
thermodynamic cycles with coolant boiling. The
fact is that the hydrophobic coatings cause a
significant reduction in the boiling onset [7, 10-11,
22] with a decrease in the temperature drop of
boiling-up and increase in the nucleation site
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density, and this is important for a number of
practical problems. Also, as it is shown in [23],
slightly  hydrophobic coatings cause fouling
inhibition at boiling of water-salt solutions, which
is also an actual problem for many types of heat
exchangers. However, according to [7, 11], with an
increase in hydrophobicity, the heat transfer rate
can worsen significantly. Despite the fact that when
boiling on a hydrophobic surface, the onset of
boiling usually occurs during the first power step, at
about 1-2K of wall superheat, the heat transfer data
are in qualitative agreement with a film boiling heat
transfer trend [7]. Interesting results were obtained
by Phan and co-workers [11], where the authors
investigated the local and integral characteristics of
heat transfer at water boiling (4Tsw ~ 15 K) on a
thin-walled foil (20 um) by using coatings with
different free surface energies and changing contact
angle in the range of 22-112°, deposited by using
various surface nanomodification techniques,
including MOCVD, PECVD and nanofluid boiling.
In this work, it is shown that the heat transfer
coefficient behaves in a strange way, depending on
the contact angle. In particular, in the range 6 ~ 30-
90° the heat transfer coefficient decreases as
contact angle decreases. At the same time, when the
contact angle is varied in the range of 6 ~ 22-31°,
improvement of wettability leads to an increase in
HTC. The latter trend is also confirmed by the
experiments of Takata [9]. In this work, the authors
used TiO; films as a superhydrophilic coating (6 ~
4 -13°). The fact is that under UV irradiation, the
TiO, films become superhydrophilic for a
sufficiently long period. This allows an exclusion of
the influence of surface morphology on the boiling
process, and investigation of only the influence of
wettability. It was found in [9] that the heat transfer
coefficient of superhydrophilic TiO, increases by
20-30% compared to the surface without coating.
Despite the fact that the wetting properties have
a significant effect on the local characteristics of
the process and heat transfer intensity at boiling,
now there are no reliable theoretical models for
describing the observed phenomena. Insufficient
understanding of the physics of the process is
connected, among other things, with a limited array
of experimental information. For example, in [9],
the effect of wetting properties in the contact angle
range 6 ~ 0-30° on the integral characteristics of the
process, namely the heat transfer coefficient and
critical heat flux, is analyzed without further
theoretical analysis of the experimental results. In
more recent works [7, 11], in addition to measuring
the heat transfer coefficient, the authors use a high-
speed video of the process from the side of the
heating surface, which allows them to visualize

evolution of vapor bubbles, measure bubble
departure diameter and bubble emission frequency.
Nevertheless, this format of recording has several
drawbacks, including inability to visualize the
dynamics of microlayer and evolution of dry spots
under individual vapor bubbles, as well as a high
error in determining the nucleation site density,
especially in the range of high heat fluxes using
hydrophobic coatings.

Recently, the development of modern
experimental methods, including high-speed
infrared thermography, video recording, laser
interferometry, etc., for visualization of the process
from the bottom side of a transparent substrate with
a thin film heater, allows us to obtain
fundamentally new information on nucleation
dynamics and heat transfer characteristics at liquid
boiling [24-27]. The use of the above spectrum of
methods makes it possible to investigate in detail
the evolution of vapor bubbles, region and structure
of liquid microlayer and dry spots under the
different sites, to measure the nucleation site
density and frequency of bubble emission over a
wide range of heat fluxes, and visualize evolution
of the temperature field in various local areas of the
surface. Despite the prospects of the above-
described high-speed measurement techniques,
there are practically no studies in the literature that
would allow one to study the effect of nanocoatings
with different wetting characteristics on the local
and integral characteristics of heat transfer at liquid
boiling using these methods. This would make it
possible to achieve a significant progress in
understanding the fundamental laws governing the
influence of wetting properties on the most
important parameters characterizing the process of
liquid boiling.

In this paper we will present the results of the
investigation of the effect of hydrophilic SiO;
coatings on the internal characteristics of the
process (density of nucleation sites, dynamics of
vapor bubble growth and departure, evolution of
heat under the active nucleation sites, etc.) and heat
transfer at water boiling on a transparent heater
obtained using modern experimental methods with
high temporal and spatial resolution, including
video and infrared thermography.

EXPERIMENTAL SETUP

A schematic diagram of the setup for pool
boiling experiments is shown in Fig. 1. The detailed
description of the experimental facility, heating
element and measurement techniques is presented
in [27,28]. Deionized water produced by Direct-Q 3
UV water purification system was used as the
working liquid. In the experiments 1-pum-thick

37



A. S. Surtaev et al.: Characteristics of boiling heat transfer on hydrophilic surface with SiO, coating

films of indium-tin oxide (ITO), vacuum-deposited
onto 400-um-thick sapphire substrates, were used
as the heaters. Fabricated samples had an electrical
resistance of 2-3 Ohms and a heating area of 20x20
mm?. The surface roughness (Ra) of the sapphire
substrate was less than 1 nm according to the
manufacturer (Hong Yuan Wafer Tech Co). The
main advantage of ITO as a heater material in the
experiments on investigation of integral and local
characteristics of heat transfer at nucleate boiling is
its transparency in the visible region (380-750 nm)
and opacity in the mid-IR region (3-5 um) of the
spectrum. At the same time, sapphire transmission
in the wavelength range of 0.3-5 um exceeds 80 %.
The combination of these properties makes it
possible to measure the non-stationary temperature
field on the ITO film surface by infrared camera
and visually record vapor bubbles dynamics and
liquid-vapor system structure directly on the
sapphire substrate by high-speed video camera.
Therefore, such construction of the heating element
was recently widely used for pool boiling
experiments [24, 27-29].

Samples were resistively heated (Joule heating)
by a DC power supply Elektro Automatik PS 8080-
60 DT via thin silver electrodes vacuum deposited
onto the ITO film. To determine the heat release
rate for a given current I, voltage V was measured
on the heater with the use of APPA 109N digital
multimeter. The heat flux density was calculated as
q = V-I/4, where A is the area of heater surface. The
error in measuring the heat flux density consists of
the errors in measuring the voltage in the working
section, current and surface area, and does not
exceed 3 %.

Condenser

Video and infrared high-speed visualizations

To visualize the boiling process with high
spatial and temporal resolutions, a digital video
camera Vision Research Phantom v.7.0 with frame
rate up to 20-10° FPS was used. Visualization was
performed from the bottom side of the transparent
heater, as shown in Fig. 1. To study in detail the
evolution of the microlayer and dry spot regions,
Nikon 105mm f/2,8G macro lens was used in the
work. The maximum spatial resolution of video
recording in the experiments was 33 pum/pix. As it
will be shown below, this format of visualization
allowed us not only to measure the outer diameter
of the vapor bubbles, but also to study in detail the
evolution of the regions of microlayer and dry
spots.

In the experiments the  high-speed
thermographic camera FLIR Titanium was used to
measure the non-stationary temperature field of the
heating surface. As configured for this study, the
thermographic camera had a frame rate of 1000
FPS and maximum resolution of 150 pm/pix. The
total uncertainty of the temperature measurements
in the experiments did not exceed 1 K. Due to high
thermal conductivity (k = 25 W/m-K) and small
thickness of the sapphire substrate, the temperature
on its surface was assumed to be equal to the
temperature of the ITO film recorded by
thermographic camera. The use of IR camera made
it possible not only to investigate integral heat
transfer at boiling, but also to estimate the
nucleation site density, activation temperature and
nucleation frequency.

Pressure sensor

Boiling chamber

Isothermal bath

Optical windows

' LED backlight ‘
0
Heater
W, Y
Pre-heater
Power
PC suppl
|High-speed PPY
video
or
— IR camera
——

Fig. 1. Scheme of experimental setup.
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Fig. 2. a — cross-sectional view of the substrate with SiO coating by SEM; b — contact angle measurement with water
droplet (V =5 ul) on the SiO; coated surface; ¢ — contact angle measurement on the pure sapphire substrate.

Surface modification

The SiO; coating was deposited on the sapphire
substrate with a view to change the wetting
properties of the heat transfer surface via dip-
coating and spin-coating techniques using a
commercial colloidal solution of SiO, Ludox AS-30
(30 wt.% SiO, in water, pH 9.1), produced by
Sigma-Aldrich (USA). After the synthesis, the
physico-chemical properties of each sample were
analyzed using a complex of modern methods,
including nanoprofilometry, electronic
spectroscopy and microscopy (EDX, SEM), and
KRUSS setup for measuring free surface energy
and contact angle. The photograph of a typical SiO,
coating in cross-sectional view is shown in Fig. 2a.
The thickness of the coating was 650 nm.
According to the analysis of the water droplet shape
on the substrate (Fig. 2b), the SiO, coating has
hydrophilic properties. Its contact angle reached 9°,
which is much less than the value measured on the
surface of pure glass and sapphire (0 ~ 60°, Fig.
2¢). The analysis of coating morphology also
showed that the roughness value R, does not exceed
3 nm, which is higher than the Ra. value for the
surface of polished sapphire, but it is significantly
smaller than the characteristic value of the critical
vapor nucleus for observed superheating of liquid at
water boiling.

RESULTS OF EXPERIMENTS

Results of the first series of experiments
obtained for the SiO, coatings are presented in the
paper. To construct boiling curves, experimental
data about the heating surface temperature obtained
by IR thermography were averaged over the
recording time of 10 s and surface area at different
heat flux densities. Corresponding boiling curves
for water on the heating surfaces with hydrophilic
SiO; coating and without it are presented in Fig. 3.
Analysis of data shows that the coefficients of heat
transfer during water boiling on the coated

hydrophilic surface are higher by 20-30% than on
the uncoated sapphire surface. This result agrees
well with experimental observations of the authors
in experiments with water boiling on hydrophilic
and superhydrophilic coatings [9, 11].

To determine the possible causes of the
influence of SiO, coatings on heat transfer, we
measured  the  following  local boiling
characteristics: growth rate of vapor bubbles,
departure diameters, density of nucleation sites
(NSD), etc. The latter was measured using
synchronized IR thermography and video data. It
should be noted that for the analysis of this value
by thermograms, the temperature field was
averaged over 10 s, and this guaranteed
consideration of only constantly active nucleation
sites [27]. Analysis shows that the NSD for water
boiling on the surface with a hydrophilic coating is
lower for the given heat fluxes than that for boiling
on the surface of uncoated sapphire (Fig. 4), and
this agrees with the theoretical concepts. This result
shows that an increase in heat transfer intensity
with improvement of wetting properties in the
region of low heat fluxes is not associated with an
increase in the density of nucleation sites, but it
rather is observed on a surface relatively depleted
of active sites.

Pure sapphire substrate:
1000 4 —ie q A
—— ¢ \
8004 with SiO, coating:

——gq /

600 4

400 -

q, kW/m"

2004

AT, K

Fig. 3. Boiling curves for saturated water on the pure
sapphire surface and surface with SiO; coating. The data
are presented at both cases — with gradual increase and
decrease of heat flux.
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Fig. 4. Dependence of nucleation site density (NSD) on
heat flux at water pool boiling on surface with different
wettability.

The next step was the analysis of high-speed
visualization of the growth dynamics and departure
of vapor bubbles, as well as evolution of the
microlayer and dry spots under individual bubbles
at boiling on a SiO, coated surface. Typical video
frames of vapor bubble evolution are shown in Fig.
5. In these frames, we can clearly see the outer
diameter of the bubble base, microlayer and dry
spot regions. In parallel with the analysis, we
compared these data with our -earlier results
obtained for water boiling on a sapphire surface,
described in [28, 30]. Histograms of distributions of
separated bubble dimensions at boiling on the
sapphire substrate and surface with SiO; coating at
similar heat fluxes are shown in Fig. 6. It can be
seen from the figure that the average dimensions of
separated bubbles increase noticeably with
improvement of the wetting properties. This result

agrees with experimental data of [11]. In that work,
water boiling on surfaces with different wetting
properties was visualized at the side of the heating
surface, which made it impossible to analyze
evolution of the microlayer region and dynamics of
the contact line at the vapor bubble base. In the
present study, such measurements were carried out;
in particular, Fig. 7 presents time dependences of
the diameter of vapor bubble base, size of
microlayer and dry spot region for a single
nucleation site. In general, the behavior of curves is
similar to the results obtained for water boiling on
the surface of pure sapphire without coating.
However, as it was noted in [28, 30], when boiling
on the sapphire surface, the beginning of bubble
departure stage almost coincides with the time of
complete liquid evaporation in the microlayer
region. The results of measurements on the
hydrophilic surface show that for the bubbles with
high growth rate and relatively large departure
diameter (Dgep > 5 mm), the stage of separation,
when the contact line size decreases (while the
outer diameter of the bubble base remains almost
constant), begins much earlier than the time of
complete evaporation of the liquid microlayer. The
measurement results also show that the growth rates
of dry spots at water boiling on the hydrophilic
surface and surface without coating almost coincide
with each other for similar heat fluxes. This
suggests that the wetting properties (in the contact
angle range 6 ~ 10 - 60°) do not affect the dynamics
of liquid evaporation in the microlayer region under
vapor bubble.

Fig. 5. Frames of high-speed macro visualization of single vapor bubble dynamics at water boiling on the sapphire
surface with SiO; coating (q = 26.7 kW/m?). The time is indicated from the moment of bubble appearance.
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Fig. 7. Evolution of the outer diameter of a single
bubble (Dou), the region of a microlayer (Dm) and a dry
spot (Dgs) at water boiling on the sapphire surface with
SiO; coating (g = 52.2 KW/m?).

One of the important local characteristics at
boiling is bubble emission frequency. According to
the analysis of experimental results on pure
sapphire, the value of bubble emission frequency,
as well as the value of bubble departure diameter
vary in a wide range, for different sites at boiling
with a given heat flux. Nevertheless, there is a
regularity that bubble emission frequency decreases
with an increase in the temperature threshold of site
activation and increase in bubble departure
diameter. To confirm the above, time dependence
of local temperature of the ITO film surface is
shown in Fig. 8 for different nucleation sites, where
the dimensions of separated bubbles differ
significantly, at boiling on the sapphire surface with
SiO; coating. It can be seen from the figure that the
higher the temperature of site activation, the greater
is the value of bubble separation diameter and the
lower is the bubble emission frequency. On the one
hand, it is logical that lower nucleation frequency
corresponds to a larger bubble diameter due to an
increase in duration of the stage of bubble growth
and departure. However, the main contribution to
the reduction in nucleation frequency is related to
an increase in time of thermal layer restoration and
achievement of the threshold temperature of new
nucleus activation in the region of low heat fluxes.
Thus, it follows that the improvement of the
wetting properties not only leads to an increase in
bubble departure diameters, but also to a decrease
in average nucleation frequency.

The following question arises from the analysis
of local boiling characteristics on the sapphire
surface with and without SiO, coating: what is the
main reason for an increase in heat transfer
intensity at boiling on a hydrophilic surface? For
example, this may be caused by the fact that an
increase in bubble departure diameter leads to an
increase in  the microlayer region and,
consequently, to the volume of thin liquid layer

near the heated wall, which means an increase in
the heat removed from the heating surface due to
intensive evaporation.
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Fig. 8. Dependences of local temperature of the
surface with coating on time measured in active
nucleation sites with different bubble emission frequency
(9 =52.2 kW/m?).

In previous works [28, 30], as well as in the
present study, it is shown that the size of microlayer
region Dm and bubble departure diameter Dgep are
related by the ratio Dmn/Deep ~ 0.5 - 0.6 before the
beginning of bubble departure stage. In addition,
separation of the larger vapor bubbles increases the
volume of fresh liquid fed to the heat exchange
surface by convection, which increases the amount
of heat for thermal layer restoration.

To evaluate the effect of vapor bubbles with
different departure diameters, growth rate and
activation temperature on heat transfer rate at
boiling, we use the mechanistic approach described
in [31]. In this approach, it is assumed that the total
heat flux removed from the heat exchange surface
at liquid boiling is the sum of various components:

qmltg + qrtw
T i ——_ ¢ T (1)
t, +t,

where gm is heat removed by evaporation of a
liquid microlayer at the stage of vapor bubble
growth (tg); qgr is heat required for repeated
formation of the destroyed boundary layer at the
stage of expectation of bubble appearance after its
departure (tw); qnc is heat transferred by convection
on the surface free of bubbles.

To estimate the contribution to heat transfer,
we compared two bubbles with significantly
different sizes Dgep = 1.2 mm and Dgep = 5.7 mm
from the data obtained at boiling on a surface with
SiO; coating (q = 52.2 kW/m?). The expressions for
gm and qr, referred to the unit cycle of a vapor
bubble, take the following form:

qml = pl hfg nf 'le (2)
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g, =2 (na)(T, ~T..), )

' Jrat,

where f — bubble emission frequency, n -
nucleation site density. According to the expression
for calculation of gmi, it is necessary to define V.
In [31], using different approximations, the authors
eventually obtain the following expression:

Jz 3
q, = WT B’ Ar'?Ja(a, )2 \Ji, pihgn (4)

where y, @, B — empirical constants, Ar -
Archimedes number, Ja — Jacob number. In our
case, Vm can be calculated directly based on the
analysis of data obtained in the present work and
data on the liquid microlayer thickness obtained
using laser interferometry [26] through simple
geometric representation:

27 Ddzep
ml 3 5m| 4 . (5)

The experimental data on local boiling
characteristics required for calculation by (2), (3)
and calculation results for gm and g, are given in
Table 1 below:

\Y/

Table 1. Experimental data on local boiling
characteristics

Ddep, mm 12 57
AT, °C 6 8
f, Hz 27 3.6
tg, Ms 8.8 50
tw, Ms 28.2 226

Qmi, KW/m? 0.28 0.81

dr, KW/m? 0.78 7.9

It is seen from the presented results that the
ratios qm and qr for different nucleation sites are
equal to 2.9 and 10, respectively. This suggests that
the sites, where the larger vapor bubbles are
formed, contribute more to heat transfer at boiling
as compared to the sites that generate smaller vapor
bubbles with higher nucleation rate. At that, the
main contribution to heat transfer is made by the
component associated with the non-stationary
thermal conductivity and restoration of the thermal
boundary layer after vapor bubble departure (qgr) in
order to achieve the threshold of site activation
temperature. The above estimates also show that
the ratio of heat fluxes is so high that despite a
decrease in nucleation site density at water boiling
on the hydrophilic surface, the heat transfer rate
increases in comparison with liquid boiling on a
conventional surface.

To verify calculations, the total heat flux Grotar,
delivered to the liquid by all bubbles (1), was
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estimated using the experimental data of density of
nucleation sites, which showed that the calculated
value Quotar = 48 kW/m? is in good agreement with
the measured value of input heat flux (g = 52.3
kW/m?). We should note that in these estimates, we
did not take into account the convective component
since, as it was shown earlier for pool boiling, gm
and gr components have the main contribution to
Qrotar, @nd Qgnc Can be neglected [24].

CONCLUSIONS

New fundamental results on the effect of
hydrophilic coating on the local and integral
characteristics of heat transfer at liquid boiling are
obtained in the current research. The use of modern
high-speed experimental methods, including IR
thermography and video recording, and transparent
substrates with a thin film heater and SiO;
nanocoating, made it possible to determine the
following:

- The intensity of heat transfer at water boiling
on the surface with hydrophilic SiO, coating
increases in comparison with boiling on the
uncoated sapphire surface, which agrees with the
data of [9, 11]. At that, the density of nucleation
sites for the given heat fluxes decreases noticeably
with improvement of the surface wettability.

- Based on the statistical analysis, it is shown
that the dimensions of separated bubbles increase
and nucleation frequency decreases at boiling on a
hydrophilic surface coated with SiO,. Based on the
visualization analysis, it is shown that a change in
the wetting characteristics has no effect on the rate
of dry spot growth under vapor bubbles in the
region of low heat fluxes.

- Various components of heat transfer at boiling
were estimated using the mechanistic approach
suggested in [31] and experimental data on local
boiling characteristics obtained in the current study
for low heat fluxes. It is shown that the increase in
guench heat flux g (i.e., the transient conduction
heat transfer following bubble departure) is the
dominant contribution to an increase in nucleate
boiling heat transfer on the hydrophilic surface.
This fact is associated with an increase in the
volume of fresh liquid with increasing size of
separated bubbles and increasing temperature
threshold of site activation.

Certainly, in order to expand knowledge about
influence of surface wettability on local and
integral characteristics of the boiling, further
investigations with the use of modern high-speed
experimental techniques are required in a wide
range of wetting properties of the heat exchange
surface. According to the authors of this study,
transparent  photocatalytically  active  TiO;
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nanocoatings are promising. The fact is that under
UV irradiation the surface of TiO, coating becomes
superhydrophilic with a wetting angle of less than
10°. In addition, the contact angle of TiO, can be
increased up to 130-140° via subsequent
fluorination. Therefore an advantage of TiO;
coatings for boiling experiments is the possibility to
change its wetting properties in a wide range
without changing the surface morphology.
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XAPAKTEPUCTUKHN HA TOIUIOIIPEHACAHETO ITPY KUIIEHE BBPXY XUJIPOOUIIHA
[MOBBPXHOCT C ITOKPUTHE OT SiO2

A. C. Cypraes'?", B.C. Cepmokos*?, A. H. Ilasnenxo?, JI.B. Koznos??, JI.C. Cenumes®?

Y Uncmumym no mepmocpusuxa ,, Kymamenaose”, Cubupcku xion na Pyckama axademus na naykume,
Hosocubupck, 630090, Pycus
2 Hoeocubupcku ovpacasen ynusepcumem, Hosocubupcxk, 630090, Pycus
3 Hnemumym no kamanus ,, bopeckos”, Cubupcku knon na Pyckama axademus na naykume, Hosocubupck, 630090,
Pycus

Iocrprmna Ha 17 mait, 2018 r.; mpuera Ha 26 rouu, 2018 T.
(Pesrome)

[IpencraBeHu ca pe3yNTaTHTE OT SKCIICPUMEHTAIHO M3CJICIBAHE Ha BIMSHUETO HAa XapaKTePUCTUKHUTE HA YMOKpSHE
BBbpXY JIOKATHHTC M WHTCTPAHUTE XapaKTEPUCTHKHA HA TOIUIONPEHOCa NPU KUIIEHe Ha BOJA BBPXY JIMHMATA HA
HacHuIlaHe Ipu aTMOC(EepHO HalsiraHe. 32 KOHTPOJI Ha XapaKTEPUCTHKUTE HA YMOKPSIHE Ca CHHTE3UPAaHH HAHOIIOKPHTHUS
ot SiOz BbpXY MOBBPXHOCTTA Ha camUpeH CyOCTpaT 4pe3 pasinvyHi XUMHUYHA METOJH, BKIFOUUTEIHO MOKPUTHE Ype3
MOTAlsHE U MOKPHUTHE 4pe3 BbpTeHe. C MOMOIITa Ha BUCOKOCKOPOCTHH M300pa3UTEeNIHN TEXHUKU KaTo MH(ppadepBeHa
TepMorpadus W BUJEH 3alMC Ha JBHOTO Ha MPO3pauyeH HarpeBaresl ca MOJyYeHH HOBU EKCIIEPUMEHTAIHH JIAaHHU
OTHOCHO JMHAMMKaTa Ha pacTeX M OTKbCBAaHE Ha MEXypueTa OT Mapa, M3JbYBaHE HAa MHUKPOCIOWHH U CYXH TOYKH,
INTBTHOCT Ha 3apojulIooOpasyBaHe, 4eCTOTa HA OTAENISIHE Ha Mexypuera, TomnooOMeH u nap. Upe3 aHanu3 Ha
eKCIICPHMEHTAJHUTE JaHHM 32 JIOKATHUTE ¥ WHTCTPATHHTE XapaKTEPUCTHKHI HA IpOLeca Ha KUIICHE Ca YCTaHOBEHH
MEXaHH3MHUTE Ha BIMSHUETO Ha XUAPODHUIHUTE MOKPUTHS BHPXY MHTCH3UTETA HA TOIUIONPEHOC.
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Scaling of the mechano-chemical process of production of silicon chelates from plant
raw materials
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In order to scale up the mechanochemical process of production of biologically active silicon chelates from plant
raw materials the transfer from laboratory mechanochemical reactors to industrial equipment with a productivity of 15-
70 kg / h was carried out. The efficiency of raw material grinding (by size characteristics of the product) and activation
effects (by solubility of silicon dioxide) were studied depending on the technological treatment regimes (processing
intensity and feed rate). The characteristics of the product obtained at laboratory scale (equilibrium concentration of
soluble silicon chelates of 28 mg / I) were improved with a rotor speed of 1500 rpm and a productivity of 15-20 kg / h.
Taking into account the energy costs, the rotation speed of 1200 rpm and feed rate of 43 kg / h can be considered as the
optimal mode, which provides the obtaining of product with an equilibrium concentration of soluble chelates of 24

mg /1.

Keywords: Scaling, Mechanochemistry, Mechanochemical reactor, Technology, Silicon chelate

INTRODUCTION

Silicon performs a number of important
functions in the human body, animals and plants
[1]. The highest biological activity is displayed by
complexes of silicon with organic compounds [2].
Rice husk is a promising renewable source of
biogenic silicon dioxide with a content of up to
20% by weight. The chemical form of silicon in the
rice husk is hydroxylated amorphous silica. It
concentrates at the outer surfaces of plant tissues,
where it forms a cellulose-silica composite
membrane [3]. Due to its unigue composition and
fibrillary ultrastructure rice husk has high-strength
characteristics, chemical inertness, low density and
high ash content. Thereby the tasks of efficient
mechanical and mechanochemical processing of
silicon dioxide in plant raw materials are closely
related to the increase of the specific surface area,
the production of chemically active surface centers,
and the synthesis of soluble products. Thus, it was
snown in [4, 5] on model systems (silica gel and
pyrocatechol, silica gel and dihydroquercetin, silica
gel and green tea catechins) at a laboratory scale
that the interaction of silicon dioxide with
polyphenolic compounds can be achieved using a
solid-phase mechanochemical method. Hydroxyl
groups of polyphenols interact with the silanol
groups of silicon dioxide during the
mechanochemical treatment of the reagents, which
leads to the formation of surface complexes of
silicon with polyphenols. With subsequent
dissolution, the silicon chelates go into solution.

The introduction of developments in the

* To whom all correspondence should be sent:
E-mail: shapolova@solid.nsc.ru

industry requires scaling of the dependencies
obtained on laboratory equipment and the
establishment of optimal technological regimes [6].
Therefore, the goal of this work was to
determine  the  optimum  conditions  for
mechanochemical treatment of silicon-containing
plant raw material in industrial mills, allowing
achieving the effects obtained in laboratory mills
for the production of biologically active products
with an increased amount of water-soluble silicon.

MATERIALS AND METHODS

The following materials and chemicals were
used: rice husk Oryza sativa (L.) (Liman sort,
Krasnodar Krai, Russia), green tea Camelia
sinensis (L.) (State standard # TU 9191-003-
00570186-04, Krasnodar Krai, Russia),
(NH4)2M00s (99.5 %, Russia), HSOs (99.9 %,
Russia), NaSiOz (99 %, Russia), KBr (optical
grade, Russia), pyrocatechol (99 %, Alfa Aesar),
ammonium acetate (98 %, Russia), ascorbic acid
(99 %, Russia), oxalic acid (99 %, Russia).

Moisture content of the samples of plant raw
materials and products was measured according to
[7] using an automatic moisture analyzer Radwag
WPS 50SX (Poland) and was equal to 5.8-6.1 %.
Granulometric analysis was carried out on a
vibrating screen “Analysette-3 Pro”, equipped with
a set of screens 20-1000 um (FRITSCH, Germany).
The specific surface area of the samples was
determined from the thermal desorption of nitrogen
on the “Sorbtometer M” instrument (Katakon,
Russia) using Gregg and Singh approximation [8].

© 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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Mechanochemical treatment of plant raw
material

Mechanochemical treatment of plant raw
material was carried out in an industrial
mechanochemical reactor of centrifugal roller type
mill “RM-50" (production of ISSC SB RAS,
Novosibirsk), equipped with water cooling [9]. A
mixture of 85% rice husk containing silica, and
15% green tea containing catechins was used as a
raw material for the production of chelated silicon.
The grinding bodies were steel rollers fixed on the
drive shafts which treated mechanically the
material with a controlled intensity. The
technological regimes used in the work were: feed
rate 15-70 kg / h, rotor speed 900-1500 rpm. The
temperature in the treatment zone was controlled by
a water-cooled jacket and did not exceed 65-70 ° C.

Determination of the equilibrium concentration
of silicon chelates in solution

The equilibrium concentration of silicon
chelates in solution was determined according to
the following procedure. Samples were dissolved in
0.05 M acetate buffer under a hydromodule of 1000
at 25 °C for 4 h with periodic mixing. After
dissolution, the suspension was centrifuged to
separate the supernatant (5000 rpm, 15 min. A 350
ul portion of supernatant was taken into a 5-ml test
tube, then 150 ul of a solution of ammonium
molybdate (0.5 M) was added and allowed to stay
for 10 min at room temperature. Then, 300 pl of a
reducing agent solution (0.4 M ascorbic acid and
0.7 M oxalic acid) and 3.25 ml of water were
added. After 30 min, the optical density was
mwasured at a wavelength of 810 nm. The
concentration of silicon chelates was determined
from a calibration curve plotted using a State
Standard Sample of silica # 8934-2008) under
similar conditions.

RESULTS AND DISCUSSION

Comparison of apparatuses with different types
of mechanical action was conducted under
laboratory conditions [10]. It was shown that the
use of machines with shear type of action, such as
centrifugal roller mill, is preferable for the solid-
phase reaction between silicon dioxide of rice husk
and polyphenols in the matrix of plant raw
materials. Using this type of equipment provides
reducing of the particle size and increasing the
specific surface area from 0.5 to 2.3 m?g,
disordering of the ultrastructure of cell walls,
amorphization of cellulose and activation of silicon
dioxide surface with formation of new active
centers. For this reason, a centrifugal roller mill
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RM-50 was chosen for scaling. It can provide a
capacity of up to 100 kg of product per hour, which
is sufficient for the industrial production of silicon
chelates.

The most important technological parameters
that determine the efficiency of processing of raw
materials in the mechanochemical reactor are the
rotor speed and the fillability of the processing zone
associated with the feed rate. Often with the same
particle size of the raw material, the fineness of
product grinding is proportional to the power
consumption. The processing of the rice husk
mixture with green tea was carried out with two
variable parameters: the input frequency of the
current and the feed rate. The input frequency of
the current determines the rotor speed and reactor
power consumption (Table 1).

Fig. 1 shows a typical particle size distribution
of the processed product at a fixed rotor speed. It
can be seen that a decrease in the feed rate of the
raw material through the treatment zone causes a
decrease of material passing per the unit of time.
Thereby more energy is supplied to the raw
material (per unit mass) and the grinding proceeds
more efficiently.

Increasing of the efficiency of grinding can be
achieved not only by reducing the feed rate, but
also by increasing the energy input. Summary data
on the influence of processing parameters on the
average particle size of the rice husk are presented
in Table 2. As can be seen from the results in Table
2, the most efficient grinding occurs with low raw
material feed rate and high rotor speed, the feed
rate being more important. Thus, acceptable
regimes providing efficient grinding, high yields of
the product at relatively low power consumption
are as follows: rotor speed of 1200-1350 rpm and
feed rate of 30-40 kg / h. In particular, for the
sample obtained at 1200 rpm and 33 kg/h, the
specific surface area was equal to 2.1 m?/ g, which
is comparable to the value for the sample obtained
at laboratory scale [9].

Determination of the equilibrium concentration
of soluble chelated forms of silicon and
consideration of the data in Table 2 in graphic form
(Fig. 2) allows determination of the maximum
attainable concentration of chelated forms of
silicon, as well as the specific change in
concentration with increasing energy intensity (by
how many units will the chelate concentration
increase with an increase in the engine rotation
speed by 1 rpm or a decrease in the feed rate by 1
kg / h).

The maximum attainable concentration of
chelated forms of silicon, corresponding to a
rotation speed of 1500 rpm and supply of raw
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monomeric forms of silicon on the feed rate,
determined from the slope of the straight line, is
stronger than under less impact (1200 and 900

materials tending to zero, is 40.2 mg/l. For the
rotation speeds of 1200 and 900 rpm, these values
are 29.5 and 18.5 mg / |, respectively. It can also be
noted that under intensive mechanical action (1500
rpm), the dependence of the concentration of

rpm).

Table 1. Dependence of the rotor speed and power consumption of the mechanochemical reactor on the input current

frequency.
Rotor speed, Energy consumption without Energy consumption
Current frequency, Hz rpn? gr)allw materirz)alls, kw with rgv)\// materiai)s, kw
20 550 2.7 5.0
30 900 5.5 7.1
40 1200 9.5 10.3
50 1500 145 18.7
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Figure 1. Influence of feed rate on the granulometric composition of mechanically activated rice husk (at a rotor speed
of 1200 rpm)

Table 2. Dependence of the average particle size of the product on the rotor speed and feed rate

Rotor speed, Feed rate, Average particle size of the
rpm kg/h product, um
15 145+2
20 157 +1
33 172 +3
900 43 179 £ 4
52 170+ 3
70 199 +3
15 92+5
20 84 +1
33 92 +£2
1200 43 107+£6
52 112+6
70 119+3
15 62+2
20 69 +4
33 73+3
1350 43 91+2
52 94 +2
70 104 +£3
15 57+3
20 57+2
33 62+2
1500 43 73+2
52 76 £ 1
70 80+3
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“0 . modes from the point of view of chemical and
b economic efficiency are: rotor speed of 1200 rpm
* and feed rate of 43 kg /h. This mode provides an
increase in the yield of chelated forms of silicon
from 6 to 24 mg/l, which corresponds to the

2 —— values reached at laboratory level.
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OKPVYIIHABAHE HA MEXAHOXUMMWYHUA ITPOLEC HA ITPOU3BO/JCTBO HA
CWJINMOUEBU XEJIATU OT PACTUTEJIHU CYPOBUHU

E. . Tpodpumosal, E. M. IToarop6ynckux?’, T. C. Ckpunkuna'”, A. JI. Buukos’ ?, O. WU. Jlomosckwuit*

Y Unemumym no xumus na mewpoomo msno u mexanoxumus, yi. Kymenaose 18, 630128, Hosocubupck, Pycus
2 Hosocubupcku 0vporcasen mexnuuecku ynueepcumem, npocnekm K. Mapxe 20, 630073, Hosocubupck, Pycus

[MocTeomna Ha 17 maid, 2018 r.; npuera Ha 26 rouu, 2018 r.
(Pestome)

3a yKpyIHsIBaHE HA MEXaHOXUMHUYHHS MPOIEC HA MPOM3BOJCTBO HA OHONOTMYHO-AKTUBHU CHJIMIUEBH XEJIATH OT
PacCTUTEIHU CYPOBHHH € HAIPABEH IIPEXO OT Jab0pPaTOPHU MEXaHOXMMUYHH PEAKTOPU KbM MPOMHUIILIEHO 060pyABaHe
¢ mpowusBomurenHoct or 15-70 kg/h. EdexruBHocrTra Ha cMmmiane Ha CypoBHHATa (OLIEHEHA OT pa3MepHuTe Ha
OPOJIyKTa) U Ha akTHBUpaiure edekTd (OLEHEHH OT PasTBOPMMOCTTA HA CHIIMIMEBHS THOKCHI) Ca H3CJICABAHU B
3aBHCHMOCT OT TEXHOJOTHYHUTE PEXHUMH Ha 00paboTka (MHTEH3WBHOCT Ha 0OpaboTKaTa M CKOPOCT Ha 3aXpaHBaHE).
XapakTepuCTHKUTE Ha JTabopaTOpPHO MOJYUYCHHUs MPOMYKT (pPaBHOBECHA KOHIICHTpAIWS Ha Pa3TBOPUMH CHIIUIMCBH
xeati ot 28 mg/ |) ca mogoOpenu ¢ usnon3BaHe Ha CKOpocT Ha poropa ot 1500 rpm u mpousBoauTeaHoct or 15-20
kg / h. B3emaiiku moji BHUMaHHe CHEPTHIHUTE Pa3XO0.IH, KATO ONTHMAITHH MOTAT JIa CE CYMTAT CKOPOCTTa Ha BBPTCHE OT
1200 rpm u ckopoctTa Ha 3axpamBadHe oT 43 Kg/h, kouto ocurypsiBar mojydaBaHETO Ha TPOAYKT C PaBHOBECHA
KOHIIEHTpAIHs HA pa3sTBOpuMH xenatu ot 24 mg / |
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Evaporators with a rotating surface (a disk or a cone) are used for the concentration of liquids in the food,
pharmaceutical industries and bioindustry. They are also relevant for water recovering from liquid waste in life support
systems for spacecraft and space stations. The paper reviews the works on the study of characteristics of a liquid film
(thickness, wave parameters) flowing under the action of a centrifugal force and heat transfer during film condensation
and film evaporation. In most theoretical and experimental studies, the flow of a film on a rotating surface was
investigated when R/R; (the ratio of the radius of the entire surface to the radius of the jet irrigation) is less than 5, which
is typical for installations with a small radius of the rotating surface. The authors of the paper give new data on the film
characteristics at R/R; > 5, which is relevant for the food and pharmaceutical industries.

Keywords: Centrifugal, Film, Condensation, Evaporation

INTRODUCTION

Most multicomponent liquids, sea water, juices,
etc. contain heat-sensitive substances that can lead
to deterioration of the quality of the useful product
during evaporation. These processes are intensified
with the temperature increase. Conducting the
process of concentration in a solution film
significantly improves the situation. In film
devices, high speeds of a thin layer of liquid
processed product are achieved, which drastically
shortens the time of its contact with the heat
exchange surface. The most effective method for
concentrating heat-sensitive liquids is evaporation
in a film on a rotating surface. Thus, in comparison
with other evaporators, centrifugal ones allow the
process to be realized with a minimum thermal load
in the shortest possible time (see Fig.1).
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/ \‘ Thermal Impact
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Fig. 1. Comparison of thermal impact for different
types of evaporators [1]

In this paper we analyze the existing studies on

* To whom all correspondence should be sent:
E-mail: a.solomakha@kpi.ua

the hydrodynamics of a film, the condensation of
vapor, and the evaporation of a liquid in a film
flowing on a rotating surface, including the data
published by the authors.

Types of centrifugal evaporators and their
applications

One of the first to describe and study the
characteristics of a centrifugal evaporator for
desalination of sea water was Hickman [2]. The
rotating surface was in the form of a disk with a
diameter of 1.27 and 2.8 m.

Bromley and co-workers [3, 4] describe and
study a multistage evaporator for sea water with a
rotating surface in the form of disks. The
evaporator consists of a number of evaporator
plates, up to 30, located directly above one another.
When sea water was desalinated, the productivity
of the 29-stage device was Gy = 1440 kg/h, the heat
transfer coefficient was about h = 8500 W/m?K.

Despite the very high heat transfer coefficients
in centrifugal evaporators, they have not found
wide application in the processes of sea water
desalination. This is due to the fact that in the 1970-
1980 the reverse osmosis method was used for
desalination of sea water. In such desalination
plants with relatively small dimensions, the energy
consumption was 5-10 kWh/m?, which was much
more effective.

In 1962, a vacuum centrifugal steam compressor
distiller was developed in the USA with a rotating
surface of practically cylindrical shape, called VCD
to be used in life support systems for space objects.
Its characteristics are: G = 1.3..1.6 I/h, n =
150...250 rpm. From 1962 to 2008, about 10
prototypes were developed and tested. The last
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VCD flight model was installed on the ISS in 2008
and is still operational [5].

In 1976-1990, multi-stage centrifugal distillers
(CD) for water recovery systems for space missions
were developed in the Kyiv Polytechnic Institute
(Ukraine) [6-13]. The CD employs a variation of
the thin-film vacuum rotary distillation concept.
The system uses a multistage rotating distiller (n =
600 ... 1200 rpm) coupled with a thermoelectric
heat pump (THP).

To concentrate various heat-sensitive liquids,
Alfa Laval (Sweden) and Centrotherm (Australia)
produce a centrifugal evaporator with a conical
surface [14].

Characteristics of a liquid film on a rotating
surface

To design and operate a centrifugal film
evaporator, first of all, knowledge of the thickness
of the film is required to calculate the heat transfer
coefficient.

The motion of a fluid film on a rotating surface
is described by the Navier-Stokes equation and the
continuity equation [15]. For the case of laminar
steady flow and assuming that the angular velocity
of the fluid is equal to the speed of rotation of the
disk, these equations are reduced to a simple
balance of forces in the direction R:

—wR=19% (1)

p dz

Integration of (1) gives the distribution of radial

shear direction:

7, = pRw’ (5 -2) (2)
Re-integration gives a velocity profile:
2 o2 2
U Rw"o 5_12_2 (3)
1% 5 26

which is parabolic for a laminar flow.
The thickness of the film on the rotating disk
can be obtained after calculating the volume flow.

s 27 R?w*S5° 4
Q= 27Rudz -5 4)

14

From equation (4), the average thickness of the
liquid film for the case of laminar flow was first
obtained by Hinze and Milborn [16]:

13

5:(3_?2) . 5)
27 R°w

A similar solution was obtained in the study

[17], taking into account the tangential component
of the relative velocity of motion:

(22 (=) o

where 5 = 5(w/v)"* — the dimensionless thickness
of the liquid film. In addition, it is indicated in [18]
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that the angular velocity of rotation of the liquid
film is equal to the rotation speed of the disk,
provided that 5*<0,5. A similar result was also

obtained in the study [19] when solving problems
on the condensation of vapor on a rotating disk.
The study [19] shows an insignificant effect of the
surface tension on the film thickness and the shape
of the free surface, which are mainly determined by
the strength of the centrifugal forces. For
calculations of the average thickness, equation (5)
IS recommended.

Aroesty et al. [20] obtained an approximate
analytical solution, which extends to much larger
radial distances. The final expression for the
average film thickness according to [20] is similar
to formula (5).

In the studies of Gasley and Charvat [21], the
approximate solution by [20] was basically
repeated and additional expression was obtained
that allows one to determine the deviation of the
circumferential velocity on the surface of the film
uc from the local velocity of the disk wR:

wR-U RY"

—C=1,8(—) @)

oR L

Dependence (7) is more rigorous than that in
study [20], which determines the length of the input
section Ri,, at which the circumferential velocity
lags behind the surface of the film u; from the local
velocity of the disk wR.

In the study [22], the dependence for & was
obtained by applying the Karman method for the
solution of the Navier-Stokes equation for the
axisymmetric flow of a laminar film over the
surface of a rotating disc, and applying the
assumptions similar to the ones used in the study
[17]. Approximating the distribution of radial and
circumferential velocities by a polynomial of the
second degree, the authors in [22] obtained the
equation:

Q=15 ®)
where Q" is the dimensionless  flow,

Q" =Q/27R*\vw . The transformation of the

obtained dimensionless parameters gives the well-
known formula (5).

A similar solution was presented in the study
[23], however, in contrast to [22], polynomials of
higher degree —third, fourth and fifth — were used to
approximate the distribution of the axial, tangential,
and radial velocities. It is shown (Fig. 2) [15] that
for thin laminar films, when the dimensionless flow
rate Q* < 0,075, and the dimensionless thickness
coordinate 6* < 0,6, all solutions for laminar flow
give close values, which corresponds to the earlier
conclusions of Sparrow [18] and Vachagin [17].
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Fig. 2. Comparison of different theoretical
dependencies for the thickness of a liquid film [15]: 1 -
[16]; 2 - [24] and the approximation by a polynomial of
the 4™, 5" degree according to [23]; 3 - approximation
by a polynomial of the 3™ degree according to [23].

Thus, almost all theoretical studies on
hydrodynamics of a fluid film on a rotating surface
were conducted for the case of laminar flow. For
thin  laminar films, all solutions provide
dependences for o similar to Nusselt's solution [25]
for a gravitational film, if g is replaced by «°R in
those solutions.

The experimental determination of the average
film thickness at the time of the fluid flowing along
the surface of a rotating disk is associated with
certain technical difficulties due to the lack of
reliable measurement methods and small measured
thicknesses (up to 1-10°® m). Therefore, despite the
widespread use of such film flows, at present there
is a limited amount of studies describing the
measurement of the average film thickness when
the fluid moves in the field of centrifugal forces.

The contact method of measurements used in
[23, 26-29] has a number of significant drawbacks -
adhesion of liquid to the needle, presence of an
extraneous element in the liquid flow, closure of the
measuring circuit through the air layer which is
saturated with water vapor, etc. Moreover, the
method is not reliable in the case of rotation of the
irrigation surface, since beating of the surface is
possible, which, at small measured thicknesses (up
to 1-10® m), introduces significant errors in the
measurements. As a result, essentially different
results were obtained for approximately the same
initial conditions in the different studies. In the
study [26], a good agreement between the
experimental data and formula (5) is noted. In [23,
29], there is a good coordination with the
dependences that were obtained when the velocity
distribution was approximated by polynomials of
the fourth and fifth degree (see Fig. 2). An analysis
of the results obtained in ref. [27] showed that the
average film thickness is by 40% higher than the
calculated one, and in ref. [28] the film thickness is
1.71 times higher than the calculated one.

V. G. Rifert et al.: Hydrodynamics and heat transfer in a centrifugal film evaporator

Gasley and Charvat [21] measured the thickness
of the film on a rotating disk by the optical method
by absorbing infrared rays passing through the
transparent disk. The results for the average
thickness of the film are 2-3 times lower than those
calculated using (5), with a greater deviation
observed in the field of thin films. There is no
proper explanation of this fact in ref. [21].

In the study [30], as our analysis showed, the
average film thicknesses obtained are twice as high
as the theoretical dependence.

In paper [15], experimental studies of the local
parameters of a liquid film during its flow along a
rotating disc were performed using the local
electrical conductivity method. The experimental
data on the average thickness of the liquid film
(distillate, glycerin, surface-active substances)
obtained in [15] are in qualitative agreement with
the theoretical dependence (5) for a laminar film in
the entire range of flow rate variation, disk rotation
speed and its radius. The quantitatively obtained
experimental data are by 18% lower than the
theoretical ones. At the same time, the surface
tension of the liquid did not affect the average film
thickness. For the case 10 <Qv/w’R° <10°%, a
dependence is proposed for calculating the average
film thickness:

v3
5=0, 65R(%j ©)
R°w

In Fig. 3 the dimensionless coordinates s/r and
Qv/R°»* present all experimental data obtained on

the average thickness of the fluid film on a rotating
disk. The figure shows that the experimentally
obtained character of the effect of the complex

Qv/R°»* on the dimensionless thickness /R

corresponds to the theoretical dependence for the
laminar flow (5) (curve 1) when Qv/R°»* > 107
At its lower values, the degree of influence of this
complex increases, which can be explained by the
turbulence of the liquid film.

Thus, as a result of an analysis of the actual data
on the hydrodynamics of a film, it can be concluded
that the calculation method to be used to determine
the film thickness should be clarified.

Heat transfer during film condensation on the
surface

One of the first fundamental works to deal with
mathematical simulation on hydrodynamics and
heat transfer during film condensation on a rotating
surface was performed by Sparrow and Gregg in
1959 [31]. For the problem statement the authors
used a system developed from five differential
equations: three equations of a viscous fluid motion
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written as Navier-Stokes equations, a differential
equation of energy and an equation of mass
conservation.

Fig. 3. Generalization of the experimental data on the
average thickness of the liquid film on a rotating disk:
points - experimental data [15]: 1 - calculation according
to the theoretical dependence (5); 2 - calculation
according to the empirical dependence of Gasley and
Charvat [21]; 3 - experimental data of Povarov [30].

Sparrow and Gregg [31] have used a Karman’s
variable transformation which has been applied to
the hydrodynamic problem solving for viscous
liquid flow on the rotating disk in infinite space,
simultaneous coordinates transformation  with
accepted assumptions have made it possible to
reduce partial derivatives equations systems into a
simple differential equation. For a number of Pr
wide-band (from 10 up to 10) numerical solutions
were obtained for the following dimensionless
complexes:

h .(VJOVS 025
Nu=—®) _qgoa| —Pr (10)
A cpAT/r

The next step in theoretical analysis Sparrow
and Gregg [18] made in 1960, performed
theoretical analysis of the vapor braking effect on
hydrodynamics and heat transfer of the rotating
surface film condensation. The conclusion was
drawn that the braking influence on heat transfer is
restricted by several percent and can be neglected
in the theoretical analysis.

In 1961 Sparrow and Hartnett [32] made a
theoretical analysis of the heat transfer at film
condensation on a rotating conic surface. When

o’R>>gsing (¢ is the taper angle), the
hydrodynamics of the film and the heat transfer in
case of condensation on both the inner and outer
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surfaces in the form of a cone will not differ from
the case of flowing on a rotating disk.

One of the first experiments on the heat transfer
at film condensation on the rotating surface was the
report [33] published by Chernobylskiy and
Schegolev in 1949. The device with a rotating
surface was designed as a cylindrical steam camera
with a rotating shaft placed coaxially to the
camera‘s central axis. Taking into account the
grounded assumption that the rotation radius R was
considerably bigger than the tubes diameter and
setting, thus for vertical parts the responsibility for
film flow centrifugal forces and their density were
approximately constant, the following equation was
obtained:

3
h= consti . ddR—a)r,o. (11)
d VAA

In 1960 Nandapurkar and Beatty [34] conducted
experimentation on a horizontal water-cooled
rotating disk. The experiments were performed at
condensation of vapors of organic liquids such as
spirits and refrigerants. The surface temperatures
were measured at several points along the disk
radius; the heat transfer coefficients for total surface
were calculated on the base of these experimental
temperatures. The experimental data demonstrated
heat transfer coefficients values of 25-30% less in
comparison with those predicted by the Sparrow
and Greg [31] theory for laminar condensation on
the rotation disk.

Heat transfer at steam film condensation
experimentation and film flow parameters was also
performed by Astafiev [28], Astafiev and Baklastov
[35, 36]. Tests were performed on rotating
horizontal disks with diameters of 80 and 105 mm.
The shaft rotating velocity was varied from 0 up to
2500 rpm. It was assumed for flow patterns
visualization in a special series of experiments a
colouring substance in an amount not more than 7%
of the condensate mass to be injected through the
disks center. The fluid ring appearance on the disk
edge was observed; detachment of the ring occurred
at the moment when the centrifugal forces exceeded
the surface forces.

The heat transfer coefficients data were
generalized by the equation:

Nu =1,38(Pr-K)"* (Ga)"*". (12)
3
where: Ga = a)lj :
Vv

In  dimensional form the
experimental
equation:

authors  [35]
data were generalized by the



V. G. Rifert et al.: Hydrodynamics and heat transfer in a centrifugal film evaporator

2/3 r 0,25
h=1,18[ "; ] %, (13)

Butuzov and Rifert [37, 38] presented the
experimental data on the inversed downwards
condensing  rotating  surface. The  steam
condensation experimentation was performed on a
horizontal rotating copper disk with a diameter of
0.3 m. The experimental measurements were
performed for the disk angular velocity changes
within 10 — 224 radian/s at heat flux densities from
20 up to 190 kW/m?2, The condensation had taken
place in all experiments on the disks inversed
downward surfaces.

The experiments demonstrated that at a constant
disk angular velocity the average heat transfer
coefficient at condensation decreased with both
heat flux and temperature drop increasing, so for

these conditions h(J AT %% which were typical
for a condensate laminar film flow (fig. 4).

h-107¢. MR ; I ] ;
WimK)® H”:‘;\.-\,\! T e Y
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Fig. 4. The water steam condensation average heat
transfer: Ts = 373K; R =0.125m; 1 — v = 10.9s%; 2—
51551, 3-735s% 410451 5-146s?; 6 — 200 s,

The dependence of h upon w at AT = const in
logarithmic coordinates (fig. 5) appears as a broken
line with two zones: the first one extended from 10
to 40-52 radian/s. The second zone exceeded 52
radian/s. For the first one h[] »”%*, for the second
hO . The smaller influence of w on heat
transfer within the first zone was connected with
the fact that at the slow rotation of the disk regions
situated close to the rotation axis the gravitation
forces influence on film flow was significant, so
under these forces action, drops separation from a
film took place. At w > 52 radian/s a condensate
film flow, as well as the heat transfer coefficients,
were determined mainly by centrifugal forces and
in this case the power index at w was the same as in
the Sparrow and Gregg equation (10).
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Fig. 5. The average heat transfer coefficient
dependence from disks rotation velocity by the following
different temperatures drops: 1 —AT=1K;2-4T=25
K;3-4T=4K.

Yanniotis and Kolokotsa [39] experimentally
studied heat transfer at film condensation of the
steam on an aluminium disk inversed downwards
with a smooth surface. The experiments were
conducted on a disk with a diameter of 30 cm and
thickness of 10 mm. The experiments were carried
out at a saturated vapor temperature between 45 -
60°C.

The experimental results (fig. 6) show that the
local heat transfer coefficient practically did not
vary zonally on the disk surface. It agreed with the
Sparrow and Gregg theory. The revolution rate in
the experiments varied from O up to 1000 rpm.

Heat transfer coefficient, kW/mK

0 50 100 150
Radial distance, mm
Fig. 6. Heat transfer coefficient for a temperature
drop of 4 K between the steam and the disc wall.

It was established by authors experimentation,
that the heat transfer coefficient increased with
increasing angular velocity. So if the temperature
drop (Ts — Twan) Was more than 20 K the heat
transfer coefficient increase was approximately
proportional to the angular velocity power of the
®°?°. When temperature drops decreased to 8 °C by
angular velocity, the influence increased and
became proportional to %%,

The temperature drops increase reduced the heat
transfer coefficient in power AT™ approximately,
where m varied from 0.27 up to 0.18 with the
rotation per minute increasing from 200 to 1000
rpm.
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Heat transfer during evaporation of the liquid
film on a rotating surface

The first studies that provided the formulas for
calculating the heat transfer during evaporation of a
liguid flow along a rotating surface, were
conducted by Bromley [40]. The author accepts the
laminar flow of a liquid film, which in those years
and up to the present time is accepted (without
proofs) when Re = 4G/Pu < 200 (P = 2nR).

For the evaporators studied in ref. [40], the
authors believe that for the equation Re = 4G/2nRp
= 2000 there will be a laminar flow of the liquid
film on the most part of the surface. Using the
dependence (5) for determining the thickness for a
laminar flow of a film, a well-known dependence is
obtained in the dimensionless form:

Nu=1,47Re™? (14)

Rahman and Faghri [41], using the well-known
theoretical model of heat transfer for laminar
condensation and evaporation of thin laminar films,
obtained a dimensionless dependence:

Nu=Nu"4Re;* E,2°(R/R,)  (15)

Substituting in (15) Nu“ =hs/A,
A=(v*/3gR; )]/3, Re, =us/v, U=aw’R5*/3v,
E,, =v/wR? the dependence (14) is obtained.

Theoretical solutions on how to calculate the
heat transfer and general heat transfer at the time of
the evaporation of a liquid in a film on a rotating
conical surface are presented in ref. [42-44]. The
following dependencies are obtained:
he 1 J‘X A

X—L Ju [3(Qf _Qe)le/a (16)

3
{2ngxsinﬂcosﬂ(mj+ 27x%w’ sin® ﬂ} dx
P

The novelty of the dependence (16) is in the
presence of a term in the formula

27gxsin fcos ﬁ(p—pvj, In real centrifugal
Yol

evaporators, this term is smaller than the centrifugal

acceleration term 27x*@’sin® £, even for small

angles £ =~ 10°, which occur in ref. [42-44]. If we

exclude the term Zﬂgxsinﬂcosﬁ[p_pvj from (16),
P

we obtain (14).

The heat transfer coefficients measured at the
experiments in [42-43] during evaporation and
condensation for water, solutions of NaCl and sugar
solution differed both in the values of h (by 15 ...
30%) and in the character of the effect of the fluid
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flow. The coefficient of heat transfer did not
decrease with an increase in the fluid flow rate
(Rein), which follows from the authors' theory
(formula (16)), but tended to increase (Fig.7).

In all studies presented [40, 42-44], as well as in
[2, 3, 45, 46], the total heat transfer coefficient was
measured.

The first measurements of the coefficients of
heat transfer during the evaporation and boiling of
water in NaCl solutions were performed in ref. [37,
47,48].

N
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I
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/
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/

= Water

T
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)
T

. 3 v Skimmilk (11%)
\

o
I

0.0 1.5 3.0 45 6.0 7.5

Feed flow rate ( x10™° m%/s )

Fig.7. Effect of the feed flow rate on the overall heat
transfer coefficient for water, 20% sugar solution and
skimmilk in the Centritherm evaporator. Solid lines are
experimental values while dashed lines are theoretical
values. Evaporating temperature 60°C, rotating speed
146.6 rad/s, temperature difference 10K.

In the experiments [47], the influence of the
flow rate of liquid supplied to the center of the disk,
the speed of rotation of the disk w, the dimensions
of the disk, the density of the heat flux and the
evaporation temperature on the average coefficient
of heat transfer during evaporation and boiling of
liquids were studied. In our experiments, the
temperature of the rotating surface was measured
by thermocouples through a current collector. The
temperature of the cold junctions was measured
using a semiconductor thermistor fixed to the
current collector rotor. Cold junctions together with
the thermistor were qualitatively insulated. This
ensured the possibility of obtaining reliable
experimental data that are in good agreement with
the theory for laminar and turbulent flows of a
liquid film. Since only average heat flux could be
measured in the experiments, it was not possible to
evaluate experimentally the local (by the radius of
the disk) heat transfer coefficient.

Figs. 8 and 9 [37] show the effect of w, G and q
on the average heat transfer coefficient. The main
feature of these data is the absence of a laminar law
of influence of G (Re) on h, which contradicts the
models of a purely laminar film (h ~ Re?),
accepted in refs [40-42, 49]. This fact was noted in
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the study [50], in which the author assumes that
given the certain rates of fluid consumption and the
small disk sizes Re can reach values at which the
film will be turbulent. Using the two-layer model of
a turbulent film described in the studies of
Kutateladze [51], the author of [50] presented a
dependence for the average heat transfer during
evaporation of a liquid film, which takes into
account the effect of turbulence on a disk with a
radius of R < R¢r and laminar flow with a radius of
R > Rer (formula (14)).

h, kW/mzK 40

G, kg/h

Fig. 8. Influence of the feedwater flow G on the heat
transfer during the evaporation of the liquid film on a
rotating disk at different rotation speeds w: 1 - w = 21
rad/s; 2 - w = 52 rad/s; q = 6,6-10* W/m?; 3 - » = 105
rad/s; g =9,6-10* W/m?,

o, kKW/(m2K) 50

45

0 20 a0 60 20 100 120 140 160
q, kw/m?

Fig. 9. The effect of the rotation speed of the disk
and the heat flow on the average coefficient of heat
transfer: 1 - @ = 21 rad/s; 2 - ® = 31 rad/s; 3 — o = 52
rad/s; 4 - = 73 rad/s; 5 - ® = 105 rad/s; 6 - ® = 126
rad/s.

RZ _ 2r RCZr _ RiZ
h = hlam R2 € + hturb Rz (17)

Comparison of the experimental data from [48]
with the calculations made using this formula
showed satisfactory convergence.

However, our recent studies of the effect of
turbulence in the film flow of a fluid [52] show a
more accurate possibility to estimate the heat
transfer coefficients for evaporation in a film on a

rotating surface at high liquid flow rates (i.e. for
large Re numbers).

CONCLUSIONS

A review and analysis of the state-of-the-art on
the flow of a liquid film, its evaporation and
condensation on a rotating surface of centrifugal
evaporators is presented.

1. At present time, the characteristics of the
liquid film in the field of a steady-state flow at
R >> R; for laminar and wave flows have been well
studied. It is necessary to pay attention to the
question of justifying the criterion for the transition
of a film on a rotating surface to a turbulent flow.

2. The flow of steam condensate on a rotating
surface is well studied in the field of laminar flow
and it also requires a refinement of heat transfer at
low rotations of the rotating surface, when w?R is
close to g. Also the question of condensation on a
liquid film, which, for example, takes place in
centrifugal evaporators for space missions requires
more research to be conducted.

3. The calculation of heat transfer during the
evaporation of a liquid film on a rotating surface
requires clarification, considering the real nature of
the influence of the Re number on the processes of
film condensation and evaporation.
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W3maputenu ¢ BBPTANIA CE MOBBPXHOCT (IMCK MM KOHYC) CC H3MOJ3BAT 33 KOHICHTPHUpPAHE HA TEYHOCTU B
XpaHuTeNIHaTa, (papMalneBTHYHaTa HHAYCTPUS U OMOMHAYCTpHsiTa. HamMupaTr npuiioykeHue ChIIO 32 Bb3CTAaHOBSIBAHE Ha
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HAMpaBEeH Mperyieq Ha paboTHTe BBPXY H3yYaBAHETO Ha XapaKTEPUCTUKUTE Ha TeueH (uiM (mebOeniHa, BBIHOBH
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JIaHHU 32 (QUIMOBHTE XapakTepuctuku npu R/R; > 5, koeto € oT 3HaueHHe B XpaHHUTENHATa W (apMaleBTUYHATA
HHITyCTPHSL.
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This work is devoted to the experimental studies aimed at increasing the efficiency of horizontal tube condensers
by strictly accurate evaluation of heat transfer and regime parameters in various condensing refrigerants in the
horizontal tubes of such devices. The unique measurements of heat fluxes and heat transfer coefficients local by
circumference were carried out during condensation of Freon R-22 and steam which varies over a wide range of the
main regime parameters (G, x, g, Re)). The improved model of film condensation inside the horizontal tubes for prediction
of heat transfer with application of the results of numerical solutions of Bae et al. is suggested. In this model more precise
definition of the interphase friction coefficient as the main parameter crucial for condensation is given. This more precise
definition contains experimental substantiation of By — prediction for calculation of pressure losses by friction and
correction P4 that takes into account surface suction at the interphase. Heat exchange predicted by the improved method
was compared with the experimental data of various authors for 13 fluids (steam, R-22, R-123, R-134a, R-245fa, carbon
dioxide, propylene, propane, ether, isobutene, refrigerants FC-72, Novec®649, HFE-7000) in annular and intermediate
modes. Good agreement of the experiments with calculations (divergence within 25%) proves the correctness of the

proposed method for both laminar flow of condensate film and turbulent flow.

Keywords: Film condensation, Heat transfer, Plain tube, Friction coefficient

INTRODUCTION

In modern air conditioning  systems,
refrigeration and heat pump plants, in the
technology of seawater evaporation and power
systems  heaters, the process of vapour
condensation is carried out mainly inside the
horizontal tubes and channels. Heat exchange
processes occurring in condensers of this type have
a significant effect on the overall energy efficiency
of these systems. The difference in temperature
between the condensing and the cooling fluids and
the loss of pressure of these fluids affects the rate
of entropy production in the condenser, and hence,
the exergy efficiency factor (EEF) of the apparatus.

Currently, the results obtained by the available
methods and models for calculating heat transfer for
condensation of two-phase flows in horizontal tubes
differ by 50-70%. This inaccuracy is due to the
presence of a large number of parameters that affect
the heat exchange, the wide range of changes in
these parameters and the lack of understanding of
their influence on the laws of heat exchange. For
example, geometrical sizes (length and diameter of
tubes), thermophysical properties (heat conductivity,
density, surface tension and other) of condensing
fluids and operating parameters (pressure, flow, heat
fluxes), vary 10-100 times in different heat
exchangers. Inaccurate estimation of heat transfer

* To whom all correspondence should be sent:
E-mail: volodya.81.vs@gmail.com

can lead to the unjustified change in the size of the
apparatus and pressure differences, which either
increase or decrease, resulting in an efficiency
decrease. Also, the lack of accuracy of heat transfer
calculation leads to the inaccurate evaluation of the
effectiveness of various methods of intensifying the
heat transfer process during condensation in
horizontal tubes.

In view of this, it is urgent to carry out new
studies on the influence of regime parameters of the
two-phase current on the regularities of local and
average heat transfer during the film condensation
of moving vapour in a horizontal tube. These
studies will open up a possibility of developing a
new method for calculating heat transfer during
condensation of various refrigerants in horizontal
tubes of heat exchangers. More precisely, the
estimation of heat exchange and regime parameters
will make it possible to increase the efficiency of
the work of horizontal tube condensers.

Literature review

Nusselt [1] described the basis of heat transfer
during laminar film condensation on a flat vertical
surface. The Nusselt theory is used in many studies
on condensation within vertical and horizontal
tubes. Dukler [2], Bae et al. [3] and Traviss et al.
[4] developed a model of film condensation inside
tubes for laminar and turbulent flow of condensate.
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The results of the theoretical solutions in [2-4] are
presented in the form of graphs Nu=f(B, Rei, Pr).
Rifert and Sereda [5,6] analyzed more than 20
theoretical methods and correlations for heat
transfer prediction during different modes of
condensate film flow. In [5,6] it is shown that all
theoretical solutions give results close to the theory
of Bae et al. [3], despite the use of different models
of turbulence. Rifert and Sereda [5,6]
recommended the method of Bae et al. [3] as the
most correct theoretical method for heat transfer
prediction in annular flow of the phases.

Different authors have proposed a large number
(over 60) of empirical dependencies for calculating
heat transfer when condensing in tubes. Reviews of
such dependences are given in many papers, in
particular in [6-10]. In [10] Rifert et al. compared
the most commonly used formulae of Thome et al.
[11] and Shah [12] with the formula of Ananiev et
al. [13]. As shown in [10], the model of Ananiev et
al. [13] is one of most successful relationships for a
generalization of experimental data on vapor
condensation inside horizontal and vertical tubes in
a wide range of G, x and refrigerant physical
properties.

In the experimental studies of condensation
inside the tubes, beginning with the work of Tepe
and Mueller [14] up to present time, the coefficients
of heat transfer are averaged over a certain length
of the tube. Providing in the experiments relatively
small changes in the vapour content Ax, the authors
assume that they measure local heat transfer
coefficients. This is true for a vertical tube, but not
always suitable for condensation inside a horizontal
one. In most of the experimental work there is no
comparison with theoretical calculations [1-4].
Comparison of experimental data of different
authors with different empirical dependencies was
carried out by Rifert et al. in [6,10]. The authors
[6,10] showed that over 60 empirical correlations
for heat transfer prediction reveal significant
discrepancies with experimental heat-transfer
coefficients. The best convergence with the
experiments of different authors have the
correlations by Thome et al. [11], Shah [12] and
Cavallini et al. [15]. In these correlations all
included complexes are selected by intuition,
without any  theoretical or  experimental
substantiation.

Experimental coefficients of heat transfer are
compared with the theory of film condensation only
in a small number of the considered works. In these
works, there is a large discrepancy between
experimental data and theory. The reasons for such

discrepancies are due to the incorrect determination
of the boundaries of the film flow regimes and the
inaccurate estimation of the tangential stress
(friction coefficient). In this regard, various authors
have proposed dozens of different models and
dependencies for calculating heat transfer during
condensation. In these cases, there is often no
justification for new dependencies, based on the
physical nature of the condensation process. Also,
there is a disagreement between different
dependencies with different experiments, and lack
of limits of the suggested methods application.

Based on the nature of the condensation process,
and new experimental data of the local heat transfer
coefficients, the methods for determining the
tangential stress on the vapour and film boundary
are substantiated. That made it possible to improve
the film condensation model and calculate the heat
transfer inside the tubes under the effect of vapour
velocity in the laminar and turbulent regime of the
condensate film flow.

Test facility

The detailed description of the experimental
apparatus and method of heat transfer investigation
during film condensation of moving vapour inside
horizontal tube can be found in Rifert’s previous
publication [16]. The apparatus included
evaporator, test section, condenser to condense
vapor downstream, inspection sections, pressure
and temperature gauges at the inlet and outlet of all
condensation sections, and condensate flow meters.
The test section (Fig. 1) consists of two defining
sections 1 and 2, two working sections 3 and 4, as
well as sites for visual observation 5, and is
designed to study the local coefficients of heat
transfer over the length and perimeter of the normal
cross-section of the horizontal tube during the
condensation of different refrigerants in the tubes
by the thick-walled method.

Defining sections 1 and 3 are intended to
change the vapour content in the working sections,
which allows modelling the process of
condensation in tubes of different lengths at
different massive vapour velocities. Both defining
sections are made in the form of a heat exchanger
"pipe in a pipe" with the length of | = 0.8 m. All
sections are located on the same axis and have the
same internal diameter of 17 mm.

The basis of working sections 2 and 4 shown in
Fig. 2 is a segment of thick-walled tube with
internal and external diameter of 17 and 80 mm
respectively. The material used for the sections is
brass brand LS-59. The section length is 96 mm.
On the outer perimeter, the sections are surrounded
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by a ring cavity, in which water is supplied for
cooling.

Changing the flow of cooling water allows
getting different values of heat flows in the work
areas. The condensation temperature at the input to

the first defining section was measured using a
thermocouple. The obtained value was controlled
by a thermocouple installed in the second working
section.

P ~ s 5
0 2 Oaah e
Y e o B VY N two
4 -) phase flow
A & [ ke outlet

— 7 @

coaling water

Fig. 1. Schematic view of the tested section: 1, 2 — defining sections; 3, 4 — brass working sections; 5 — inspection
section; T — thermocouple
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Fig. 2. Drawing of the brass working section: 1...10 — channels for locating thermocouples

To determine the temperature distribution in the
wall of the work sections, chromel-collier
thermocouples were used, which were placed
inside the wall of the working sections at the
diameters di = 23 mm i d> = 74 mm in the axial
channels with angular coordinates ¢ of 0, 45, 90,
135, 180 ° (Fig. 2).

The greater part of the experiments was carried
out at local temperature differences in the wall and
between the wall and the vapour above 8 °C and 4
°C, respectively. In this case, the temperature
gradient in the wall in axial direction was much
lower than that in adial direction. Such results
indicate that the two-dimensionality does not affect
the temperature distribution in the wall of the
working sections. To calculate the local values of
the coefficients of heat transfer a, local linear heat
fluxes qi, specific heat fluxes, assigned to the inner
surface of the tube q,, and the temperature on the
inner wall of the tube t, were determined based on
the dependencies:

60

qzz%”(ti_tj). _9.
' In(d,/dy) T zd’
q 1 4. q
t, =t +——In=L; =—t
Yt x24 d %o (t,-t,)
where A, — coefficient of thermal conductivity of
the working section; i, j - numbers of

thermocouples on the diameters d; and d.
respectively (Fig. 2).

Average by the perimeter, but local by length of
the tube, the values of thermal flows q, and heat

transfer coefficients a_q) were determined by the
formulae:

aw =Tq¢d¢, a, :_Ta(pd@
0 0

The basic parameters of the two-phase current
in all sections of the experimental area and in the
condenser were determined by solving the
equations of the material and thermal balance
recorded for each section in which steam
condensation took place, as well as for the



V. G. Rifertet al.: Restoration of correctness and improvement of a model for film condensation inside tubes

capacitor. The range of change of these parameters

is shown in table 1.

Table 1. Main operating conditions during condensation tests.

Fluid ts, °C G, kg/(m?-s) Local vapor quality x AT, °C q, KW/m?
Steam 100 9-54 0.98-0.4 8-22 40-320
R-22 40 11-300 0.24-0.99 4-10 5-50

To prove the accuracy of measuring the local o,
the study was carried out for turbulent fluid flow
inside a smooth tube provided that hydrodynamic
and thermal stabilization were carried out in the
adjacent layer. Under these conditions, the
temperature of the walls of the working sections,
the temperature fluctuations and local heat fluxes
almost did not change along the perimeter of the
tube, as it should be in the case of fluid flow
through a complete section inside the tube.

The control and measuring equipment and the
applied method of conducting experiments allowed
determining the coefficients of heat transfer with a
mean square error of = 8%. The maximum
imbalance of the material and thermal balance of
the experimental setup for all conducted studies
was 3 and 7%, respectively.

17

Fig. 3. Dimensionless local heat transfer coefficients
from Bae et al. [3] at Pr=1.

As Rey increases the heat transfer (Nu) decreases
at the beginning and then depending on Pr; value a
wide (at low Pr; numbers) or a narrow (at high Pr;
numbers) region of independence upon Re; followed
by increasing Nu is observed. In the region close to
laminar flow of condensate film (Re; < 100+200)
the effect of Pr is negligible and in some regimes
(Re< 100 and g > 50+100) is generally absent. It is
true for a laminar flow. At turbulent condensate
flow in accordance with the theory the heat transfer
intensifies, as Pr; grows.

Substantiation of the choice of theoretical
dependencies

For annular phase flow by Bae et al. [3] the,
results of the calculations are represented in
dimensionless terms as:

1)

Nu, = f (83, Re,, Pr,),

where  Nu, :a(vf/g)m/&, p=C,Fr/2 and
Re, =4Re, are given in [3].

These correlations are plotted in [3] for numbers
Pr; from 1 to 5. In Figs. 3 and 4 such diagrams are
plotted for Pr, = 1 and Pr; = 5, respectively. The
analysis of correlation (1) makes it possible to note
the following features of heat exchange that could
be laid down in the improved calculation method.
In the region of low values of Re, heat transfer
decreases with increasing Rej;, while the degree of

and Re; impact corresponds to Nusselt’s theory of
laminar film condensation [1].

.rf/r

7

=

A

Ny =;

Fig. 4. Dimensionless local heat transfer coefficients
from Bae et al. [3] at Pr=5.

The results of calculations by the formula (1)
correctly reflect the nature of the condensation flow
of the moving vapour inside tubes and channels,
only when the influence of gravity on the film of
condensation can be neglected. For horizontal
tubes, these conditions correspond only to the
annular mode of phase flow.

The conducted experimental studies showed that
even minor asymmetry of the condensate flow in
the upper part of the tube leads to a change in the
wave and turbulent characteristics of the film and
affects the distribution of local heat transfer
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coefficients, therefore the accuracy of the obtained
results depends on the correct evaluation of the area
with the annular mode of phase flow. The method
of Rifert et al. [17] was used to determine the
boundary conditions and the boundary value of the
correlation of friction forces z and the gravitational
forces = based on the obtained experimental data
was corrected. The following criteria for
determining the limits of flow regimes were
obtained:

at 7 /z,>10 —annular flow; (2
at 1<z, /z, <10 — intermediate flow; (3)
at 7, [z, <1 —stratified flow, 4)

where 7, =C, p,W. /2; 7, = p,g5.

The value of the film thickness & was calculated
by the equation:

5" =0V, (Tf /,0| )0.5’ ()

where the dimensionless thickness of the film
6" depends on the value of Re; number:

Re, <50, &' =0, 7071Re,°’5; ©6)

5000

< Fluid: R22

0 1000 2000 3000 4000 5000
Olexp, Wl(mz- K)
a) Fluid: R22

50 <Re, <1125, & =0,4818Re;"** . )
Re, >1125, &' =0,095Re’*" ®)

To compare the experimental values of the mean
by the ¢ coefficients of heat transfer obtained in
this paper on the basis of the theory of Bae et al.
[3], sample points were selected which correspond
only to the annular or intermediate phase flow
modes according to (2)-(4).

The value of the theoretical number Nu, was
calculated on the basis of the interpolation of the
graphs Nu = f (3, Re,, Pr;) from the works [3]
(in this work, spline interpolation was used by the
values of Rej, Prii B, in the Mathcad package). The
parameter P, was determined by the following
formula for the single-phase flow:

;Bo = C_/o FI’[/Z , 9)
where C, =0,079/Re’* at Re, <10°;
C, =0,046/Re’? at Re, >10°.

The results of this comparison are presented in
Fig. 5.

50000

40000 -

Nx- AFluid: steam A 25%
£
= 30000 -
?Z 1T A &
8 20000 .. Lo
g A A

T B A

e ﬂgmgff

10000 A
o b 7
0 10 000 20000 30000 40000 50 000

atexp, W/(m?K)
b) Fluid: steam

Fig. 5. Calculated vs. experimental heat transfer coefficients: predictions by Bae et al. [3] theoretical model.

Table 2. Statistical comparison of Bae et al. [3] theoretical model with experimental data (in %)

R22

Steam

Statistical comparison

G=300+119 kg/(m?)
x=0.99+0.56; ¢=50+5 kW/m?

G=54+9 kg/(m?s)
x=0.98+0.4; g=320+40 kW/m?

e4 13.9
€Rr -11.3
ON 12.2
Percentage of predicted points
lying within £25% error bars 77

38.5
-37.6
14.2

18

The statistical comparison of the theoretical
model of Bae et al. [3] with the experimental data
is summarized in Table 2 which presents the mean
absolute deviation ea, the average deviation eg, and
the standard deviation, on, given in Egs. (10)—(12),
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respectively, along with the percentage of predicted
points lying within +£20% error bars.

€A :]‘/nzloo‘(acalc - aexp )/aexp ' (10)
e, =1/n Zloo[(aca,c ~a,,) /aexp] . (1)
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o\ = [J/(n —l)Z(e—eR)ZT'S. (12)

where e =100[ (@, — @y ) /@y | N — NUMber of

calculation points.

Figure 5 and table 2 show that the greatest
discrepancy is observed for the case of steam
condensation. For freon R22, part of the data at
Re~2300+970 exactly matches the theory.

Such a deviation of the experimental data from
theoretical calculations can be explained as follows.
The calculations by the theory of film condensation
essentially depend on the method of determining
the loss of pressure on friction, and, accordingly,
the friction coefficient Cs, which is included in the
dependence (1) for the calculation of heat transfer.
As noted in [6,18], none of the available scientific
works have a sufficiently precise idea of the nature
of the effect of friction force condensation on the
boundary  between phase separation. The
determination of the friction coefficient C; for a
single-phase flow by the formula (9) is valid only if
the value of the Lokart-Martinelli Xy parameter is
approximately zero. In this case, as follows from
the numerous calculated dependences of works
[19,20], the friction coefficients in single-phase and
two-phase streams will be the same. However, in
annular and intermediate flow modes, the value of
the parameter Xy can reach nonzero values. In
particular, in this paper, when performing
experimental studies, the value of the parameter X
varies from 0.005 to 0.24. As the experiments have
shown, with these values of Xy, the two-phase flow
begins to affect the friction coefficient Cs, which
leads to the increase in the parameter B, and local
and medium heat transfer coefficients, respectively.
In addition, as a result of experimental studies of
local heat transfer coefficients, the growth of o,
with the increase in the heat flux was noted, which
is not taken into account in formula (1) and other
well-known  methods for calculating film
condensation [11,12,15].

Therefore, in order to improve the coordination
of the theory [3] with the experimental data
obtained, in this paper it is proposed to take into
account the influence of the heat flux and the
parameters of the two-phase flow on the parameter
B, which characterizes the effect of the interfacial
friction force tr on the heat transfer.

Investigating the influence of the two-phase flow
parameters on average heat transfer

The two-phase flow is characterized by such basic
parameters as the mass velocity of the vapour G, the
vapour content x, the vapour density py, and the

density of the liquid pi. In this paper, the influence of
these parameters on heat transfer is recommended to

be taken into account by the parameter /3, :

ﬁv = ®3ﬂ0 (13)
where ®? - correction complex for taking into

account the influence of the two-phase flow.
The dependence for the calculation of @2 was

selected, based on the analysis of experimental data
on average heat transfer obtained when condensing
refrigerant R22 to the annular and intermediate
regimes. In these studies, the input mass speed of
the couple ranged from 119 to 305 kg/(m?s), and of
vapour content — 0.99 to 0.56. All experiments

were performed for the same @ but for variable G
and x. This procedure allows examining the
specific impact on heat transfer of vapour velocity
and vapour content at constant value or small
changes of other characteristics.

To calculate the parameter ®2 four known
formulae were used, which are presented in the
works [21-24]:

from [21]: ®2 =1+9,4X % +0,564X2*; (14)

from [22]:
0,75 2
o =l1+05— S 05} xo=l ;  (15)
9dp, (A -p)"
from [23]: @] =(1+2,85X;* )2; (16)
from [24]: ®2 =1+CX, + X}, 17)

where
C= 21{1_e(1—0,28800‘5)}{1_ Olge—o,ozpr‘ts }Y n=1-0,7e %

_9(p-p) g Gx
- -

o Jodp, (o -p)

The results of calculating parameter ®> from

the experimental data using the formulae (14)-(17)
are shown in Fig. 6. It shows that the value of the
®2 complex significantly changes depending on
the formula for its calculation and it is impossible
to choose the best among them. Therefore, the
experimental values of the mean values by ¢ heat
transfer coefficients with the theoretical calculation
(1) are compared. The number Nu is determined by
the values Re;, Pr; and Bv. The coefficient By is
calculated by the formula (13) using the
dependences (14)-(17) to determine the complex
®’. The results of the comparison are shown in

Fig. 7.

Bo

63



V. G. Rifertet al.: Restoration of correctness and improvement of a model for film condensation inside tubes
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Fig. 6. Variation of ®? with x: 1 - @2

calculated by equation (14); 2 — by (15); 3 — by (16);
4 — by (17).

As it can be seen from Fig. 7, using the formulae
(14) and (15), with the increase of parameter o2 the

values of heat transfer coefficients are overestimated
by 50%. The calculation of o2 by the formula (16)

practically does not affect heat transfer. The best
correlation between the experiment and the
calculation is provided by the formula (17), which
permits to summarize all data with an accuracy of +
20%. Therefore, the dependence (17) is

recommended to be used for determining the S,

coefficient by (13).

Consequently, the effect of the two-phase
condensation current on the heat transfer is
recommended to be taken into account by the

correction of 3, by the formula (13), which makes

it possible to use the theory (1) to calculate the heat
transfer in the case of condensation of freon R22 not
only for the annular, but also for the intermediate
phase flow with sufficient accuracy (+ 20 %).

Investigating the influence of heat flux on the
average heat transfer

The effect of the heat flux on the hydraulic
resistance and heat exchange in two-phase flows
under phase transformations is theoretically
justified in [25,Error! Reference source not
found.] and is explained by the phenomenon of
suction of the condensate mass into vapour in the
adjacent layer. In [25] it is shown that at a relative

rate of suction j=0q/rGx>10", the hydraulic

resistance of the friction coefficient C¢ at the
boundary of the phase separation increases in
comparison with the resistance of the single-phase
flow (Cg) and is described by the formula:

C,/Cy =1+17,5Re)” j. (18)
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Fig. 7. Comparison of the experimental data for R22
condensation with calculations by (1): 1 — ®? calculated

by equation (14); 2 — by (15); 3 — by (16); 4 — by (17).

In [Error! Reference source not

found.] the dependence for the definition of Ct
has the following form:

C,/C, =(1-0.250)° /(1+0.25b)™,  (19)
where b=-2q/rGxC,, .

In this case, there is a limitation of the use of the
formula (19) with b less than minus 4, when the
phenomenon of suction of the condensate mass
does not affect the C¢/Cy, ratio.

The authors of [27] suggested much earlier than
in [25,Error! Reference source not found.] the
dependence for taking into account the influence of
the heat flux on the Ci/Cy, ratio:

C, /Cy, =b/(e"-1). (20)
In this paper, the effect of the heat flux on heat

transfer is proposed to be taken into account by the
correction f;:

By =P.p,, (21)
where @, =C, /C,, — correction factor to take

into account the influence of heat flux.
The formula for determining the C,/C,, value

was selected by analyzing the experimental data
obtained for the case of steam condensation by the
following parameters: t=102 °C, G=54+9
kg/(m?s), x=0,4+0,98, q=320+40 kWt/m? which
correspond to the annular and intermediate phase
flow modes. All experiments were performed for

the same G and x, but for variable @ This allowed

to show the special effect of the heat flux on the
heat transfer at a constant value or at a slight
change in the other characteristics.

The results of the calculation of the o

parameter are shown in Fig. 8. It is seen that
calculations by formulae (18)-(20) provide values
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very close among themselves (difference within +
10%), and to calculate the coefficient 3, for (21)

one can use any of the formulae. In this work, the
dependence (18) with the limitation of the suction
effect on the boundary values of parameter b is
used less than minus 4.

The analysis of the obtained experimental data
showed that the effect of the heat flux on the heat
transfer should be taken into account with g

correction by the formula (21). This makes it
possible to use the theory (1) to calculate the heat
transfer in the case of steam condensation not only
for the annular, but also for intermediate phase

flow with adequate accuracy (+ 25%).
6,0
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4,0 8

3,0 <
4]

g2 @EQ@

Pq

2,0

o e

0,0
0 50 100 150 200 250 300 350

qever, kW/m?
Fig. 8. Variation of ®, with average by ¢ heat flux:

1- D, calculated by equation (18); 2 — by (19); 3 — by
(20).

Comparing the proposed method with the
obtained experimental data

The practical application of the developed
method for calculating heat transfer under various
condensation parameters is complicated by the
necessity of the solution of the dependence (1)
given in an implicit form. Solving the equation (1)
is possible in two ways. Graphically, using the
interpolation of graphs in Figs. 3 and 4, or
numerically. However, the numerical solution (1),

presented in [3,4] has a very cumbersome and
uncomfortable look for permanent use. Therefore,
the proposed method for calculating heat transfer
in this paper is presented in the form of a special
program, which is developed in the package
Mathcad. With the help of information technology
of "cloud" functions, the principle of which is
described in detail in [28], the developed program
is available on the Internet by link:
http://twt.mpei.ac.ru/MCS/
Worksheets/Thermal/Heat-transfer-during-

condensation-in-smooth-horizontal-tubes.xmcd and
is available for all users.

The work of this program is based on the
following algorithm:

1. Using the values of the Froude numbers Fr,
and the friction coefficient for the single-phase
flow Cp, the parameter B, is determined by the
formula (9).

2. The values of correction complexes ®’ and
®,, are calculated from the relations (13) and (21),

respectively.
3. The parameter A, which takes into account

the influence of both the two-phase current and the
heat flux on the frictional force tf is determined by
the formula:

ﬂqv :ﬁoq)iq)q ' (22)

4. The values of the dimensionless Nu number
are calculated on the basis of the interpolation of
the graphs given in Figs. 3 and 4. To do this, the
Mathcad package uses spline interpolation with
values Rey, Priand Bgv.

5. The values of heat transfer coefficient are

based on the formula a = Nu, 4, (v,z/g)_]/3 :

Table 3 shows a part of the experimental data by
average heat transfer coefficients obtained for three
different cases. The first is with the complex

d)ﬁ ~1,0, and ®;>1.6. The second, on the contrary,

is ®¢<1.2 and ®>>1,6. And the third case, when

the value of both complexes is more than 1.6.
Theoretical values of Nusselt numbers Nu,, Nuy
and Nuyq, are obtained using the developed program
by the following parameters: for Nu,: Re;, Pr; and
Bo; for Nuy: Rey, Pr; and By; for Nuy: Re), Pri and

Bov. It can be seen that under the values @, <<®?

it is possible not to take into account the influence
of heat flux on the heat transfer and, accordingly,

not to take into account the effect ofCI)ﬁ , when @ a

>>®2 . Considering these two amendments makes

it possible to obtain a fairly accurate (up to + 25%)
reconciliation of calculation and experimental data.

The comparison of all experimental data
obtained with the proposed method for the annular
and intermediate flow regimes is shown in Fig. 9.
The statistical comparison of the suggested method
with the experimental data is summarized in Table
4.
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Table 3. Comparison of the experimental data for R22 and steam condensation with theoretical calculations

> q-10°W /m’] <o | Fr-107 | Lo | &0 Dy
o i 2 _ - .
Ne | Fluid | [kg/(m?s)] 210 °IW / (2K)] NUexp Rer | Ci,-10° | Nu, | Nu, | Nu,,
X
36 180 26 |1.02| 1.6
1 | Steam 0.975 42 1.26 10 59 5.25 099 | 10 | 13
26 190 15 11.02 182
2 | Steam 097 33 0.99 5.08 57 5.72 074 | 075 | 1.06
192 ) 7 1185|1.04
3 | R22 0.9 2,81 0.43 3.57 2287 391 038 | 0.43 | 0.42
232 182 8 | 21| 12
4| Rz 0.86 3.35 0.5 433 141341 335 0.4 | 0.47]0.49
139 37.3 2 | 24| 18
5 | R22 067 289 0.44 111 |5512| 4.39 035 | 039 | 0.44
36 275 8 182|257
6 | Steam 048 192 0.57 2.4 1209 | 6.28 034 | 041 | 055
6000 50000
+25% +25%, A A
5000 . 40000 :
© Fluid: R22 Ry uid: steam
= 2000 g oo,,-'o& ) i.-‘. A Fluid: st . ﬂ .
t 06 © s L 30000 ey
= P Bo . B PN
_;?:‘ 3000 oﬁ% o0 3 2000 - %fa a
§2ooo : el 3 Aftzﬁ
g 10000
1000 i
o L
0 = 0 10000 20000 30000 40000 50000

1000 2000 3000 4000 5000 6000
Olexp., W/(ml-K)

a) Fluid: R22

otexp., W/(mZK)
b) Fluid: steam

Fig. 9. Calculated vs. experimental heat transfer coefficients: predictions by the improved model

Table 4. Statistical comparison of the suggested method with experimental data (in %)

Statistical comparison

R22

Steam

G=300+119 kg/(m?s);
x=0.99+0.56; g=50+5 kW/m?

G=54+9 kg/(m?s);
x=0.98+0.4; g=320+40 kW/m?

€y 12.1
€Rr 1.1
ON 15
Percentage of predicted points
lying with in £25% error bars 92

17.1
-10.9
14.4

95

It can be seen from Fig. 9 and Table 4 that the
calculation for complexes ®? and ®, to determine

the correction g by the formula (22) greatly

improves the reconciliation of experimental data
with the proposed method.

Comparing the proposed method for calculating
heat transfer with other methods on the basis of
experimental data of various authors
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In order to confirm the accuracy of the
developed method, its verification was performed
with experimental data from the works of the
following scientists: concerning the condensation
of steam — Boyko [Error! Reference source
not found.]; freons R-22, R-123 and R-134a — Yu
et al. [30]; carbon dioxide —Kim and Jang [31];
propylene, propane, ether and isobutane — Park et
al. [32]; refrigerant FC-72 —Lee et al. [33] and
refrigerants R-245fa, Novec®649, HFE-7000 —
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Ghim and Lee [34]. The results are shown in Figs. generalizes all experimental data in the annular and
10-15, which make it evident that the developed intermediate modes of phase flow.
method of calculation with an accuracy of + 25%
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+20% |- g . ’
70000 A soo0 | AFluids: R-22, b
[ R123, R-134a A
60000 © Fluid: steam 7 — ‘
= - 7 -20% = 4000 y Ve :
¥ 50000 O | x “An B
E 1 3 A%p x| B
X 40000 < 3000 | ‘ m‘}hléﬁa -
2 s ol ®
L 30000 5 .
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3 7 .
20000 g &
1000
10000
o L 5 L
0 10000 20000 30000 40000 50000 60000 70000 80000 0 1000 2000 3000 4000 5000 6000

QOexp., W/(mz-K)
Fig. 11. Application of the improved model to Yu
et al. [30] data.

atexp., W/(m2-K)
Fig. 10. Application of the improved model to Boyko
[Error! Reference source not found.] data.
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Fig. 13. Application of the improved model to
Park et al. [32] data.

aexp., W/(m2K)
Fig. 12. Application of the improved model to Kim and
Jang [31] data.
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Fig. 14. Application of the improved model to Lee et al. Fig. 15. Application of the improved model to Ghim

[33] data.
CONCLUSIONS

As a result of the theoretical studies and the
analysis of experimental values averaged by the
perimeter of the tube of the heat transfer
coefficients during the condensation of freon R22
and steam within the horizontal tube, we can
formulate the following conclusions:
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and Lee [34] data.

1. The application of the theory of film
condensation [3] was proven to be correct when
calculating the heat transfer during condensation in
a horizontal tube for the annular phase flow regime.
The necessity of more accurate estimation of
influence, both of two-phase condensation current,
and of heat flux on the laws of heat exchange is
shown.
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2. The influence of the two-phase condensation
current on the heat transfer is recommended to be
taken into account with the parameter g =a?g, . It

is experimentally proven that the formula (17) for
calculating the complex @? is correct.

3. The effect of heat flux on the heat transfer is
expedient to be estimated by correction S, =®,f,

. In this case, the application of formula (18) is
used experimentally to calculate the parameter @, .

4. The use of complexes 5 and g for the

calculation of heat exchange by the theory of film
condensation (1) allows to generalize with
adequate accuracy (error + 25%) both the

experimental data obtained and the experimental
data of other authors for the annular and
intermediate modes of phase flow in a wide range
of changes in regime parameters. Such calculation
accuracy is not achievable for other, most
commonly used methods [11,12,15].

5. The developed method for calculating heat
transfer is presented as a program in the package
Mathcad. With the help of information technology
of "cloud" functions, this program is available on
the Internet by the link: http://twt.mpei.ac.ru/MCS/
Worksheets/Thermal/Heat-transfer-during-
condensation-in-smoth-horizontal-tubes.xmcd and
is available to all users.

Nomenclature

Bo —Bond number (=gd*(p, —p,)/ o)

C:  —friction coefficient
d  —inner diameter of tube, [m]

2 (o —p )W,

2/3
/7|2 (V| g) !
G  —mass velocity, [kgm?s?]
g - gravitational acceleration, [ms?]
| — length of the tube, [m]

Fri —liquid Froude number (=

)

vi

2\¥3
Nus — film Nusselt number,(:Z(j )
g

Pr  — Prandtl number

q - heat flux, [W-m?]

r  —heat of vaporization, [J-kg?]

Rer — film Reynolds number (=ql /(rz))

Re; - liquid Reynolds number (=G (1-x)d / z4)
Rey —vapor Reynolds number (=Gxd / 4, )

t — temperature, [°C]
w  —velocity, [ms?]
X —vapor quality

Xit  — Martinelli parameter
(=(a/u)" (P2 [A=%)1x]")
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BB3CTAHOBSABAHE HA KOPEKTHOCTTA U IIOAOBPABAHE HA MOJIEJIA 3A
OUJIMOBA KOHAEH3ALIMA B TPbbU

B. I. Pugept?, B. B. Cepena?, B.B . l'opun?, I1. A. Bapa6am!, A. C. Conomaxa’

! lenapmamenm no meopemuyno u uHOyCmpuaniio monauHHo unicenepcmeo, Kueecku nonumexuudecku uHcmunym
,,Meop Cuxopcku”, Kues, Yxpauna
2 Hayuonanen ynusepcumem no 600H0 CHMORAHCME0 U NPUPOOHO undicenepcmso, Pusne, Ypaiina

[ocrpruna va 20 mapt, 2018 r.; Kopurupana Ha 26 romu, 2018 .
(Pe3tome)

B cratusra ca pasriielaHd SKCICPHUMEHTAJIHUTE W3CIACIBAHUS, LN YBEIMYaBaHEe Ha C(PEKTHBHOCTTA Ha
XOPHU30HTAJIHN TPHOHH KOHICH3aTOPH Ype3 MHOTO TOYHA OICHKA HA TOIUIONPEHOCAa M PEKUMHHUTE MapaMeTpH MPH
KOHJICH3MPAaHE Ha Pa3JIMYHU OXJIAJWUTCIIH B XOPU3OHTAIHUTE TPHOM HA YCTpOWCTBATa. YHHKATHHTE M3MEPBAHHS Ha
TOIUTUHHHTE TIOTOIU ¥ KOS(UIIMEHTUTE Ha TOIUIONPEHOC ca MPOBEJCHH MpH KoHAeH3aus Ha Freon R-22 u BogHa mapa
B IIMPOK MHTEPBAJ Ha pexkumuunTe napametpu (G, x, ¢, Rej). [Ipeanoxen e mompodpeH Moen Ha (UIMOBA KOHICH3AIINS
B XOPH30HTAJIHUTE TPHOU 32 Mpe/ICKa3BaHEe Ha TOILIOMPEHOCA C M3IOJI3BaHE Ha PE3yATATUTE OT HU(PPOBUTE PEIICHUS HA
Bae et al. B to3u mozen e aebuHHpaH MO-TOYHO MEXKIY(Pa3HUAT PPUKIHOHEH KOS(DUIIMEHT KaTO OCHOBEH MapaMeThp,
orpezessi KoHaen3anusra. [lo-rounara neMHUNNS BKIIOYBA eKCIIEPUMEHTAIHA 000OCHOBKA HA MPE/ICKa3BaHETO Ha fq 32
W3YMCIsIBAaHE Ha 3aryOMTe B HAJATAHETO OT TPUEHETO M KOPEKIHMATAa Ha g, KOSATO B3eMa IpeJX BHA HOBBPXHOCTHOTO
3acCMyKBaHe B M AMHHATA (Pasza. Torioo0MEeHbT, MPEACKa3aH OT MOJOOPSHUS METO/I, € CPABHEH C EKCICPUMEHTAITHUTE
JaHHA Ha pas3iM4Hd aBTopW 3a 13 Teunoctw (BoxHa mapa, R-22, R-123, R-134a, R-245fa, BwriepomeH auokcu,
NPOINHUIIEH, MPONaH, eTep, u300yreH, oxmazurenn FC-72, Novec®649, HFE-7000) B NpbCTEHOBUIHM U MEXIMHHH
pexumu. JIoOpOTO CHBIIAJEHHE MEKIY E€KCIEPUMEHTHTE M WM3YMCleHusTa (pasnuyue B pamkure Ha 25%) nokas3sa
KOPEKTHOCTTA Ha MPEIJIOKEHHS METO/I [IPY JIAMUHAPHH U TYPOYJICHTHHU IMOTOIX Ha KOHACH3ATHUS (DHIIM.
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Mathematical modelling of heat and mass transfer processes in wastewater biological
treatment systems
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In this paper, a mathematical model is presented for wastewater biological treatment of multicomponent pollutants.
The proposed model includes a simulation of the wastewater clarification in the clarifier; simulation of the wastewater
aerobic treatment in the porous medium; numerical-asymptotic approximation for solutions of spatial model problems of
the wastewater aerobic treatment; simulation of singularly perturbed processes of convective diffusion, taking into
account mass transfer and temperature regime; computer modeling of the wastewater biological treatment process in the
aerotank regenerator.

The idea of perturbation theory is used for constructing a mathematical model of an appropriate nonlinear problem
(this theory is based on the consideration of new factors and effects, by perturbing the output, well-known backgrounds,
but not by solving new appropriate intricate modeling problems). The relevant processes, such as “filtration-convection-
diffusion-heat and mass transfer”, are considered in the media (one connected areas, bounded by equipotential lines and
flow lines), which can be deformed depending on the certain process characteristics. This, by turn, predetermine the
process nature, i.e. there is a mutual influence of the medium characteristics and the process. Filtration flow is regarded
as a certain background for the convective transport of soluble substances (pollutants), taking into account small diffusion
effects.

Based on the above, a mathematical model of the wastewater aerobic treatment, taking into account the interaction
of bacteria, organic and biologically non-oxidizing substances in conditions of diffuse and mass-transfer disturbances and
the influence of temperature regimes, has been constructed.

Keywords: mathematical model, temperature regime, wastewater aerobic treatment

INTRODUCTION

Domestic wastewater contains pollutants of
mineral and organic origin, while industrial one differs
both in composition and concentration, depending on
the region. Regardless of the type, the wastewater
needs to be cleaned, because it contains pollutants that
significantly exceed the permissible concentration
levels. To prevent the harmful effects of impurities on
the environment, the filter systems that provide
acceptable contamination levels are used.
An effective tool for studying the operating modes of
such systems and optimizing their parameters is
mathematical modeling. In this regard, there is a
problem of the creation and implementation of an
adequate mathematical model that reflects the physics
of phenomena occurring in the systems of biological
wastewater treatment. The aim is to develop a
mathematical model of the process of biological
wastewater treatment, enabling to predict the
manufacturing process wastewater treatment in more
detail taking into account the temperature regimes,
that further enables the implementation of automated
control over the process of effective deposition of
impurities in biological filters depending on the
output data of the aquatic environment, the

* To whom all correspondence should be sent:
Email: a.p.safonyk@nuwm.edu.ua
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improvement of these systems in accordance with the
accepted conditions and criteria, as well as the
possibility of finding an effective combination of
wastewater biological treatment schemes with the
systems of energy recovery from wastewater
treatment (e.g. heat pump installations).

LITERATURE REVIEW

In recent years, a large number of scientific
researches on the issues of modeling and automation
of biochemical wastewater treatment have been
carried out. These studies have considerably
expanded the concept of water purification, heat and
mass transfer, influence of variable parameters
necessary for automatic control over output
information, and also defined certain principles for
the construction of schemes and automation tools.

In some models, wastewater treatment is
considered as a technological process with the
features of mechanical structures without taking into
account the dynamics of time changes of the filter
effective operation, in others — interconnections of
active sludge and impurities without taking into
account the system of interacting parameters, or a set
of equations that does not take into account the
interconnection between parameters, which are
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clearly expressed in experiments and play an
important role.

However, most of these works do not take into
account the influence of the environmental
temperature, which is one of the main factors
affecting the occurring of reactions.

The combination of the above shows the
relevance of this work, which is to develop a
mathematical model of the process of wastewater
treatment from pollutants, which takes into account
the interaction of bacteria, active sludge and
impurities, as well as temperature regime. The next
step is to study the model using computer simulation
to calculate the optimal parameters of the
technological process [1-9].

FORMULATION OF THE PROBLEM

It is necessary to consider the process of treating
liquids of organic impurities. According to the
literary sources, the following stages of wastewater
treatment of pollutants are distinguished:

- decomposition of organic contamination by
bacteria;

- growth and death of bacteria;

- production of "young" bacteria by active sludge;

- the transfer of impurities to a biologically non-
oxidizing substance.

To describe the dynamics of changes in the
concentration of pollution, taking into account the
influence of activated sludge on the absorption of
impurities, there is used the equation of the type [10]:

oC, oC, 0°C,
oy Ve ax BC,BT + D, Pl (1)

where £ is the coefficient, which takes into account

the design features of the aerotank, the flow rate of
the liquid and the absorption of the substrate in
accordance with the bacteria activity;

C. is the concentration of i-th contamination in

1
water;
T is the temperature of the aerotank;

V. is the velocity of the substrate movement;

D, is the diffusion coefficient.

Given that the bacteria move along with the
contaminated substance in the porous medium, and
also settle down in the lower part of the aerotank in
the form of active sludge, the following equation for
the growth, death and transfer of bacteria taking into
account the biological need of oxygen is arrived at:

oB oB o°B
—=Vv,—+ [BBKTK, +w, + D, —, (2
or  °ox p S @)

where B is the concentration of activated sludge;

Kg is the coefficient of oxygen and bacteria
absorption;

W, is the rate of active sludge accumulation
according to the adequacy of the model;

Vg is the velocity of activated sludge movement;

D, is the diffusion coefficient.

In order to improve the efficiency of the process
and ensure optimal living conditions of bacteria,
oxygen is additionally introduced, and the equation
describing the dynamics of this process has the
following form:

LS =V, LS + KT +
ot OX
2K ®3)
+Ky -C- (K, —K)+w, + Dy =z
X
where K is the oxygen concentration, necessary to
maintain the best bacterial absorption of

contamination;
Ky is the coefficient of mass transfer of oxygen;

K, is the concentration of saturation of water with
oxygen at given temperature and pressure;
W, is the rate of absorption of the oxygen substrate;

V. is the oxygen flow rate;

D, is the diffusion coefficient.

The basis for the thermal calculation of a biofilter
is the equation of the thermal balance of its water
mass, which takes into account the following
components of heat fluxes:

1. The inflow of heat in a biofilter with a
circulation loss of heat input incident, with the
outflow of heat supplied to the aerators.

2. The inflow of heat due to the absorption of total
solar radiation.

3. The outflow of heat with water at the outlet of
the biofilter.

4. The loss of heat due to evaporation.

5. The loss of heat due to convective heat
exchange between water and air.

6. The loss of heat due to effective radiation of
water surface.

Since the processes occurring in the aerotank
(Fig. 1) occur with the release and absorption of
energy, the law of thermodynamics is used:

Qin + Qheat - Qw + Qbot -
_Qair - Qevap _Qout =0,
where Q,, is the amount of heat coming from the

input water;
Quear 1S the amount of heat given by the air;

(4)
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Q, is the amount of heat lost through the aerotank
walls;
Q,,; is the amount of heat given to the heating of the

earth through the bottom of the aerotank;
Q,;, Is the amount of heat given to the air on the

surface of the water in the aerotank;

Qup 1S the energy of heat that will be emitted for
evaporation;

Q. Isthe residual heat that will be removed with the
outflowing water.

ea
%000 000000 000000 oo

*3833*3&;: +8§§§8

oL ST AR

Fig. 1. Thermal balance of aerotank

To determine the energy supplied by the
temperature of the incoming water, the formula is
used (5):

Qin =Cw'rn(-rin _T)’ (5)
where T, K is the water temperature in the aerotank;

c

is the specific heat of water;

w !

m, kg is the mass of water in which heat transfer
occurs;
o2 k—% is water density;
m
V =1-h-b,m’ is the volume of the aerotank;
[, m is the length of the aerotank;
h, m is the height of the aerotank;
b, m is the width of the aerotank;
T,,, K is the temperature of the water incoming into

the aerotank.
The amount of heat transferred from the air is
described by Fourier's law:

Qheat = _ﬂ’p ’ grad Tair -h-b, (6)

is the coefficient of thermal

where Aoy = ”
m .

conductivity of air;
T,,, K is the air temperature.

But since heat is supplied only in certain areas of
the aerotank, the function that describes the amount

of heat provided from the outside will look like (7),
72

where we additionally multiply by 2 the area of
interaction, because heat is absorbed by water,
located on both sides of the point of heat supply:

Qheat :_ﬂ’p'grad Tair'h'b'za x=20-n; (7)
Qheat = O, X# 20 n.

where x,m is the coordinate along the aerotank in
which the coolant is supplied:;
n=1 2,3, ...,k are natural numbers.

The loss of heat through the walls of the aerotank
is determined by the equation (8):

A
Q=2 (Tuer ~T) S0 (8)

aver

where 4, LK is the coefficient of the wall thermal
m-

conductivity;
o, m is the wall thickness;

T,er» K is the average temperature of the air that
surrounds the aerotank;
S, =2:1-h,m? is the area of the aerotank's lateral

surface through which the heat is lost.

The transfer of heat through the bottom of the
aerotank to the soil is similar to the formula (8), given
that the temperature of the earth is less than the air
temperature.

Qbot = ﬂ : (Tearth =T ) ’ Sbot J (9)
O

where T_.., K is the average temperature of the
earth;
Sy =1-b,m* is the area of the bottom surface

through which the heat is emitted to heat the earth.

The transfer of heat from water to air through the
aerotank surface is described by Newton-Richman's
law:

Qair :a'(Taver _T) F '

is the heat transfer coefficient of air;

(10)
where «, ZL
m”-K

F =1-b,m? is the surface area of the water through

which the heat is emitted to heat the air.

The energy of heat that will be emitted for
evaporation can be described with the equation (11)
from the work [11]:

1 dl
Qevapzae'(es_ez)'sbot"'p c &v (11)

“w

where  «,, is the coefficient of heat

m? - mbar
transfer by evaporation;
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e, m?-mbar is the maximum water vapor moisture,

which corresponds to the average temperature of the
water surface;
e,, m?-mbar is the humidity of water vapor at the
height of 2 m above the water surface;
I is the flow of solar energy;
p is water density.

The residual heat that will be removed with the
outflowing water is determined by the ratio (12):

Qout =C,m (Tout _T) | (12)

where T,K is the temperature of water in the
aerotank;
Tor K — the temperature of the water outflowing

from the aerotank.

Also, a part of the energy will be transferred along
the length of the aerotank due to the motion of water.
To do this, in addition to equation (13), we introduce
the convective and diffusive components of the mass
transfer, as well as the function of the source, which
has the following form:

K=7(Taer —Tin)- X, (13)

1 .
where , K is the rate of heat transfer along the

aerotank, depending on the environment.

Taking into account the mentioned components of
heat fluxes, as well as the corresponding dependences
(4)-(13), after carrying out corresponding
generalizations, the following equation for the
transfer of heat to the aerotank has been obtained:

2
T T T L,
ot OX OX p-C, OX

where V; is the velocity of heat motion;

=DT

+F+

D; is the diffusion coefficient;

F; is heat transfer function.

The set of differential equations (1), (2), (3) and
(14) gives complex description of the change in the
concentration of bacteria, pollution, oxygen and
temperature in the aerotank. Various interactions
between the characteristics of the environment and
the process should be taken into account by
introducing the coefficients into the corresponding
equation, which makes it possible to analyze the
processes taking place in the aerotank as a set of
interconnected influences. Proceeding from the
above, the following model problem can be arrived
at:

oC. oC. 0%C.
—t=y. — - BC.BT +D. —1L,
ot ¢ ox pC ¢ ox?
OB OB o0°B
— =V, —+ BBKTK; +W; + D; —-,
ot °ox p 5T TR oy
oK oK
E:VKa'FﬂKT-FKK'C'(KO—K)'F (15)

0’K
+WK+DK7,

2

ﬂ+vTﬂ:DTg+FT+Lﬂ;
ot OX OX p-C, OX

C|_, =Cn(t), Bl =B(),

(16)
K| _, =K, T, =T. (),
x| o B
OX |y OX |y
Kl o Tl
Xl | ooxly (17)

Cl,=Ci (%), Bl  =B"(x),

Kl_, =K'(®), T|_, =T (%),
where | is the aerotank length;
Ci(t), B(t), Ki(t), T(t), C(x), B(x),
K*(x), T"(x) given a sufficient number of times,

are the numbers of differential functions, coordinated
in the angular points of the area

G={(x,t):0<x<|,0<t<L<oo}_

The solution of the problem (15)-(17) with
accuracy O(e”“) are sought in the form of

asymptotic series by the power of a small parameter
e [12]:

CMU=%UM+2QEWM+

n+l ! (18)
+Y'€'C, (%,t)+ Re (%.t,€)
i=0
B(x,t)= B, (x,t)+ Y €'B, (x.t)+
. . (19)

+n+leiE~3i (%,t)+ R (X,t,€)

i=0
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K(x,t)=K, (x,t)+iZl:giKi (x.t)+

n+1 ! (20)
+Z$i Ki (~,t)+ R¢ (X,t,s)
i=0
T(xt)=T, (x,t)+znlgi'l'i (x,t)+
(2

n+l
+> T (Et)+ R (x.t,c)
i=0
where Ry, R, R., R, —reminders;
C(xt), B(xt), Ki(xt), T(xt) (i=0,n) —
regular part of the asymptotics;
C(&t), B(&t), K(&t), T(&t) (i=0n+1) -
function of the borderline type (correspondingly
amendments at the output of purified substance);
&=(L-x)-&" — corresponding transformations.
The solution to the corresponding model problem
(15)-(17) has been found in the form of asymptotic
series, analogous to [13]. The effectiveness of this
approach in works [12-15] has been "worked out", in
particular, with the consideration of "diffusion
contributions" on strong convection and filtration
backgrounds. The corresponding processes, such as
"filtration-convection-diffusion-heat-mass-
exchange", are considered in environments (single-
connected domains bounded by equipotential lines
and flow lines) that can undergo deformations
depending on certain process characteristics, which in
turn determines the nature of the process (that is, the
interaction of the characteristics of the medium and
the process takes place), and the filtration flow is
considered as a certain background for the convective
transfer of soluble substances (pollution), taking into
account small diffusion phenomena.

CONCLUSIONS

1. The mathematical model of biological
wastewater treatment has been developed, taking into
account the interaction of bacteria, organic and
biologically  non-oxidizing  substances  under
conditions of diffusion and mass exchange
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disturbances and the
regimes.

2. The method and the algorithm for solving the
corresponding  nonlinearly  perturbed problem
"convection-diffusion-heat-mass-exchange" are
offered.

3. The obtained results allow to forecast and
automate technological processes of biological
wastewater treatment with systems of energy
utilization of these waters (for example, heat pump
plants) in a more detailed and complex way.

influence of temperature
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MATEMATHNUYHO MO/JIEJIMPAHE HA TOITJIO U MACOOBMEHHMU ITPOLIECH B
CUCTEMMU 3A TPETUPAHE HA OTIIABYHU BOAU

A.IT. Cadonuk *, O.0. Xpununa, B.A. Bonommuyk, B.B. Cepena

Hayuonanen ynueepcumem no 600H0 u exonocuuHo undicenepcmeo, Puene, Yxmaiina
[ocrpnuna va 17 maif, 2018 r.; npuera Ha 27 1omu, 2018 r.
(Pestome)

B HacrosimaTa paboTa € mpeincraBeH MaTeMaTHdeH MOJeN 3a OMOJOTMYHOTO TPETHpaHe Ha OTMAIb4YHU BOAH,
ChIbpIKaIld MHOTOKOMIOHEHTHH 3aMbpcuTend. [IpeiiokeHuaT Mozen BKII0YBA CUMYJMpaHe Ha M30MCTPSHETO Ha
BOJIUTE B OCBETUTEN, aePOOHOTO TPETHPAHE B MOPHO3HA CPE/ia, ACUMIITOTHYHA YHCIICHA alIPOKCUMAIIUS 32 PelllaBaHe Ha
MPOCTPAaHCTBEHATA 3a/laua 3a aepOOHOTO TPETUPAHE U CUMYJIUPAHE HA CHHTYJISIPHO CMYTEHHUS MPOLEC Ha KOHBEKTHBHA
audy3us ¢ OTYMTAHE HA TOIIOOOMEHA W KOMITIOTBPHO MOJICIHMpaHe HAa OMOJOrMYHHUTE MPOIECH B aepUpaH TaHK C
pereHeparus.

Wpesita 3a TeopusiTa HA MEpTYpOALMHUTE € U3IOJI3BAaHA 32 ChCTABSIHETO HA MOJICT Ha HEeJIMHEHHa 3a1a4a (OTYuTaT ce
HOBU (pakTopu U eeKTH Ype3 CMYIIEHHs Ha U3X0/1a, HO Oe3 pelaBaHeTo Ha HOBH 3aJlauu).

3HaynMuTe mporiecd (KaTto (UITPpYyBaHE-KOHBEKTHBHA JU(PY3Us, TOIJIO-M MacoOOMEH) ca pasrieiaHd B
HeNpeKbCHaTa cpela (€IHO-CBbp3aHa 00JaCT, OrpajieHa OT €KBH-TIOTEHIMAIHU M TOKOBH JIMHWUH), KOSITO MOXE Jia ce
nedopmupa Ipu HIKOM XapaKTEpUCTUKHU Ha npolecute. OT CBOS CTpaHa TOBa MpeoIpeielis IPUPoAaTa Ha MPOLecHTe,
T.€. HAJIMIIE € B3aMHa BPb3Ka Ha XapaKTepUCTUKHUTE Ha CpeAara v Ha mporeca. OuiTpyBaHeTo ce pasriieka KaTo OCHOBa
32 KOHBEKTHBHHUS NIPEHOC HAa Pa3TBOPHMUTE BEIECTBA (3aMbPCUTENHN) NIPU ca0K AU(Y3HOHHU e(EeKTH.

Ha Ta3u oCcHOBa € ChCTaBEH MaTEeMaTHIMUS MOJICN 32 aepOOHOTO TPETHPAHE HA OTMAbYHU BOAU C OTYUTAHETO HA
BIIMSHUETO Ha OaKTepUHTE, HE-OKHCIIEMHUTE OPraHMYHH M OHOJIOTMYHM KOMIIOHCHTH B YCJIOBHSTA Ha CMYILICHHS B
nudy3usTa, TOIIO ¥ MacOOOMEHA M BIMSHHETO Ha TeMIIepaTypara.
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The process of vapour condensation from its mixture with noncondensing gas is analysed and mathematical model
for condensation in PHE channels is proposed. The model is developed with accounting for the variation of local
parameters of heat and mass transfer processes along condensation surface and features of these processes
intensification in PHEs channels. The model is accounting for the effects of plate corrugations geometry on process
intensity. The system of ordinary differential equations with considerably nonlinear right parts is solved by the
numerical method of finite differences. The solution is implemented with the software developed for personal computer.
The model validation is performed by comparison with experimental data for condensation of steam from its mixture

with air in a sample of PHE channel.

Keywords: Plate heat exchanger, condensation, noncondensing gas, heat and mass transfer, mathematical model,

experiment.
INTRODUCTION

Big amounts of heat energy used in different
industries are lost with streams outgoing to the
environment. Considerable quantities of such
wasted heat in a form of latent heat of different
condensable vapours contained in a mixture of
gases are leaving out from the processes of burning
fuels, of drying different materials and other
industrial processes [1]. The processes like volatile
organic components recovery or condensation of
ammonia from synthesis gas undergone catalytic
conversion also contain heat wasted with cooling
streams. The efficient recovery of the heat energy
in such cases requires the use of heat exchangers
capable to perform the condensation process
effectively and in an economically viable way. It is

possible with a plate heat exchanger (PHE), which
is the modern efficient type of compact heat
exchangers [2]. The PHE consists from a pack of
corrugated plates, as shown in Fig. 1. The plates are
stamped from a thin metal sheet and being
assembled in the PHE are forming robust channels
of complex geometry. The multiple contact points
between the adjacent plates enable sufficient
constructional strength of the PHE and its ability to
withstand big pressure differences between heat
exchanging streams. The considerable

intensification of heat and mass transfer in such
channels allows substantial reduction of heat
transfer area, size and weight for the same
processes as compared to traditional types of
tubular heat exchangers.

Fig. 1. The example of PHE drawing: 1 — heat transfer plate; 2 — fixed frame plate; 3 — moving frame plate; 4 —

carrying bar; 5 — tightening bolts.

* To whom all correspondence should be sent:
E-mail: sodrut@gmail.com
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1

2
i 3
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4
= i

Fig. 2. Schematic drawing of a PHE plate: 1 — heat
carriers inlet and outlet; 2,5 — zones for flow distribution;
3 — rubber gasket; 4 —main corrugated field.

For efficient and economically viable use of
PHEs in the processes of both sensible and latent
heat recovery from vapour - gas mixtures accurate
enough methods for their design are required.
Compared to heat transfer in single-phase
conditions the condensation of vapour from its
mixture with noncondensing gas is considerably
complicated by the resistance to mass transfer of
the condensing substance to the surface of plates,
where condensed liquid film additionally creates
thermal resistance for heat transfer to the cooling
stream flowing in adjacent channels. The recent
review of literature concerning the processes of
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heat and mass transfer in shell and tube condensers
for condensation of vapour from its mixture with
noncondensing gas is published by Huang et al. [3].
The substantial variation of all process parameters
along the length of the heat exchanger channels
necessitates utilization of mathematical models and
software for adequate description of the condensing
heat exchanger [4]. It requires results of
experimental research of the process local
parameters change in channels especially for the
surfaces with enhanced heat and mass transfer [5].
In the channels of PHEs the hydrodynamics and
heat and mass transfer are even more complicate
because of intricate fluid flow distribution in the
channels of complicated geometry. Compared to
smooth tubes the effect of pressure drop on
condensation in narrow channels is more important
[6]. For PHEs, due to substantial differences in
plate corrugations geometry, a number of different
empirical correlations were developed which are
adequate only for specific commercial plates in the
limited experimental ranges of conditions [7].

The accurate modelling of vapour condensation
in channels of PHEs must include accounting for
local parameters variation along the channel length
and use of reliable and accurate enough correlations
for hydraulic resistance and heat and mass transfer
[8]. Such mathematical model is presented in this
paper with its validation according to experimental
data for condensation of steam from its mixture
with air in an experimental sample of PHE channel.

FZZNNNN /NN
NN N

Fig. 3. Different corrugation forms: 1, 2 —intersection of the adjacent plates; 3 — channel cross-sections for the
sinusoidal form of corrugations; 4 — channel cross-sections for the triangular form of corrugations.

MATHEMATICAL MODEL DEVELOPMENT

The development of a mathematical model for
condensation of vapour from mixture with non-

condensable gases in channels of PHE is based on
the assumptions:

1. The parameters of hydrodynamic and heat
—mass transfer processes on increments of the
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channel are linked by the same relations as for any
length of such channel with the same corrugation
pattern.

2. For phase change in flow at the bulk of
condensing stream equilibrium conditions of
vapour are maintained and change of gaseous
mixture temperature is happening due to convective
heat transfer, which is also responsible for
condensation in the flow core.

3. The film condensation occurs on the heat
transfer surface of plates.

4. The ideal gas law is assumed for the gas-
vapour mixture.

5.  One-pass PHE is considered.

6. The process conditions at all PHE channels
are changing in the same way and one channel
surrounded by two adjacent channels with cooling
media can be considered.

7. Heat losses are negligible.

The heat and material balances for the process
of vapour condensation in the presence of
noncondensing gas with counter-current flow of
streams are written in the form of the following
system of ordinary differential equations:

dG )

v —_JT. 1
Ix J, 1)
16, _ -] (2)
dx Y
dt 1o
- =-T-a: Co -Gy’ ©)
dt
d—;-cL-GL+
dt (4)
+W’me'(Gg+Gv)+

+IT-j,-r,=I1-q

L. (G, +6G,) =
dx (5)
=II- hcv '(tmx _tf )
2
d:;x :dig Prmx '2me . (1+ 29. Xt(t).46)_
° (6)

_i pmx Wrr?x _i(pmx ) g 'Xj
dx 2 dx 2
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where Gy, Gg G and G¢ are mass flow rates of
vapour, gas, condensed liquid and cooling megia in
one channel, respectively, kg/s; ta, ti, tm and t are
cooling water, condensate, gaseous mixture and
condensate  film surface local temperatures,
respectively, °C; Pmx is the pressure of gaseous
mixture, Pa; q is heat flux through the unit of plates
surface, W/m?; j, is mass flux of vapour to the
direction of heat transfer surface, kg/m?; ry is latent
heat of vaporization, J/kg; hev is convective heat
transfer film coefficient in gaseous phase,
W/(m?K); pmx is density of gaseous mixture, kg/m?;
Ca, CLand cmx are heat capacities of cooling media,
liquid phase and gaseous mixture, respectively,
JI(kg K); Wy is flow velocity of gaseous mixture,
m/s; II is channel perimeter, m; X is longitudinal
coordinate, m; de is channel equivalent diameter, m;
Xit is Lockhart-Martinelly parameter calculated by
equation:

dr,
X = |—L
= ™

Here dP. and dPg are increments of pressure
drops for liquid and gaseous phases flowing alone
in a whole channel, calculated by turbulent single
phase flow correlations. The system variables are
also linked by algebraic equations. The relations
between the saturation pressure Psat=Psat(t) and
temperature ts=ts(P) are determined according to
data available in literature.

The temperature of the liquid film outer surface
is determined by equation:

tf=tc|+q‘(i+Rf+%+ij’ 8
hcI AWI L

where ow is the thickness of plate metal, m; Awi
is its thermal conductivity, W/(m K); Ry is thermal
resistance of fouling, (m? K)/W; h_ is film heat
transfer coefficient from condensate film to the

channel surface, W/(m?K). h. is calculated
according to the equation from paper [9]:
/1 0.48
h, =2 Nu” -{1+ X, [&H _ 9)
d P

Here 1. is thermal conductivity of condensate,
W/(m K); p. is condensate density, kg/m?; Xy is
mass vapour quality; Nu® is Nusselt number
calculated for liquid phase with flow rate total for
both phases.

The vapour partial pressure at film surface is
calculated as saturation pressure:
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P, =Psat(t,) (10)

The vapour mass fraction at liquid film outer
surface is:

-1
P, —Ps Mg

= . +1 11
Yot { P M J (11)

\

where My, and My are molar masses of non-
condensable gas and vapour, respectively, kg/kmol,
(for water vapour M, = 18.015 kg/kmol, for air My
=28.96 kg/kmol).

The mass fraction of vapour at the flow core is:

G

yvb = Gv +Gg (12)

The vapour partial pressure at the flow core is:

me
P\/b = M G )
v .79_{_1 (13)
M, G,

where Gg is mass flow rate of noncondensing
gas, kg/s.
The saturation temperature at the flow core is:

tsatb = tsat ( va ) (14)

and with solution of equation (5) the following
condition must be satisfied:

tm>< 2 tsatb (15)

The mass flux to the condensation surface is:

jv:ﬂD'(yvb'pmx_yvf pmxf) (16)

The coefficients of heat transfer h., and mass
transfer Pp are calculated according to heat and
mass transfer analogy corrected for the influence of
transverse mass flux [10]:

hy =(Anx /0. )- ¥,y - Nu, (17)
,BD:(DD/de)'LPD'NuDOy (18)
where Amx IS the thermal conductivity of the

gaseous mixture, W/(m K); Dp is diffusivity
coefficient, m%/s.

2
pl=exp(—0.157- 3); p2 =%; p3=exp(_ﬂ-. ]

pa = (0.061+ (0.69 +1g [,3 : &D_ | J-(1+ (1-7)-0.9- 8°%)

where y=2-b/S — the corrugation aspect ratio; g is
angle of corrugations to the main flow direction,
degrees; Re is Reynolds number determined with

The relative factors of heat and mass transfer
are:

mxf

-2
Yo :4-(1+o.85-bH(D))-[1+ &J (19)

Here by and bp are heat and diffusivity
parameters:

CPv jv ) Remx ) Prmx

b, = v
Comx  Pmx 'me : NuO (20)
b — J, -Re,,-Pry
? Prx 'me ’ NuDO

The Nusselt numbers in a single phase flow are
determined by correlation for the main corrugated
field of the channels of PHEs presented in [11]:

y 04
NUy p, = 0.065- Re’7 -(‘/’ ' %j Te (D)

v = (R%)—O.lasin(ﬁ) at Re>A: y=1

at Re<4 where A=380/[tg (,3)]1'75

The friction factor for the total hydraulic
resistance is calculated by the following correlation
from [12]:

(22)

§=8x(

12+ p2\* 1
+ ( (23)

3
Re A+B):

16

A=| p4-In . ;

Re
where pl, p2, p3, p4, p5 are empirical

16
5 (37530- plj |

parameters calculated according to plates
corrugations shape:
_iz ; p5 :1+£;
180 y 10
(24)

the equivalent diameter of the channel de=2b; Fy is

heat transfer area increase coefficient.
The equations (19)-(24) are also employed for
determining heat transfer and pressure drop in the
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flow of cooling fluid, and in equations (6) and (9).
It makes possible accounting in mathematical
model for the effects of plate corrugations
geometrical parameters.

The equations (1)-(24) and correlations
determining temperature and pressure effects on
thermal and physical properties of substances
together with geometrical relations for PHE
channel are representing the system of ordinary
differential equations. The right parts of the system
equations are nonlinear that does not permit system
analytical solution. The numerical solution by the
finite difference method is implemented as software
for PC using Mathcad.

EXPERIMENTAL PART

To validate the developed mathematical model
experiments for condensation of a steam — air
mixture in a sample of PHE channel were
performed. For experimental study four corrugated
plates were stamped from stainless steel AISI 304.
The experimental model (Fig. 4) consisted of four
plates welded together to form three inter-plate
channels. The channel on the gas - steam side was
formed by combination of two plates with a
corrugation angle = 60°.

The saturated steam-air mixture was directed
and condensed in the central channel. It was cooled
by a water flow in two periphery channels having
thermal insulation on the outside. The temperatures
of gaseous mixture and cooling media were
measured by copper-constantan thermocouples with
an accuracy of +£0.1 °C. The temperature measuring
points are situated at the inlet and exit of heat-
exchanging streams and at seven points along the
channel. The pressure of the gaseous stream is
measured by pressure gauges at the inlet and exit of
the channel with an accuracy of +0.005 bar. The
mass flow rate of the cooling water is determined
with the use of orifice flow meter, accuracy 1 %.
The flow rate of incoming air is measured using a
set or rotameters, with minimal accuracy of +2 %.
The volumetric flow rate of the water condensate
created in the channel was measured by a set of
measuring vessels with an accuracy of £1 %. The
steam flow rate is determined by summing the
water condensate flow rate with the flow rate of not
condensed steam exiting the channel with outgoing
steam-air mixture at saturation conditions. The
channel model is 1 meter long and its width is
0.225 m. The corrugation height is b = 5 mm,
thickness of the plate is 8 = 1 mm, corrugation
angle B = 60° aspect ratio y = 0.556 and area
increase coefficient Fx = 1.15. The experiments
included 48 tests at different conditions of gas-
steam mixture condensation. The absolute pressure
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was changed in the range from 2.93 to 1.025 bar;
the air volume fraction in the entering channel
mixture was in the range from 2.8 % to 70 %; the
local velocity of gaseous stream was in the range
from 46 to 4.1 m/s; the temperature of gaseous
stream changed in the range from 88.2 to 115.1 °C;
the temperature of cooling media varied from 23.8
to 71.5 °C.

MODEL VALIDATION AND DISCUSSION OF
THE RESULTS

The simulations of the condensation process
parameters are performed using computer software
developed according to the presented mathematical
model. The calculations are made based on
conditions of the tests.

There are specified mass flow rates of steam,
air, cooling water, temperatures and pressures of
incoming gas-vapour mixture and of incoming
cooling water. The simulated results are compared
to the results of the experimental runs. The
differences between calculated and experimental
total heat loads are not bigger than £2.8 % for all
performed experiments.

T Water out

Pressure
Prob

£ [SOSSSIWNS]
S 777//7/ 2707/ I

1845

Condensate £ 0n
I I S

|
o=
? Water in

Fig. 4. Schematic drawing of the experimental
sample of PHE channel.

The discrepancies in calculated and measured
temperature of gas-vapour mixture at channel outlet
were lower than £2.5 °C. Such accuracy can be
regarded as acceptable for calculations of PHEs in
industry for heat recovery and utilization of waste
heat.

In Fig. 5 are shown the graphs of calculated
local temperatures along the PHE channel for the
test run with mass air content in the incoming
mixture of 3%. The accuracy of predicting local
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temperatures of gaseous stream is in the limits of
+3.1 °C. The biggest errors are observed closer to
the end of the channel, where allmost all the steam
is condensed. It makes the relative error in
prediction of remaining small quantities of gaseous
steam more significant, than at the initial stages of
condensation.

The temperature change is most significant at
the end of the channel, while the temperature drop
at the initial channel sections is rather small. It
demonstrates the importance of modelling with
accounting for change of the local process
parameters and all its characteristics along the
surface of condensation.

-
100)

80)

60|

40

20

0 0.2 0.4 0.6 0.8 I x, m
Fig. 5. Change of temperatures in a sample of PHE
channel at air mass fraction of 3%. Calculated results are
presented by solid curves, experimental data by dots.
Calculated: 1 — gaseous stream; 2 - cooling water; 3 —
liquid film; 4 - wall. Experimental: 5 — gaseous stream; 6
- cooling water.
t°C

100

L x,m

Fig. 6. Change of temperatures in a sample of PHE
channel at air mass fraction of 55%.Calculated results
are presented by solid curves, experimental data by dots.
Calculated: 1 — gaseous stream; 2 - cooling water; 3 —
liquid film; 4 - wall. Experimental: 5 — gaseous stream; 6
- cooling water.

With the increase of initial content of air in the
mixture the character of process parameters

distribution is changing, as it is shown in Fig. 6 for
the test run with initial air mass fraction of 55%.
Here the most changes in temperature are at the
sections close to gaseous mixture inlet and
prediction of the temperature at the channel exit is
more accurate. Such cases are incountered with the
use of PHEs for utilisation of waste heat from
condensible gaseous streams and optimisation of
their cost in cases like the case of drying process
considered in paper [1], where the model presented
here was used for PHE selection based on
economical objectives. The accounting for the
effect on heat transfer area and cost of PHE of
plates corrugation parameters is also making the
model a valuable tool when optimising PHESs plates
geomery.

CONCLUSIONS

The accurate modelling of PHEs for utilisation
of heat energy from condensing gaseous streams
requires accounting for the variation of local
parameters of heat and mass transfer processes
along the length of condensation surface. The
proposed mathematical model is based on a system
of ordinary differential equations with strong
nonlinearity of their right parts. For solution of this
system the numerical method of finite differences is
used, which is implemented on a PC. The
validation and acceptable accuracy of the model is
confirmed by comparison with data of experiments
for condensation of steam from its mixture with air
in a sample of PHE channel. The model is
accounting for the effect of plate geometry on the
process intensity and can be used for optimisation
of PHE geometrical parameters for condensation
processes, as well as for optimal selection of PHES
for waste heat utilisation from condensable gaseous
streams in industry.

Acknowledgments: Olga Arsenyeva is grateful to
the Alexander von Humboldt Foundation for the
financial support.
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MATEMATHUYECKHN MOJIEJI HA TINTACTUHYAT TOIIVNIOOBMEHHUK 3A
KOHJAEH3AILIMA HA BOAHA ITAPA B ITPUCHCTBUE HA HEKOH/IEH3UPAILL T'A3

JI. J1. Toakusuckwuiil, IT. O. Kamycrenko?, O.A. Bacunenko?, C. K. Kycaxos?, O. I1. Apcenuena?,
I1. U. Apcenues?

YHayuonanen norumexnuuecku ynusepcumem, Xaprkoscku nonumexnuyecku uncmumym, Jenapmamenm \TPA, Xapkos,
Yrpaiina
2AO Cnusopyscnucm- T LLC, Xapxros, Yipaiina

nocteiwia Ha 15 maprt, 2018 r.; npuera Ha 26 onu, 2018 r.
(Pesrome)

AHanu3upaH € MpoIechT HA KOH/ACH3AlMs Ha mapa OT CMEC C HEKOHICH3UpAIIl Ta3 U € MPEUIOKeH MaTeMaTuueH
MOJICN 32 KOH/ICH3aI[¥sI B KAHAJIMTE HA MIACTUHYAT TOIIOOOMEHHUK. MOAETbT € pa3paboTeH ¢ OTYMTaHE HA MPOMSHATA
HA JIOKAJTHUTE TOTUTMHHU MapaMeTPH U MAaCOMPEHOCHUTE TPOLECH IO MPOTESKECHUE Ha KOHICH3AIMOHHATA MOBHPXHOCT
U XapaKkTepUCTUKUTE HAa WHTCH3U(HIMPAHETO HA TE3W MPOIECH B KaHANUTE HA IUIACTHHYATHUS TOMJIOOOMEHHUK.
MeTOI['I)T OTYHTa BJIMAHHUECTO Ha ICOMETpUATA HaA FO(pr/IpaHe Ha TJIACTUHHUTC BBHPXY MHTCH3UMBHOCTTA Ha Mpoleca.
CI/ICTeMaTa oT O6I/IKHOBCHI/I I[I/I(i)epeHL[I/IaHHI/I YpaBHCHUA CBHC 3HAYUTCIIHO HEJIMHEWHU JCCHU YaCTHu € peuicHa I1o
YHUCIIOBUSL METOJ] HA KpailHUTE pas3NiKH. PelieHneTo € OChIIECTBEHO ChC codTyep, pa3paboTeH 3a MepCcOHAICH
KOMIIIOTBDP. MOJIeJTI)T € BAJIMJUPAH 4YpPE3 CPABHABAHC C CKCIICPUMCHTAJIHMW JAaHHU 3a KOHACH3AllUsA Ha BOJHA Iapa OT
CMEC C BB3/IyX B KAHAI Ha IUIACTHHYAT TOTIIOOOMECHHUK.
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The extraction of a vegetal waste (avocado peels) is studied aimed at quantification of polyphenolic content and
antioxidant activity of the extracts. Ethanol-water mixtures are used as solvents for the reason that ethanol is the most
common “green” solvent having high solubility power, and being completely biodegradable. The main task is to determine
the optimal operational conditions, at which the extraction of antioxidant substances from avocado peels is maximized
and correspondingly, extracts with higher antioxidant capacity are obtained. A simplified four-step experimental
procedure is applied for optimization of the main process parameters, at which the yield of the target bioactive components
(polyphenols) is maximized. The process kinetics is studied with the use of Peleg’s equation, and model equilibrium
concentration is calculated. The experimental concentration at equilibrium state fits well the model results (2.5 %

difference).

Key words: Avocado peels, Extraction, Optimization, Antioxidants, Polyphenols

INTRODUCTION

There are two types of antioxidants used in the

food, cosmetic and pharmaceutical industries:
natural antioxidants obtained entirely from natural
sources, and synthetic antioxidants created by
chemical processes. In recent years, there is an
increasing interest in natural (bio) antioxidant
substances, because synthetic antioxidants are
supposed to have toxic and mutagenic effects on the
human body [1, 2]. Currently, the food industry is
focused on replacing the use of synthetic by natural
antioxidants [3].
The main source of natural antioxidants are plants
such as fruits, vegetables, cereals, mushrooms,
flowers, herbs and spices [4, 5]. Vitamins soluble in
lipids and selenium also occur in food derived from
animals (milk and fish lipids, eggs), but in smaller
amounts, and in dependence on the kind of feed
consumed (e. g. carotenoids content in milk lipids,
eggs). For this reason, products derived from
animals are not significant sources of antioxidants in
human diet [5].

Due to considerable consumption and industrial
processing of the edible parts of the plants,
significant amount of biological waste is generated
(such as citrus fruit skins, pineapple residues,
avocado peels and seeds, sugarcane bagasse and
other plant residues). One of the most beneficial
approaches is to recover the bioactive constituents,
especially the phenolic compounds, making full use
of them in the food, pharmaceutical and cosmetics
industry. Thus, utilization of fruit wastes as sources
of bioactive compounds may be of considerable

* To whom all correspondence should be sent:
E-mail: maleic@abv.bg

economic benefits and has become increasingly
attractive [6-8].

With a global production exceeding 5.5 million
tons in 2016, avocado has become a major agro-
industrial commodity [9, 10]. The principal use of
avocado fruit is for human consumption, although
other applications related to the production of
cosmetics, nutritional supplements and livestock
feed have been reported [10, 11]. Only the avocado
pulp is employed for commercial applications, while
avocado peels and seeds are considered as waste [11,
12]. The antioxidant activity of avocado pulp and
wastes has been evaluated in a number of studies
[12-18]. It is reported that in view of higher
polyphenolic content and antioxidant activity, the
downward ranking is: peels, seeds, pulp [12, 15, 16].

A number of solvents have been used for
recovery of polyphenols from avocado wastes:
petroleum ether, water, methanol, 80% ethanol,
acetone, ethyl acetate [12, 15-18]. Typically, the
extraction has been made at selected constant
conditions (solvent, solid-to solvent ratio, time and
temperature) without variation of the process
parameters, i.e. no attempts have been made to
optimize the extraction process.

In this study, avocado peels, which are the richest
part of avocado fruit, are examined as a source of
antioxidant substances (polyphenols). The main task
is to determine the optimal operational conditions at
which their extraction from avocado peels is
maximized and correspondingly, extracts with
higher antioxidant capacity are obtained. Ethanol-
water mixtures are used in our study for the reason
that ethanol is the most common “green” bio-solvent
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used on a large scale, because it is easily available, it
has high solubility power, and is completely
biodegradable [19].

EXPERIMENTAL
Raw material

Avocado fruits were purchased from the local
market. The peels were separated from the fruits.
After air drying they were ground to particle size not
bigger than 1 mm by using a chopper. Finally, the
dried and ground peels were stored in a dark place
until use.

Chemicals and reagents

Standard Folin-Ciocalteu phenol reagent (2N),
gallic acid, anhydrous Na,COs, 2,2-diphenyl-1-
picrylhydrazyl (DPPH) and methanol were obtained
from Sigma. Ethanol-water solvents were prepared
by using 96% ethanol obtained from Valerus.

Extraction procedure

In general, a sample of ground raw material (5 g)
was mixed in a flask with a corresponding amount of
solvent (depending on solvent-to-solid ratio). The
extractions were carried out in a thermostatic water
bath shaker (Gyrotory Water Bath Shaker, model
G76, New Brunswick Scientific, USA) at 160 rpm.
After extraction, the mixture was filtered, and the
filtrate was stored in a refrigerator. Each extraction
was repeated in duplicate or in triplicate in case of
bigger difference between two analyses. Mean
values were used.

Samples of liquid extracts were dried and
weighed in order to obtain the quantity of extracted
dry matter (de)

Analyses

Determination of total phenolic content. Total
polyphenolic content (TPC) of the extracts was
determined by the Folin-Ciocalteu method [20, 21]
using UV-VIS spectrophotometer (UNICAM®-
Helios ). The absorbance of the samples was
measured at 765 nm. Calibration curve for gallic acid
was made, and TPC was expressed as mg of gallic
acid equivalent (GAE) per 1 gram of dry extract (mg
GAE/g de).

In vitro antioxidant capacity (AOC). AOC was
determined by the DPPH method [22, 23], based on
a color reaction between the nitrogen atom (from
DPPH) and the hydrogen atom of the hydroxyl group
of the antioxidant compound. 1 ml of extract was
mixed with 4 ml of DPPH solution in methanol
(0.004%). After keeping the sample in dark at room
temperature for 60 min, the absorbance was
measured at 517 nm. AOC was expressed as IC50
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(quantity of extract neutralizing 50% of DPPH
amount).

Usually, AOC is expressed as extract
concentration (mg/ml), which neutralizes 50% of a
standard DPPH solution (IC50 value). In this
presentation, a lower IC50 value means a higher
AOC. In order to obtain a more logic presentation,
we have recalculated and represented the values of
IC50 as mg DPPH neutralized by 1 g of dry extract.
In this case, a higher value refers to a higher AOC.

Statistical treatment

One-way  Analysis-of-Variances  software
(ANOVA, Microsoft) with a significance level of
0.05 was applied to the treatment of experimental
data in order to distinguish statistically equal mean
results as opposed to statistically different ones.

RESULTS AND DISCUSSION

To simplify the experimental procedure in view
of saving reagents and time, we have applied a four-
step experimental approach for finding the
operational conditions at which maximum bioactive
components (polyphenols) are extracted.

Determination of appropriate solvent composition

The target substances might have different
polarity, which plays on the selection of an
appropriate solvent (polar or non-polar). In our case,
as polyphenol compounds are mainly of polar type,
they can be successfully extracted by polar solvents,
such as water, methanol, ethanol, acetone, etc. [15].
As the extracts are intended for human applications,
safe “green” solvents should be used. In this study,
water (polarity 1.84 D) and ethanol (1.69 D) were
chosen as being safe. The solvent polarity can be
additionally tuned by mixing these solvents in
different proportions.

At this initial stage, the optimal process
parameters are not known, so it is convenient to
proceed at conditions, which will ensure better
solubility of the target substances resulting in a
complete extraction. These are: high temperature,
excessive amount of solvent (high solvent-to-solid
ratio), long contact time, agitation.

The concentration of polyphenols in the extracts
obtained by water, concentrated ethanol and
different ethanol-in-water mixtures, is presented in
Fig. la. Fig. 1b shows analogous results for the
antioxidant capacity. The other constant process
parameters are: temperature 70°C (close to solvent
boiling point), solvent-to-solid ratio 20, contact time
150 min under agitation.

According to Fig.la, a clear maximum of
extracted polyphenols is obtained with 48%
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ethanolic solvent. The concentrated ethanol seems to
be the worst solvent in our case study, which
dissolves even less polyphenols than pure water.
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Fig. 1. Influence of ethanol concentration on: a) the
concentration of polyphenols TPC); b) the antioxidant
capacity (AOC) of the extracts

Similar is the situation with the antioxidant
capacity (Fig. 1b) — maximum at 48% ethanol,
lowest at 96% ethanol. Evident correlation exists
between the amount of polyphenols and antioxidant
capacity. A higher polyphenol concentration
corresponds to a higher antioxidant capacity of the
extracts.

Fig. 2 presents the amount of polyphenols (TPC)
extracted from the raw material using different
ethanol concentrations.

Again, best results were obtained with 48%
ethanol. An interpolation of this graph for 80%
ethanol (rectangular point) gives the value 66.77
mg/g rm. It is quite similar to the result 63.5 of
Tremocoldi et al. [18] obtained with the same
ethanolic concentration.

140

TPC (mg/g mm)

0 20 40 60 80 100
% EtOH

Fig. 2. Influence of ethanol concentration on TPC
extracted from the raw material (rm)

With the optimal ethanol concentration 48%,
both water-soluble and ethanol-soluble antioxidants
were extracted at a maximum grade. Consequently,
further experiments have to be carried out with this
solvent composition.

Selecting a suitable temperature

Usually, the solubility of solids in a solvent is
expected to be better at a higher temperature. From
practical point of view, the influence of temperature
should be studied in the range from room to solvent
boiling point temperature (in our case about 70°C).
However, in case of thermally unstable substances,
a high temperature can give rise to their destruction,
and this possibility should be inspected. Figs. 3a and
3b illustrate the influence of temperature on the
polyphenols content and on the antioxidant capacity
of the extracts. The other process parameters keep
constant values, namely 48% ethanolic solvent,
solvent-to-solid ratio 20, contact time 150 min under
agitation.

When the temperature is increased from 20 to
70°C, the polyphenol content shows a proportional
rise, too. This fact can be interpreted as an evidence
for better dissolution and for thermal stability of the
active substances even in the upper temperature
range. Similar observation is valid for antioxidant
capacity (Fig.2b) — it grows with increasing
temperature.

Based on the above results, the temperature
selected for further experiments was 70°C.

Influence of hydromodule on TPC and AOC

If the amount of solvent is insufficient, the target
compounds cannot be fully dissolved. To avoid this
situation, an excessive amount of solvent is often
used in practice. Acting in this empirical way raises
the expenses for the larger amount of solvent in use,
more energy is spent for its regeneration and
elimination from the extract, and reactors with larger
volume are needed as well. There is some minimum
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amount of solvent necessary for full dissolution of
the target. It can be determined by making
extractions with gradual increase of solvent-to-solid
ratio, registering the minimum ratio at which the
yield becomes constant and does not depend on
further ratio increase.

Figs. 4a and 4b illustrate the impact of
hydromodule on polyphenols concentration and
AOC of the extracts. Some process parameters are
kept at already optimized values, namely 48%
ethanolic solvent and temperature 70°C. The solid-
liquid system is agitated for a long time (150 min).
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Fig. 3. Influence of temperature on TPC (a) and on AOC (b)

As can be seen from Fig. 4a, increasing the
solvent amount from hydromodule 5 to 20 results in
increased amount of extracted polyphenols. It is an
indication that more solvent is necessary for
complete dissolution of the target. Unlikely, at
hydromodule 20 and more, the quantity of extracted
polyphenols stays almost the same; i. e. further
increase of hydromodule does not improve the
extraction. So, a hydromodule of 20 can be selected
as the minimum value of solvent-to-solid ratio
required for complete recovery of the valuable
components and for obtaining extracts with
maximum AOC (Fig. 4b). ANOVA analysis
confirms this observation by indicating statistically

86

different values of TPC in the interval 5 — 20 and
statistically similar results for hydromodule 20 and
25. It is worth mentioning that the relevant literature
usually reports a solvent-to-solid ratio for extraction
of avocado peels of 10, which seems insufficient in
view of our results.

Process kinetics and determination of optimal
contact time
Establishing the duration of phase contact
required for achieving pseudo-equilibrium state is
essential for optimizing the extraction process. The
necessary contact time can be determined by
tracking the process development in the course of
time. The resulting kinetic curve has asymptotic
shape, the plateau being an indication for no further
extraction (pseudo-equilibrium state is attained). So,
the optimized (minimum) processing time
corresponds to the point where the plateau begins. In
our case, pseudo-equilibrium state seems to be
reached after 20 min (Fig. 5), as far as ANOVA test
has shown statistically equal values of TPC in the
interval 20 — 120 min.
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Fig. 4. Influence of hydromodule on TPC (a) and on AOC (b)
Modeling of extraction kinetics

Modeling was performed by using Peleg’s
equation. Although it is originally used to describe
absorption kinetics [24], it can also be applied to the
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extraction kinetic curves (extracted matter over
time), because both curves have similar asymptotic

shape.
The Peleg’s equation has the form:
_ t
C(t)=0Co+ KK, 1)

In case of an extraction process, C(t) is the
concentration of extracted substance (mg/g de) at
time t (min), Co is the concentration of extracted
substance at the initial time t = 0, K; and K; are
constants.
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t (min)
Fig. 5. Extraction kinetics of TPC of extracts obtained
with 48 % ethanol, temperature 70°C, hydromodule 20

Since Cy in all experimental runs is zero, Eq. (1)
can be rewritten as:

_ t
c@®) = Kit+K, (2)
Eqg. (2) can be rearranged in linear form:
t

Thus, K; and K; can be determined from the intercept
and the slope of this straight line.

The extraction rate at time t can be obtained by
differentiation of (2):

act) K,
dt  (Kit+K,)2 (4)

Attimet =0, Eq. (4) takes the form:

dco) _ 1 _
2 = 1= Ro (5)
So, the physical meaning of K; is related to the
initial extraction rate Ro.
When t — oo, i.e. at equilibrium state, Eq. (2)
becomes:

c®),,, =C= Kil (6)

Thus, the constant K is related to the concentration
at equilibrium state Ce.

Fig. 6 represents the linear form of Peleg’s
equation described by the expression:

y = 0.0021x + 0.0006 (7)

The coefficients K1=0.0021 and K»=0.0006 serve
to calculate the velocity and equilibrium constants,
namely initial extraction rate Ro = 1666.67 (mg
GAE/g de min) and model equilibrium concentration
Ce=476.19 (mg GAE/qg de).
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Fig. 6. Linear form of Peleg’s equation for TPC

Fig. 7 represents equation (2) (line)
superimposed to real experimental data for the
extraction kinetics of polyphenols (points). Good
match is observed. Also, the values of calculated
equilibrium concentration of polyphenols 476.19
(mg GAE/g de) and the experimentally determined
equilibrium concentration from Fig. 5 (mean value
463,37) coincide rather well, the difference being
only 2.5 %.
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Fig. 7. Equation (7) confronted to real experimental
data for extraction kinetics of polyphenols.

CONCLUSION

In view of valorization of food bio-wastes, the
extraction of antioxidant phenolic substances from
avocado peels with a “green” solvent (aqueous
ethanol) was studied. Process optimization was

87



S. Boyadzhieva et al.: Recovery of antioxidant phenolic compounds from avocado peels by solvent extraction

made using a simplified approach with a reduced
number of experiments. It was found that the main
process parameters, at which the vyield and
antioxidant activity of the extracts are maximized,
are: extraction under agitation for 20 min with 48 %
ethanol at temperature 70°C and solvent-to-solid
ratio (v/w) 20.

The experimental data for process kinetics were
treated by Peleg’s equation, and model equilibrium
concentration was determined. The experimental
pseudo-equilibrium concentration matches closely
the calculated equilibrium concentration (2.5 %
difference).

In conclusion, an unused agricultural waste,
avocado peels, was found to be rich of phenolic
compounds. The results of this study specified the
conditions for optimal processing in view of
production of enriched extracts with higher
antioxidant activity.
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N3BJIIMYAHE HA AHTUOKCUAAHTHHN ®EHOJIHU CBEIMUHEHMA OT OBEJIKM HA
ABOKAJZIO YPE3 TEUHA EKCTPAKLIMA

C. Bosamxuesa“, C. I'eopruesa, I'. Anrenos

Huemumym no unsicenepna xumusi, bvaeapcrka akademus na naykume, yi. Axao. Cm. Aneenos, oa. 103, Cogpus 1113,
bvreapus

[ocrpnuna va 20 romu, 2018 r.; mpuera Ha 10 centemBpy, 2018 1.
(Pesrome)

Excrpakimsita Ha pacTureneH oTmagbk (00EiIKH OT aBOKAmO) € M3ydYeHa C IeN KOJWYECTBEHO ONpencisHe Ha
CHIBPIKAHUETO Ha TTOMM(EHOIN U aHTHOKCHIAHTHATA aKTHBHOCT HA €KCTPaKTa. BogHO-eTaHOIHU CMeCH ca M3MOI3BaHH
KaTO pa3TBOPUTEIN, Thil KaTO €TaHOIBT € HAM-IIMPOKO Pa3NpOCTPAHEHHUST ,,3€JIeH” Pa3TBOPHUTEN C BHCOKA pa3TBapsiua
CHOCOOHOCT U € HaIbJIHO OnopasrpaanM. OcHOBHATa 3a1a4a € 1ia Ce ONpEASNAT ONTUMAaIHUTE YCIIOBHUS Ha POLIeAypara,
IIPY KOUTO EKCTPAKIIMATA HA AaHTHOKCHIAHTHH BELIECTBA OT 00EIIKUTE Ha aBOKAJI0 € MaKCHMaJlHa H Ce M0JIy4aBa eKCTPaKT
C MaKCHUMaJIeH AaHTHOKCHJIAHTEH KalaluTeT. YeTUpHCTEeNeHHa eKCIepUMEHTalHa Ipolefypa € WU3MOA3BaHa 3a
ONTHMHU3UpPAaHEe Ha OCHOBHHTE MapaMeTpH Ha Mpoleca, NPpU KOUTO JOOMBBT Ha IENEBUTE OMOAKTHBHU KOMIIOHEHTH
(moymgenonu) e makcumaneH. KuHerrnkara Ha nporeca ¢ M3y4eHa ¢ IIOMOIITA Ha ypaBHeHHeTo Ha Peleg u e usuncnena
MOJIeTHATa paBHOBECHA KOHIIEHTpalus. ExcriepiMeHTanHaTa KOHICHTPALUs B PABHOBECHO CHCTOSHHE CHBIIaga MHOTO
J06pe ¢ pesynrarute ot Monena (2.5 % pasnuka).
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This study proposes an approach for Artificial Neural Network (ANN) modeling of a two-stage industrial
Autothermal Thermophilic Aerobic Digestion (ATAD) system for wastewater treatment which can be incorporated in
an energy-saving framework operating under uncertainties. For this purpose, ANN models with different architectures
are developed for bioreactors from the first and second stages of the ATAD system. Then, they are connected in a
common model of the two-stage ATAD system. Models are trained and validated using one-year records of data for a
real ATAD system. Three different measures are used to assess their efficiency. The best models are used to create the
model of the two-stage ATAD system which is validated with selected weekly data. The designed ATAD system model
is able to capture the fluctuations in the parameters of the fresh sludge incoming into the system and to predict the
expected target temperatures of the treated sludge at the end of each batch. The latter makes it suitable for use in

energy-saving framework under uncertainties.
Modeling, Artificial
INTRODUCTION

Proper management and sustainability of water
resources are some of the most important and
talked about issues in the global water industry
today. It concerns both improving the efficiency of
wastewater disposal and the reduction of energy
demands. An effective way to achieve these goals is
implementation of Autothermal Thermophilic
Aerobic Digestion (ATAD) processes for sludge
treatment in urban wastewater treatment plant
(WWTP) [1].

Autothermal Thermophilic Aerobic Digestion is
a relatively novel technology for treatment of
municipal wastewater in small towns and resorts
with a population of 20000-30000, as well as of
industrial wastewater mainly from dairy, food,
poultry, swine facilities, etc. The end “product” is a
biological sludge applied as a soil fertilizer, Class A
biosolids [2]. The process is self-heating and has
the ability to Kkill pathogens. Other ATAD
advantages are its simplicity, high reaction rate and
hence smaller sizes of bioreactors. Currently,
numerous ATAD facilities work worldwide mainly
in the USA, Canada and in the European Union —
Austria, UK, Germany, Ireland, Poland, Spain, etc.

ATAD is carried out using thermophilic aerobic
microorganisms which consume the biodegradable
organic components of the sludge. As a result a
high degree of stabilization is achieved due to the
high level of degradation of volatile solids, 38%
and more. This metabolic activity generates heat

Keywords: Neural

* To whom all correspondence should be sent:
E-mail:eshopova@gmail.com

Network, Two-stage

ATAD bioreactor system, Uncertainties.

and elevates the temperature of the sludge.
Retention of the heat in the system leads to high
level of pathogen reduction.

Conventional ATAD processes are performed in
a parallel series of two batch bioreactors where the
wastewater is treated at different temperatures by
aeration and mixing for 20-24 hours, Figure 1.

Once per day, part of the treated sludge from the
last bioreactors is discharged to “product” storage
tanks. Then, the partially treated wastewater from
the previous stage is transferred to the next one and
the system is fed with fresh sludge from the feed
tanks. The required operating temperature for the
bioreactors from the first stage is about 55°C,
which is optimal for bacterial growth, while for the
second one it is ~65°C which is the best for
pasteurization. Nevertheless, both bioreactors
typically operate below these temperatures.

Systematic observations of ATAD facilities
have found that after filling the first stage
bioreactors with fresh sludge, a sharp temperature
drop occurs, which causes a thermal shock on the
thermophilic microorganisms in the bioreactors and
influenced the temperature conditions at both
bioreactor stages due to the inability to reach the
operating temperature [3]. Overcoming the thermal
shock is associated with a delay in the operational
time to restore the normal operating conditions in
bioreactors and leads to increased air and electricity
consumption for mixing and pumping. It results in
increasing the total cost of energy and materials for
the process.

90 © 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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Fig. 1. Configuration of a conventional two-stage ATAD facility [3].

Given the wide use of ATAD systems, a number
of experimental studies have been carried out to
clarify and improve the process in terms of its
duration and realization capabilities. Hayes et al.
[4] have studied the microbial ecology of sludge,
identifying novel bacterial strains responsible for
the efficiency of the ATAD process. Liu et al. [5]
have investigated the changes in volatile suspended
solids depending on microbial diversity, conducting
series of batch experiments on sewage sludge
collected from a real-scale ATAD WWTP. Layden
et al. [6] have gathered information from a number
of sources and provided an insight into the actual
application and experiences with a large-scale
ATAD. Piterina et al. [7] have determined the main
characteristics of the sludge, which are responsible
for its poor dewatering and settleability. Piterina et
al. [8] have investigated the bacterial community
associated with ATAD treating sludge responsible
for maintaining the elevated temperature at the later
stages of the ATAD process.

Taking into account that the heat production and
its retention in the ATAD process play a key role
for its feasibility, many researchers have analyzed
the opportunities to improve ATAD systems in
terms of their energy efficiency. Earlier studies on
ATAD systems from energy view point are focused
mainly on heat balance modeling [9, 10, 11].

The latter, Gomez et al. [12] have presented a
more  detailed  energy  research  where
biodegradation and physicochemical reactions are
related to the energy exchange realized in the
ATAD bioreactors. Recently, Liu et al. [13, 14]
have investigated the effect of temperature on

sludge stabilization in one-stage ATAD systems
and carried out a heat balance analysis that shows
that the evaporation of water and discharging
sludge under thermophilic conditions are the two
main sources which contribute to the loss of heat.

Mathematical modeling has been wused to
investigate substantial aspects of the ATAD
process. Many of the developed models are based
on the Activated Sludge Models (ASMs), which
include mass and energy balance equations for
predicting either the biodegradation transformations
[12] or the physico-chemical reactions and energy
exchanges occurring in the ATAD bioreactors [15].
In order to minimize the energy requirement in the
ATAD bioreactors, Rojas et al. [16] and Rojas and
Zhelev [17] have created a dynamic model of
ATAD and have shown that significant energy
savings can be expected by appropriate altering the
operating conditions while complying with the
treatment objectives.

Earlier, Layden et al. [6] have shown that the
recovery of released heat will limit the temperature
fluctuations in the first bioreactor’s stage. This idea
is further developed by Zhelev et al. [18, 19]. They
have proven that the energy potential of released
heat from the second bioreactor’s stage is sufficient
to be re-used to preheat the raw sludge incoming
into the first bioreactors stage. However, the heat
integration process in a real industrial WWTP is
complicated by the existence of many uncertainties
in the parameters of the incoming raw sludge which
affect the outgoing treated sludge. Therefore, in
order to capture these uncertainties and to ensure
effective heat recovery for the sustainable operation
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of ATAD facilities, the heat integration problem
should be included within a stochastic optimization
framework.

For this reason, an appropriate mathematical
model of the ATAD process is needed. The model
should be able to predict the incoming raw sludge
parameters, which are the most important ones
from the point of view of energy integration, such
as the maximum operating temperatures reached at
the end of batches, the corresponding reduction in
volatile solids and the expected thermal shock. On
the other hand, it should be simple enough to be
included in an optimization framework.

However, many of the models developed in the
available literature include a large number of
parameters, which complicates their including in
the model of energy integration of the ATAD
system operating under uncertainties. Given this
fact, Artificial Neural Networks (ANNS) prove to
be best suited to modeling the ATAD process.

The main aim of this study is to develop an
ANN model of a two-stage industrial ATAD
system, suitable for use in an energy-saving
framework under uncertainties. The model should
be able to capture the fluctuations of incoming raw
sludge parameters and to predict the expected
maximal temperature and reduction of volatile
solids achieved at the end of each batch, as well as
the resulting thermal shock.

The rest of the study is structured as follows:
Section 2 provides a description of processes
conducted in a two-stage industrial ATAD
bioreactor system. Section 3 is devoted to
developing the ANN models of bioreactors at each
stage of the system and their connection in a series
resulting in the design of the ANN model of the
two-stage ATAD system. The results of models’
validation are also shown. Finally, brief
conclusions are presented.

Description of processes in a two-stage ATAD
bioreactor system

The typical configuration of the ATAD facility,
Figure 1, includes two sequentially connected
bioreactors, called stages where the reduction of
volatile solids in the sludge and the pasteurization
of pathogens are carried out. Both bioreactors have
the same volumes. Bioreactors R1A and R2A
belong to the first series, while R1B and R2B to the
second series. The temperature of the sludge in the
first stage should be close to 55° C. The maximum
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disinfection is carried out in the second stage of the
series where the temperature should be about 65° C.
The ATAD bioreactors system operates within a
20-24 hours cycle. This sets up a batch operational
mode of ATAD process.

For the purpose of energy integration, the
operations of charging and discharging of
bioreactors in the ATAD system are very important
due to the fact that the integration will take place
between incoming cold and outgoing hot flows.
Therefore, a detailed description of these processes
can be found below.

By maintaining a constant volume of the treated
wastewater in the bioreactors, every day, Qn %
from the wastewater treated discharges from the
second bioreactor R2 and the first bioreactor R1
feeds with the same amount of raw sludge from
feed tanks, as the opening of the ATAD bioreactors
system starts from the second bioreactor (R2). The
discharged from R2 batch N has a temperature
equal to the maximal operating temperature
(Tmax2) reached inside the second bioreactor
before its opening and the ratio of the volatile solids
(VS2) is equal to the one at the end of the ATAD
process in R2. However, both the operating
temperature and the reduction of the volatile solids
reached in R2 are results of implementation of the
previous batch, N-1, what follows that produced in
the beginning of cycle N outgoing from R2 flow
has parameters (Qn, Tmax2n-1, VS2n-1). Then, Qn
% from the treated raw sludge in the first bioreactor
is transferred into the second bioreactor R2.

Likewise, the operating temperature and the
composition of the wastewater treated in R1
measured before its opening is Tmaxlna, and
VS1n.1. They also are results of implementation of
the previous batch N-1 and the outgoing from R1 to
R2 flow has parameters Qn, Tmax1n-1, VS1na. The
raw sludge incoming to the first bioreactor R1 has
inlet temperature TADy, and ratio of both, total
solids and volatile solids TSy and VSn. However,
due to destroying the bioreactors’ insulations in the
beginning of the cycle N, incoming and outgoing
flows from and to R1 and R2 and mixing the
inflows with the rested there wastewater, the
temperatures in the bioreactors dramatically drop to
the minimum ones, named Tminly and Tmin2y,
which causes the above mentioned thermal shock
on the thermophilic microorganisms and takes time
to restore the required operating temperatures.
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Fig. 2. Flow transfer between batches in a two-stage ATAD bioreactors system.

Then, the bioreactors are closed and isolated to
conduct the ATAD process. The next day (at the
end of cycle N) the bioreactors are opened and
operating temperatures and the respective reduction
of the volatile solids are measured which are
Tmax1ly, and Tmax2y and VS1n and VS2y,
respectively. The provided brief description
illustrates the interconnections in implementation of
the consecutive batches that must be taken into
account in modeling. It is represented in Fig.2.

Modeling of two-stage ATAD bioreactor system
using artificial neural network

General Description of ANN models. Atrtificial
Neural Networks are mathematical models inspired
by the way biological neurons transmit and process
information. They comprise a large number of
highly interconnected artificial neurons which
receive input data and process them so as to obtain
output. They are applicable for modeling wide
range phenomena in physics, computers science,

Input Hidden

Layer Layer #1

biochemistry, mathematics, sociology, economics,
telecommunications, bio-medical instrumentation
and many other fields. They take into consideration
only available data about the systems, developing
conditional nonlinear functions based on the
extraction of data.

Generally, a feed-forward ANN consists of
inputs (like synapses through which natural neurons
receive the signals from other ones), outputs and
one or more hidden layers with multiple neurons in
them. Connections between them are modified by
weights (strength of the respective signals). In
addition, each neuron has an extra input that is
assumed to have a constant value of one. The
weight that modifies this extra input is called the
bias.

An illustration of ANN architecture, comprising
several hidden layers with a different number of
neurons in each one of them is shown in Fig. 3.

Hidden QOutput
Layer #n Layer

In, -:ﬂ.S Weights | Neurons
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- SO+ ou,

RO ow
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Fig. 3. Typical feed-forward ANN.
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All data propagate along the connections in the
direction from the network inputs to the network
outputs, hence the term feed-forward.

Then, the neurons of hidden layers aggregate
these weighted values to single values, as follows:

net = w, - X +b 1)
j

Vi,iek, Vjjeln,
where i are indices for the neurons; | are

indices for the inputs; W, ; are the weighted

coefficients of input-to-hidden connections and
hidden-to-output connections; X; are the inputs to

the neurons for a given layer of the neural network;
b are the bias inputs for each one of the neurons
from the hidden layers;

Then, an activation function is applied to the
aggregated weighted value to produce an individual
output for the specific neuron (like activated natural
neuron which emits a signal through the axon
which might be sent to another synapse, and might
activate other neurons). For the purpose of ATAD

bioreactors modeling the following sigmoid
function is used:
1
F X)) =— , 2
( )l :I__i_e—a-neti ( )

where a is a coefficient which determines the

neurons are adjusted in a way so as the required
outputs for specific inputs are thus obtained to
minimize the optimization criteria. For this purpose
a powerful optimization tool should be applied.
This process is called supervising.

Having in mind existing interconnections
between the bioreactors and the batches described
in Section 2, two models about the bioreactors from
the first and second stages are designed. After that
both models are connected creating the ANN model
of the two-stage ATAD system through correct
transfer of the calculated data from R1 to R2 and
from batch to batch.

The performance of ANN is influenced
substantially by the number of inputs and outputs
for the model, as well as its architecture, i.e. the
number of hidden layers and neurons in each
hidden layer.

The purpose of ANN modeling of each
bioreactor is to determine the expected temperature
drop, maximal operating temperature reached at the
end of batch and the respective reduction of volatile
solids, as a function of the parameters of the flow
incoming to the bioreactor. Thus, required inputs
and outputs for modeling the bioreactors are
selected and they are listed in Table 1.

The choice of ANN architecture is preceded by
an analysis of the collected data, such as to clearly
reveal the relations between inputs and outputs and

slope of sigmoid function. In this case a=2 is to choose samplings for ANN learning and
used. validation of designed models.
Using a least-square function (LSF) as an
optimization criterion, the weights of the artificial
Table 1. Selected inputs and outputs for modelling.
Bioreactor 1 (R1) Bioreactor 2 (R2)
Inputs Outputs Inputs Outputs
Feed amount, [%] On On
Ratio of the total solids, [%0] TSn -
Ratio of the volatile solids, [%] VSn VS1n1
Temperature of the feed, ["C] TADn Tmax1n-1
Temperature inside the bioreactor before Tmax1n-1 Tmax2n-1
opening in a current day, ['C]
Volatile solids the next day, [%] VS1n VS2y
Temperature drop in the bioreactor, ["C] Tminln Tmin2y
Temperature inside the bioreactor before Tmax1y Tmax2y

opening the next day, ['C]

Data analysis

For the purpose of ANN modeling one-year
records of an industrial two-stage ATAD facility in
Ireland were used. Beside the measured amounts,
temperatures and compositions of the raw sludge
fed in the first bioreactor, they also include records
about the changes in operating conditions in both
bioreactors such as temperatures drop, maximal
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temperatures reached after that and degradation
rates of the volatile solids.

Given that charging and discharging operations
in the considered ATAD system are carried out
from Monday to Friday, while only temperature
measurements are performed on Saturdays and
Sundays, these temperature measurements are
excluded from existing data sets.
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By assuming a confidence interval of 95%, the
upper and lower confidence limits for each set of
measured data are determined:

Yﬂ.gai, 3)

Jn

where X, S and n are average, standard
deviation and size of the data set under
consideration. In this way, only the data contained
within the defined limits are used for modeling, the
remainder is excluded from further consideration
due to the presence of noise.

Then, full weekly data sets (Monday through
Friday) are selected for six randomly selected
weeks from different seasons for simulation and
validation of the two-stage ATAD model. The
remaining data set is used to determine the number
of samplings for training and validation of the ANN
models for the first and the second bioreactors
stages.

The number of samplings for training is
determined on the basis of a well-known empirical
rule such as they should be at least twice as high as
the number of weighting coefficients. Thus, for the
validation of the designed ANN models for the first
and second bioreactors stages, two sets of 27 and
26 samplings were determined.

ANN architecture

The number of available data allows us to
investigate two architectures for each model with
one (H1) and two (H2) hidden layers, which differ
in the number of neurons in each layer.

The number of neurons selected for the chosen
architectures is determined based on the following
empiric rule:

NN =2-+In-Out , 4)

where In is the number of inputs; Out is the
number of outputs.

According to that, for the first bioreactor R1 the
acceptable number of neurons is 6-9, and for the
second bioreactor R2 — 5-9.

Thus, the investigated architectures ((I,H1,0)
and (I,H1,H2,0)) for modeling of R1 are (5,6,3);
(5,7,3); (5,5,3,3) and (5,6,3,3), while for R2 they
are (4,5,3); (4,6,3); (4,7,3); (4,5,3,3) and (4,6,3,3).

Training and validation of ANN models for both
bioreactors

To design ANN with different architectures, an
original software code was developed in
MATHCAD environment, while for their training,
BASIC genetic algorithm [20] was used to obtain
the values of the weighting coefficients (models’

parameters) at which the criterion LSF has a
minimum value.

In order to assess the efficiency of ANN models
and their ability for precise prediction three
different measures to quantify the accuracy of the
modeling: root mean square error (RMSE); mean
absolute percentage error (MAPE); and linear
correlation coefficient (R) were used.

The root mean square error (RMSE) represents
the square root of the average of the summing
square predicting errors and is defined as follows:

RMSE=JEZ(R—MJ2 ©)
Nz
Where P, and M, are calculated and measured

values of Tmax; Tmin and VS, respectively, and n
is the number of data samplings.

The second measure is the absolute percentage
error (MAPE). It represents the percentage of the
mean ratio of the error related to the measured data.
MAPE is defined as:

n
MAPE = 12 R M,
Nz i

The lower values for RMSE and MAPE, the
more accurate the prediction is.

The linear correlation coefficient R represents a
measure of the strength of the straight-line or linear
relationship between measured data and data
calculated by the model. The best match between
measured and calculated values corresponds to
R =+1. The linear correlation coefficient R is
given by:

(g 57)(52)

=)

()

The trained ANN models with selected
architectures were validated by using the above
measures. The values of RMSE, MAPE and R for
the chosen models are listed in Table 2.

Concerning the models of bioreactors from the
first stage, a very good consistency between
different measures of ANN performance is seen for
these with the architectures (5,6,3) and (5,7,3). The
RMSE and MAPE values are almost equal and the
values of the correlation coefficients tend to 1,
indicating a wvery high correlation between
measured and calculated data for Tmax, Tmin and
VS.

However, the situation for the models with two
hidden layers is quite different. There is a big

100 6)
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difference between the measures for the two studied
architectures. It can be seen that for the architecture
(5,5,3,3) the values of RMSE, MAPE and R are
closer to the same measures for the models with
one hidden layer, while for the architecture
(5,6,3,3) RMSE and MAPE are 3-4 times higher
and R shows a weak to modest correlation for
Tmax, Tmin and VS. What follows, assuming a
confidence level of 95% these correlation

coefficients are compared with the critical value for
R of 0.3809. It can be seen that R for VS is less
than this, which means that this correlation
coefficient is not significant. That is why the ANN
model with the architecture (5,6,3,3) is excluded
from further consideration, although R for Tmax
and Tmin exceeds the critical value, they together
with VS are outputs of the same model.

Table 2. Values of RMSE, MAPE and R for the considered ANN models.

ANN architectures for RMSE MAPE R

modeling of both bioreactors “Tmax™ Tmin VS Tmax Tmin VS Tmax Tmin VS

R1 (5,6,3) 2.072 1.242 0.144 2.757 2.046 4.019 0.972 0.987 0.953
(5,7,3) 2.069 1.198 0.137 2.721 1.929 4,051 0.971 0.988 0.965
(5,5,3,3) 1.728 1.334 0.355 2.202 2.268 12.77 0.976 0.972 0.753
(5,6,3,3) 5.865 5.837 0.437 8.947 9.17 13.66 0.452 0.449 0.339

R2 (4,5,3) 1.614 0.915 0.082 2.393 1.200 2.495 0.875 0.903 0.690
(4,6,3) 1.622 0.9186 0.0917 2.355 1.209 2.873 0.88 0.903 0.632
(4,7,3) 1.597 0.898 0.078 2.362 1.171 2.365 0.877 0.907 0.731
(4,5,3,3) 1.432 1.033 0.1412 2.047 1.348 4,923 0.885 0.875 0.454
(4,6,3,3) 1.443 0.854 0.105 2.124 1.072 3.496 0.886 0.918 0.66

Note: The darkened data are excluded from further consideration.

Table 3. Values of the coefficient of determination for the second stage ANN models.

ANN architectures

R2 (4,5,3)
(4,6,3)
(4,7,3)
(4,5,3,3)
(4,6,3,3)

R2.100%
Tmax  Tmin VS
76.56 8154 47.61
7744 8154 39.94
76.91 8226 53.43
7832 7656 20.43
78.49  84.27 43,56

Note: The darkened data are excluded from further consideration.

As far as the models for the second stage
bioreactor are concerned, RMSE and MAPE have
promising values. By analyzing the values of the
correlation coefficients, it can be concluded that
there is a large correlation between measured and
calculated data for Tmax and Tmin. Whereas for
VS the correlation can be assumed to be moderate
to high without the model (4,5,3,3) where R for VS
is 0.454. The latter is close to the critical value of
0.3882 within a confidence level of 95%.
Therefore, for all models for the second stage
bioreactor, the determination coefficients -
R2.100% were calculated, which provides
information about the percentage of the data closest
to the line of best match between measured and
calculated data, see Table 3. It can be seen that the
coefficient of determination for VS for the model
with the architecture (4,5,3,3) is very low - barely
20.43%. This is the reason, this model to be
excluded from further consideration.

Figure 4 shows a comparison between the
measured values for Tmax, Tmin, VS and the
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calculated values obtained in the architectures
(5,7,3) for R1 and (4,6,3,3) for R2.

According to that, seven models that provide a
very good match between measured and calculated
values were chosen as the most prospective for
modeling the two-stage ATAD system. Three of
them, with architectures (5,6,3), (5,7,3) and
(5,5,3,3) are related to the first stage, while the rest
with architectures (4,5,3), (4,6,3), (4,7,3) and
(4,6,3,3) —to the second stage.

Modeling of two-stage ATAD system

In order to model the two-stage ATAD system,
the selected ANN models for R1 and R2 were
connected in series. The transfer of data toward and
between ANN models for the first and second stage
bioreactors was organized according to the
description of the real system flows given in
Section 2. Thus, the organized models calculate
Tmin2n, Tmax2y and VS2y of outgoing flow from
the second bioreactor at the end of each batch N.
So, 12 possible models for the two-stage ATAD
system were created.
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Simulation of the performance of the two-stage
ATAD system was carried out based on already
selected data for six-week data from different
seasons. During simulation, the Tmax, Tmin, and
VS of the outgoing flows were tracked in each
batch from both bioreactors stages, the calculated
results to be verified with the measured values.
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Then, RMSE and R and also coefficients of
determination - R2.100% were calculated for Tmax,
Tmin, and VS. The results for the best four models,
including individual models with the following
architectures R1(5,7,3)-R2(4,5,3); R1(5,7,3)-
R2(4,6,3); R1(5,7,3)-R2(4,7,3) and R1(5,7,3)-
R2(4,6,3,3) are summarized in Table 4.

4 measured @ calculated

.lio;-‘.c.glz..oo.cl.ot.i‘
+ -

0 5 10 15
samplings

20 25

#measured ® calculated

TrMTt—..T.JfTrLtOﬂw—

0 5 10 15
samplings

20

# measured @ calculated

b4 LX ¥
'.o'.““'"'O'aoﬁoozzzlot
*

o

5 10 15
samplings

20 25 30

Fig. 4. Comparison between measured and calculated values for Tmax, Tmin and VS for R1 and R2.
Table 4. Values for RMSE, R and R? for the best ANN models of a two-stage ATAD system.

ANN models of a RMSE R R2.100%

two-stage ATAD Tmax  Tmin VS Tmax  Tmin VS Tmax  Tmin VS
system

R1 (5,7,3) 1.64 1.51 0.245 0.913 0.955 0.881 83.34 91.2 77.63
R2 (4,5,3) 2.74 2.27 0.195 0.619 0.482 0.616 38.34 23.26 38.02
R2 (4,6,3) 2.71 2.25 0.194 0.62 0.503 0.639 38.44 25.33 40.79
R2 (4,7,3) 2.17 1.91 0.192 0.639 0.534 0.656 40.79 28.57 43.06
R2 (4,6,3,3) 2.67 2.25 0.206 0.6538 0.5484 0.6526 42.75 30.07 42.57

Note: The darkened data are related to the selected ANN model R1(5,7,3)-R2(4,6,3,3).

Table 4 clearly shows the increase in RMSE
values and the decrease in R values for Tmax2,
Tmin2y and VS2n. They go out of the created
two-stage ATAD models compared to the same
measures for the individual models of second
stage bioreactors. The latter can be explained by
the errors accumulated in the input data for the
second bioreactor stage resulting from the
simulation of the first stage. Correlation
coefficients obtained show moderate correlations
between measured and calculated data.

In this case, the coefficients of determination
are an additional option to evaluate the results

calculated by the models. It can be seen that the
percentage of data closest to the line of best match
between measured and calculated data is the most
promising for the model R1(5,7,3)-R2(4,6,3,3).
This is the reason for selecting the R1(5,7,3)-
R2(4,6,3,3) model for incorporation in the ATAD
energy integration framework. A comparison of
measured and calculated values of R1(5,7,3)-
R2(4,6,3,3) for Tmax2n, Tmin2y and VS2y for
one winter and one summer week is shown in
Figure 5.
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Fig. 5. Comparison between measured and calculated data by the model of two-stage ATAD system for one winter and
one summer week.

CONCLUSIONS

This study presents a way to model a two-stage
industrial ATAD system that can be included in an
energy-saving working frame under uncertainties.
Due to uncertainties in the incoming raw sludge
parameters, Artificial Neural Networks are used for
modeling ATAD bioreactors of each stage. Twelve
different ANN architectures are investigated. One-
year records of the environmental conditions and
resulting operating conditions in ATAD bioreactors
are used for training and validation of the ANN
models. During validation of the ANN’s
architectures, three different measures such as root
mean square error (RMSE), mean absolute
percentage error (MAPE) and linear correlation
coefficient (R) are wused to assess their
performances. The best models for the first and the
second bioreactor in the ATAD system are selected
based on the values obtained for the measures.
Then, the selected models are connected in series
by organizing the correct transfer of the calculated
data between them. Thus, the constructed models of
the two-stage ATAD bioreactor system are also
validated with weekly data from different seasons,
using the same performance measures. It was
shown that there is a good consistency between the
implementation measures not only for the two
bioreactors models but also for the designed model
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of the two-stage ATAD system. The latter gives us
reason to believe that the ANN model for a two-
stage ATAD system is applicable to predict, with
sufficient accuracy, the expected temperature drop,
the maximal operating temperature reached at the
end of batch and the respective reduction of volatile
solids.

In future, the already developed ANN models of
the two-stage ATAD bioreactors system will be
included in analytical models of energy integration
of the processes carried out in ATAD systems. The
resulting hybrid model will be involved in an
optimization framework under uncertainties.
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NOTATIONS

a — coefficient determining the slope of sigmoid function
(activation function);

b — bias inputs for each neuron from the hidden layers;

F — activation function representing sigmoid function;

In — number of inputs;

M- measured values of Tmax, Tmin and VS;
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MAPE- mean absolute percentage error, %;

N — number of data samplings;

net — function aggregating weighted values to a single
one to each neuron in the hidden layer;

NN — number of neurons;

Out — number of outputs;

P — calculated values for Tmax, Tmin and VS;

Q — feed amount, %;

R — linear correlation coefficient;

R1 — first bioreactor in the series;

R2 — second bioreactor in the series;

S — standard deviation;

TAD - temperature of the feed, °C;

Tmax — temperature inside the bioreactor before opening
in a current day, °C;

Tmax1 - temperature inside the bioreactor before
opening the next day in R1, °C;

Tmax2 - temperature inside the bioreactor before
opening the next day in R2, °C;

Tminl — temperature drop in the first bioreactor, °C;

Tmin2 — temperature drop in the second bioreactor, °C;

TS —ratio of total solids in the feed, %;

VS — ratio of volatile solids in the feed, %;

V/S1 — ratio of volatile solids at the end of the process in
the first bioreactor, %;

V/S2 — ratio of volatile solids at the end of the process in
the second bioreactor, %;

w - weighting coefficients of input-to-hidden
connections and hidden-to-output connections;

X — inputs to the neurons for a given layer of the neural
network;

X - mean deviation.
Subscripts
i — indices for neurons;
j — indices for inputs;
N — number of batches.
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MOJEJIMPAHE ITIOCPEACTBOM U3KYCTBEHA HEBPOHHA MPEXA HA
JIABYCTAIMMHA ATAD CUCTEMA 3A HYKIUTE HA EHEPTUMHATA UHTET'PALIUA

E. I'. Kupunosa, H. I'p. BaknueBa-banyesa
Institute of Chemical Engineering, Bulgarian Academy of Sciences, 1113 Sofia, Bulgaria

IToctenuna Ha 30 mait, 2018 r.; mpuera Ha 26 1oHu, 2018 1.
(Pestome)

IpemioskeH ¢ MOaX0/1 32 MOJACIMPAHe HA [BYCTaAMiHA IPOMHMIIUICHA CHCTEMa 3a aBTOTEPMAIHO TEPMODHUIIHO aepOOHO
pasrpaxaane (ATAD) 3a 06paboTKa Ha OTIAXBYHKM BOJAU IIOCPEACTBOM H3KycTBeHa HeBponHa mpeska (ANN), kosTo ma
ce BKJIIIOYM B €HeprocrecTsBaiia pamka, padoTelia B YCIOBHATAa Ha HECHUTYPHOCTH. 3a 1enrta ca paspadorenn ANN
MOJENU C pa3lInyHa apXUTeKTypa 3a OWOpeakTopu OT MBPBOTO W BTOpoTo cThmanmo Ha ATAD cucremara, KOUTO
BIIOCJICJICTBUE Ca CBBP3aHU B 001 Mojen Ha AByctanuitnata ATAD cuctema. Mogenute ca o0ydeHU U BaIUIUPAHU C
JTAHHU 32 €THOTOJHMIICH mepro, noiaydenu ot peamsa ATAD cucrema. M3non3anu ca Tpu pa3indHA MEPKH 32 OICHKA
Ha TsaxHata edektuBHOCT. Hali-moOpure momenum ca m30paHM 3a ch3JaBaHe Ha Monen Ha nBycraauitHata ATAD
cucTeMa, KOHWTO € BaTuIupaH ¢ m30panu cenMudHu nanHu. Cr3naneHust monen Ha ATAD cuctemara € B ChCTOSIHHE /12
o0OxBaHe (QIyKTyallMUTe HA MapaMETPUTE Ha CypoBaTa yTaiKa, IIOCTHIIBAIA B CHCTEMATa M Ja MPEICKaKe OYaKBAaHHUTE
LIEJIEBU TeMIlepaTypu Ha oOpaboTeHara yTaiika B Kpas Ha BCSKa MapTHIa. ToBa TO MpaBH MOAXOISII 32 H3IIOI3BaHE B
€HeprocrecTsIBalla paMka, padboTelia B yCIOBUATa HA HECUTYPHOCTH.
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An approach for reduction of the computational complexity of a two-stage stochastic optimization problem for
capturing parameters uncertainty in a conventional ATAD system is proposed in this study. The main aim is to find the
boundary values of the variables of the first stage of the approach which will result in solutions into the boundaries of
the stochastic space. The boundaries of variation of the first stage variables determine the variation of the parameters of
the main equipment (heat exchangers surfaces and operating volumes of heat storage tank) which are affected by the
change in stochastic parameters. The computational complexity is reduced as in any scenario vertex in the stochastic
space a deterministic optimization problem is formulated and solved. As an optimization criterion, the minimum capital
costs for purchase of heat exchangers and heat storage tank are used. For the purpose of the study, data from
measurements in a real ATAD system were used. As a result of the deterministic optimization problems solution, the
values of the parameters of main equipment corresponding to the minimum capital costs are determined. Based on these
values the lower and the upper boundaries of the variables of the first stage of the approach are determined.

Keywords: ATAD system, Stochasticoptimization, Uncertainties
INTRODUCTION given scenario parameters, Figure 1.

Optimization is the heart of the decision-making A 0 o

0
process in chemical engineering, and other fields of T. W, 0 0
the economy and business. It provides the E 0o . 0
opportunity to formulate a wide range of problems Is 0 0 Wa

in a concise manner, using the combination goals
and constraints of the process. In some cases, there
are uncertainties in the data or model parameters. In
these cases, optimization problems are considered A

. o ) W,
as stochastic optimization problems. In their T,
solution the influence of the uncertain parameters : ———
should be taken into consideration. This influence T Wa
can take the process out of the optimum operating  lst stage —
conditions and to constraints violation. The most

| stage
decomposition

+— scenarios —

+— 2nd stage —

common approach to deal with uncertainties in
chemical engineering problems is two-stage
stochastic programming.

In general, the two-stage stochastic optimization
problems, for each possible scenario include a
separate set of second-stage variables. Thus, the
problem can be presented as a multi-dimensional
problem of deterministic mathematical
programming.

Thus, the task can be presented as a
multidimensional task of the determined
mathematical ~ programming.  Assuming the
independence of the scenarios, the coefficients of
the constraints form a huge block-diagonal matrix
in which each block describes the corresponding
structures of the constraints with the specific to the

* To whom all correspondence should be sent:
E-mail:raika_vladova@abv.bg

Fig. 1. Decomposition of the two-stage optimization
problem [1].

The decomposition approach is the most widely
used one to solve such optimization problems. The
strategy of the process of obtaining the solution is
the following: firstly, the values of the first stage
parameters are determined, such as the probability
objective function to be optimized. This stage of the
process of obtaining the solution is called
formulation of Master problem. The first stage
variables represent the solutions which need to be
taken into account before the uncertainty data are
known (for example investment for equipment).
While the second stage variables are solutions in
which the uncertain parameters have already been
found and additional solutions are obtained such as
the constraints to be satisfied. The main aim of the

© 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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optimization is to select these values of the first and
the second stages variables (costs) so that their total
amount to be minimal.

Assuming that the uncertainty parameters are
with a certain probability, assign sets of known
discrete values, postulate a final number of points
(scenarios) in the stochastic space, then the two-
stage stochastic optimization problem can be
formulated as an equivalent deterministic multi-
scenario optimization problem. The latter is well
known as a multi-scenario model of the two-stage
stochastic programming:
min Z :C'(d)+ZpSC'S'(WS,¢95)

S

d,wg
Subject to:
h.(dw,,0,)=0 viel

9..(dw.0,)<0 vjeJ
aeD, V_VseW, 9s€®,VSGS_

S
> p, =1
s=1

where d is the vector of the first stage variables

(design variables), and Ws is the vector of the
second stage variables in scenario s (state
variables). ©; is the vector of the uncertain
parameters in scenario s, and ps is the probability of
the occurrence of scenario s. The scenarios number
in the model is S. There are equality and inequality
constraints for each scenario. In addition, the
objective function, conditionally called cost
function, includes the costs for the first stage
(design variables) and the total amount of costs

¥ p.Ci(w.0,)
expected for the second stage s

calculated based on the costs for “system
operation” for all scenarios with the respective
probabilities ps. The latter largely depend on the
choice of the first-stage variables. However, the
great number of scenarios leads to an increase in
the computational complexity of the problem, even
with the use of decomposition techniques. In order
reasonable computational time to be reached it is
necessary to determine the boundaries of the values
of the first-stage variables that lead to solutions
within the stochastic space.

The considered optimization approach is applied
to a conventional Autothermal Thermophilic
Aerobic Digestion (ATAD) system for municipal
wastewater treatment operating under uncertainty.
The ATAD process is conducted by the help of
thermophilic microorganisms in two consecutively
connected bioreactors operating in batch and semi-
batch mode. As a final product Class A biosolidsare
produced which are used as fertilizers in
agriculture.

One of the main problems for the sustainable
operation of the ATAD systems is the presence of
uncertainty with regard to the main parameters of
the ATAD systems such as temperature, quantity
and composition of the raw sludge incoming into
the ATAD system and the temperature of “product”
flows outgoing from the ATAD system. This
causes a lack of sustainability to the operating
temperatures in the first-stage bioreactors and
temperatures fluctuation in the whole system, as
well as the presence of thermal shock on the
thermophilic ~ microorganisms  resulting  in
prolongation of stabilization and pasteurization
processes.

Scrubber liquid returned to
head of works

‘ NH, scrubber ‘_,| Mona-shell air filter ‘ ﬂ[l[::>

Sewage Feed Tanks
sludge —*| Central mixing,
no aeration

40-55°C [

Off gas to NH, scrubber and bio-filter before discharge

R2A
55-65°C

Class A
Biosolids

4 Product
Storage tanks

First stage tanks (R1A/ R1B).
Foam controllers

Spiral aerators

Central circulation aerator

Fig. 2. Two-stage ATAD wastewater treatment system [2].

Second stage tanks (R2A/ R2B):
Foam controllers

Spiral aerators

Central circulation aerator
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In order to increase the operating temperatures
in the first bioreactor stages and to reduce the
thermal shock on the thermophilic microorganisms,
a mathematical model of heat integration with two
heat exchangers (hot and cold) and one heat storage
tank can be applied [3]. This model can be used as
to utilize the waste heat from the second stage
bioreactors for preheating of the sludge in the first-
stage bioreactors, as well as to capture uncertain
parameters of the flows incoming and outgoing
from the ATAD system. For this purpose this
model is modified in such a way to be involved in a
two-stage stochastic optimization problem which
involves variables of the first and the second stage
[4]. However, the solution of this problem is
hampered by the large stochastic space formed by
the values of the uncertainty parameters.

This study proposes an approach for reduction
of the stochastic space mentioned above by
determination of reasonable boundary values of the
variables of the first stage (design variables) of the
two-stage stochastic optimization problem [4]. The
latter leads to solutions obtained in the boundaries
of the stochastic space, as well as to reduction of
the needed calculation time for stochastic
optimization problem solution.

In order to determine these boundaries,
deterministic optimization problems should be
formulated and solved in the boundaries of the
stochastic space. The stochastic space can be
conditionally interpreted as hyper-rectangular with
vertices, determined from all possible combinations
of lower and upper boundary values of the
uncertainty parameters. Their number is equal to
2N, where N in the number of the uncertainty
parameters. The boundary values of the variables of
the first stage should determine these regions of
variation of the characteristics of the main
equipment (heat exchangers surfaces and operating
volume of the heat storage tank) which are affected
by the change of the uncertainty parameters. For the
ATAD system under consideration, the main
uncertain parameters affecting the application of
the heat integration model and their boundary
values are as follows:

Volumes of loaded/treateddaily sludge: 12 [mq]
—20 [m?];

Temperatures of loaded sludge: 5.6 °C — 20.2
OC’

Temperatures of outgoing treated sludge: 54.5
°C - 68.1°C.

For the purpose, for each scenario vertex in the
stochastic space, a deterministic optimization
problem is formulated. It results in formulation of
2N deterministic optimization problems. They
include the already used model of heat integration
102

of the ATAD process [4], the constraints for
feasibility of the heat exchange, as well as the
constraints for efficiency of the heat integration.

Formulation of deterministic optimization
problem

Data needed:

To formulate the deterministic optimization
problem the following data should be known:

M<=Vp - mass of the fluid subject to
heating/cooling [kg];

cp® - specific heat capacity of the fluid subject
to heating [J/(kg.°C)];

T°° - temperature of the cold sludge subject to
heating [°C];

cph - specific heat capacity of the fluid subject
to cooling [J/(kg.°C)];

T" - temperature of the fluid subject to cooling
[°Cl;

U° - heat transfer coefficient in heat exchanger
HE-c [W/(m%C)];

U" - heat transfer coefficient in heat exchanger
HE-h [W/(m?*C)].

AT™ _ admissible minimum temperature
difference at the end of the heat exchangers [°C];

cp™ - specific heat capacity of the fluid in the
heat storage tank [J/(kg.°C)];

T - lower boundary of the efficiency of the
heat integration scheme [°C].

Control variables

The following independent control variables are
introduced — heat exchangers surfaces A® and A" of
the two heat exchangers HE-c and HE-h, the
operating volume of the heat storage tank V™, M™ =

V™. p", as well as the times 7 and 7" for heating
and cooling fluids in the heat exchangers.
The independent variables are continuous

variables which vary within the following
boundaries:
Amin® < A°* < Amax°©, (1)
Amin" < A" < Amax", (2)
Vmin™ <V"™ <V max™, (3)
rmin® <7° <zrmax®, 4)
rmin" < 7" < zmax", (5)

Mathematical description of the heat exchange

The mathematical description [3] includes
equations determining the temperatures at the
inputs and the outputs of both heat exchangers at
the end of the heat integration of the processes in
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the ATAD system. In addition, the model includes
the equations determining initial temperatures in
the heat storage tank, from which it begins to
perform the functions of hot and cold respectively,
as follows:

Tcl(z_c)z-l—co_'_I:Tmh(z_c)_TCO]RcDec’ (6)

Tmhl(z_c):-l-mh (TC)— [Tmh (Tc)—TCO ]RCDEC, (7)

Tmh(z_c)z-rco +(T mhO —Tco)exp(—Gmhq)eCTC), (8)
Wmh'cpm ,

where: ge _ we =M [kgfs], ym M

we.cp© r° T

[kass], gm - " [s9],
M m

Dt — 1—exp(— y‘uU °.A°)

= , and
1-R°.exp(- y* U .A°)

. 1 1

Thl(Th):ThO_(T ho _Tmc(Th))(Deh, (9)
T ") =T (" )+ (T —T™(" )R'De",  (10)

Tme (Th):-l-ho 4 (T meo _ho )exp(— th)ethcz_h)l
(11)

[ka/s],

h h

w'.C M
WhereRh:mC—pm, Wh:_h’
W™ cp T

m
me _

w Mh [ka/s],
T

1—exp(— y"U “.A“)

De" =
1-R".exp[-y"U".A")
WmC

yh: hl h L me mandGmcz_m[S_l];

w'.cp' wh.ep M
Tmho B b22 +b12b21 Tmco B blZ _b11b22

B 1—pip2t B 1—DbipZ

(12)

where:

bl = EXp(—Gmh(DeCTC); b2 = |:1_exp(_GmthecTc )]T 0

b? = exp(-R"De"G™z"); b? = [1—exp(—R“dJe“Gm°r“ )}T“O.
Constraints

The model should be supplied with constraints
for the feasibility of the heat exchange in the heat
exchangers:

ATE = AT™ (13)
AT" > AT™ (14)

where AT and AT "are  minimum  temperature
differences at the ends of the heat exchangers HE-c
and HE-h. The values obtained of the temperatures

allow AT andAT" to be determined. They are
equal to the smaller of the two temperature
differences at the end of each of the heat
exchangers:

A-I—c — mln{(T mhl(z_c )_TCO (T mh (TC )—T cl(z_c )) }' (15)

T minfr T ) )T () |
(16)_ In order the proposed model of heat
integrated ATAD system to operate efficiently, the
temperature of the pre-heated raw sludge incoming
into the first bioreactors stage, should be higher or

equal to T [3].
T >TH (17)

Optimization criterion

The aim of each scenario vertex is to determine
the minimum costs for the main equipment for the
purpose of the heat integration:

Cost =, (AC )ﬂ“E T+t (AT )ﬂ“E +oy (V " )ﬂHS :
MIN (Cost)- (18)

Determination of the boundaries of the first-stage
variables. Results

Data used:

1. Characteristic data of the heating/cooling flows
for the different scenario vertices, Table 1.

2. The specific heat capacity of the fluid in the
heat storage tank. Water is used as an
intermediate heating/cooling agent in the heat
exchangers: cp™ = 4.186 [kJ/(kg. °C)].

3. Heat transfer coefficient in the heat exchanger
U° =657 [W/(m?*°C)] — heat transfer coefficient
in the heatexchanger HE-c.

4. U" =657 [W/(m>C)] - heat transfer coefficient
in the heat exchanger HE-h.

5. Admissible minimum temperature difference at
the end of the heatexchangers: 4T™"= [°C].

6. Lower boundary of the efficiency of the heat
integration scheme: T¢'= 18[ °C].

7. Price correlation coefficients, [5] for the heat
exchangers HE-c and HE-h: ane = 3.078.10°
[CU/M?] and Bue = 0.62; for the heat storage
tank ans = 3=247.10? [CU/m®] and Bus=0.68.
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Table 1. Data for each scenario vertex.

Number of hyper- VC,Vh pc, ph Cpc,Cph T T"
rectangle vertices [m3] [kg/m®] [kJ/(kg °C)] [°C] [°C]
1 12 1025 4 5.6 545
2 12 1025 4 5.6 68.1
3 12 1025 4 20.2 545
4 12 1025 4 20.2 68.1
5 20 1025 4 5.6 545
6 20 1025 4 5.6 68.1
7 20 1025 4 20.2 545
8 20 1025 4 20.2 68.1
Table 2. Solutions obtained for the scenarios vertices.
Vertex No 1 2 3 4 5 6 7 8
Cost[CU] 16272.4 | 16968.0 | 115385 | 16604.0 | 19215.8 | 21453.2 | 15094.4 | 18877.4
A M7 24.72 32.11 13.64 24.79 41.17 53.77 22.96 39.35
A[m?] 51.88 64.19 26.39 57.99 82.42 105.63 | 45.61 76.34
VT m?3] 75.39 63.3 31.02 65.79 62.48 70.49 45.75 64.94
[ 2640 2640 2640 2640 2640 2640 264 2640
" [ 1320 1320 1320 1320 1320 1320 1320 1320

The values used for the boundaries of the
control variables in formulated deterministic
optimization problem (1)-(18) are as follows:

0< A° <200;

0< A" <250;

0.239<V™ <100;

900 < 7° < 2640.

900< 7" <1320

The obtained optimization problem solutions
(1)-(18) for the scenarios vertices from 1 to 8
(Table 1) are listed in Table 2. As can be seen from

Table 2, the capital costs for heat exchange
equipment and heat storage tank range from

Table 3. Boundaries of the first stage variables.

11538.5 [CU] to 21453.2 [CU]. They are defined
by different values of the variables A°, A", and V™,
while the times for heating/cooling the fluids in the
respective heat exchangers have values defined by
their upper limits.

Determining the minimum and maximum values
with respect to A°, A", and V™ for the scenarios
vertices, the boundaries of the first stage variables
are determined. They are presented in Table 3. The
lower boundaries of the variables A, A" and V™"
represent solutions of scenario vertex 3, while the
mentioned above solutions correspond to scenario
vertex 6.

Heat exchangerHE-c,[m?];

Heat exchangerHE-h,[m?];

Heat storage tank -HS[m®];

13.65< A° <53.77

26.39< A" <105.63

31.02<V™ <75.39

CONCLUSION

The approach proposed in this study can be used
to reduce the stochastic space for solutions of
ATAD system operating under uncertainties. It is
based on determination of the boundary values of
the first-stage variables. It is realized through
deterministic optimization problems formulation
and solution in different combinations of the
boundary values of the uncertain parameters which
effect the sustainable operation of the ATAD
system. Determination of the boundaries of the
stochastic space allow to choose the size of the
104

main equipment whereby the optimization problem
has a solution and the capital costs for redesign of
the ATAD system will be minimal. The
combination of the boundary values reduces the
solution space, decreasing the computational
complexity of the two-stage stochastic optimization
problem under consideration.
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HECUT'YPHOCTUTE B ITAPAMETPUTE B ATAD CUCTEMA
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bwaeapus

IToctpnuna Ha 30 mait, 2018 r.; nmpuera Ha 26 roHu, 2018 .
(Pestome)

B ToBa mM3cieBaHe ce mpeanara IOIXOJ, Ype3 KOMTO Ja ObJe HaMaleHa W3YUCIMTETIHATa CIOXHOCT Ha
JBYCTaANIHA CTOXAacCTWYHA ONTHMH3ALHOHHA 33j7ada, IPIJIOXKEH 332 OTpaHWYaBaHE BB3JCHCTBHETO HAa HECHT'YPHHTE
napaMeTpu BbpXy kouBeHImoHanHa ATAD cuctema. MeToasT 1ienu 1a ObAaT HAMEPEHH I'PaHUIMTE HA CTOHHOCTUTE
Ha TPOMEHJIMBHUTE 3a IBPBHUS CTaAWi, KOUTO BOJAT O PEIICHHS B TPAaHULIUTE HA CTOXACTHYHOTO IPOCTPAHCTBO.
I'panunyuTe, B KOUTO CE€ M3MEHAT NPOMEHIMBUTE Ha IIBPBHS CTaIUH ONPENEIAT H3MEHEHHUETO HA XapaKTCPUCTUKUTE Ha
OCHOBHOTO 000pyzBaHe (TOMI000MEHHN OBBPXHOCTH M pabOTeH 00eM Ha TOIUIMHHUS PE3epBOap), KOUTO CE BIMSAAT OT
HN3MEHEHHMETO Ha CTOXAaCTUYHHTE NapameTpu. M3unciuTeaHaTa CI0KHOCT € HaMaleHa KaTo 3a BCEKHU CLICHapUEHBPbHX Ha
CTOXAaCTHYHOTO MPOCTPAHCTBO, € (OPMYyJIMpPaHa M pellicHa ACTEPMHUHUpPaHA ONTUMHU3AIMOHHA 3a1aua. M3Mon3BaHUsAT
OIITUMHU3AITUOHCH KpI/ITepI/Iﬁ ca MUHUMAJIHUTE KallUTAJIOBUTE Pa3xXoau 3a TOHJ’IOO6MGHHOTO 060py)113aHe U TOIIJIMHHUA
pe3epBoap. 3a IenHTe Ha N3CIEeABAaHETO ca M3MOI3BaHM JaHHU OT u3MepBaHus B peanHa ATAD cucrema. B pesynrat Ha
pellIaBaHEeTO Ha ONTHMHU3ALIMOHHUTE 33Ja4M ca OMNpE/eNIeHH CTOMHOCTUTE Ha OCHOBHOTO OOOpyZaBaHE C Hal-HUCKU
KalMTaJIOBH Pa3Xxoau. Bb3 ocHOBa Ha TEe3W CTOMHOCTH CAONpEIE]eHH W J0JHaTa M TOpHaTa I'PaHMIM, B KOWUTO Ce
N3MEHST IPOMEHIIMBUTE HA ITbPBUS CTaIHH.
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During the last decades the Bulgarian transport policy is directed mainly towards the construction of modern fast
and safe road infrastructure. It corresponds to the geopolitical location of the state in Southeast Europe. Thus, reliable
transport corridors will be provided to neighbour states and EU member states. The construction of transport corridors
is directly related to the usage of internal combustion engine fuels, used for the vehicles in Bulgaria. The vehicles are
based mainly on petrol and diesel engines as the entry of other engines goes at a slow pace. Diesel has become a fuel for
trucks and agricultural machinery due to the low fuel consumption and the high efficiency of the diesel engines. On the
other hand, the diesel exploitation inevitably reflects on the environment and its pollution because of the volume and the
specificity of the waste gases emitted during combustion. Directive 2020 / EU provides the permanent increase of
biofuels use. The developed toolbox consists of mathematical model and its optimization for production and use of
biofuels, as follows: production and technological criteria, territorial distribution of logistic and production units and
environmental pollution with waste gases, consisting mainly CO,.The results of the toolbox implementation may be
used for future effective transport policy for permanent and balanced development of Bulgaria in the next years.

Keywords: Biodiesel, Production technologies, Coordination, GHG emission.

INTRODUCTION

Over the last century, the planet has
metaphorically contracted as transport has
developed to meet the demands of the population.
Global participation in this expansion has been
disproportionate [1] as the driving force for
transport demand is ultimately the economic
growth, which in itself results in an increased need
for travel. Although this link is gradually
weakening [2], there are few signs of a full
breakdown in the unsustainable relationship
between increasing incomes and transport
emissions [3]. Oil is the dominant fuel source for
transportation (Fig. 1a) with road transport
accounting for 81% of total energy use by the
transport sector (Fig. 1b). This dependence on fossil
fuels makes transport a major contributor of
greenhouse gases and is one of the few industrial
sectors where emissions are still growing [1]. The
impact of transport on the global climate is not
limited to vehicle emissions as the production and
distribution of fuel from oil, a ‘wells to wheels’
approach, produces significant amounts of
greenhouse gas in itself [6]. For example,
consideration of total CO, emissions from an
average car showed that 76% were from fuel usage
whereas 9% was from manufacturing of the vehicle
and a further 15% was from emissions and losses in
the fuel supply system [7]. The reliance on
transport appears to be causing long-term damage

* To whom all correspondence should be sent:
E-mail: evgeniy_ganev@abv.bg

to the climate, and the ever-increasing consumption
of fossil fuels means that peak production of
petroleum is imminent [4] and world resources will
come near exhaustion within 50 years [5]. Rapid
decisions now need to be made so that the impacts
of transport on the environment can be minimized
and fossil fuel resources conserved.

Transport was one of the key sectors highlighted
to be tackled by the 1997 Kyoto protocol. The aim
was to reduce worldwide greenhouse gas emissions
by 5.2% of 1990 levels by 2012. Therefore, since
1997, transport has featured heavily in the political
agendas of the 38 developed countries who signed
the agreement. Fig. 2a shows that the transport
sector accounts for 26% of global CO, emissions
[8], of which roughly two-thirds originate from the
wealthier 10% of countries [9]. Road transport is
the biggest producer of greenhouse gases in the
transport sector, although the motor car is not solely
responsible for all these emissions (Fig. 2b). Buses,
taxis and inter-city coaches all play a significant
role, but the major contributor is road freight which
typically accounts for just under half of the road
transport total. Away from road transport, the
biggest contributor to climate change is aviation.
Aviation is much more environmentally damaging
than is indicated solely by CO, emission figures.
This is due to other greenhouse gases being
released directly into the upper atmosphere, where
the localized effects can be more damaging than the
effects of COjalone [10]. Although, the actual
energy consumption and CO, emissions from
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aviation appear relatively low when compared to
the motor car (Fig. 2b, Table 1), it is the projected
expansion in aviation which is the biggest concern.
Air transport shows the highest growth amongst all
transport modes and is predicted to be as high as
5% per annum for the next decade [11].

Liquid biofuels (biodiesel and bioethanol) can
provide a much needed substitute for fossil fuels
used in the transport sector. They can contribute to
climate and other environmental goals, energy
security, economic development, and offer
opportunities for private companies to profit.

2% 1% oy

a) m Oil

M Natural gas
Electricity

B Renewables

97%

%

2
13%

2% 2%

b)

H Road H Air
Water M Rail

M Pipeline
81% 'PEl

Fig. 1. (a) Fuel use in the transportation sector in OECD(Organisation for Economic Cooperation and Development)
countries and(b) shares of transport modes in OECD countries. Source:IEA, 2002.

6% 3% 4% a) H Energy Production
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¥ Commercial&Other
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b) M Road Transport
M Rail,Dpmestic
Aviation&Waterways
International Aviation

H |nternational Shipping

Fig. 2. (a) Carbon dioxide emissions per sector and (b) carbon dioxideemissions per transport sector.Source:IEA, 2000.

If not implemented with care, however, biofuel
production can put upward pressure on food prices,
increase greenhouse gas (GHG) emissions,
exacerbate degradation of land, forests, water
sources, and ecosystems, and jeopardize the
livelihood security of individuals immediately
dependent on the natural resource base.

To this goal we have designed an optimal supply
chain (SC) that addresses the entire life cycle of

biofuels, from the production of biomass to the
combustion of biofuel produced, which should
provide an optimal solution for the production of
biofuels in order to make their use and production
environmentally friendly and not affecting other
areas.
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METHODOLOGY

Life Cycle Assessment (LCA)has been chosen
as the methodology to qualitatively evaluate the
environmental loads of the studied fuels. Analysis
of a system under LCA encompasses the extraction
of raw materials and energy resources, the
conversion of these resources into the desired
product, the utilization of the product by the
consumer, and finally the disposal, reuse or recycle
of the product after its service life. The Society of
Environmental Toxicology and Chemistry and the
International Organization for Standardization (1SO
14040, 1997; 1SO 14041, 1998; ISO 14042,
2000a; 1SO 14043,2000b) developed in the 1990s
the LCA methodology. The methodology used falls
under the international standards of series
1ISO14040. The main stages in the aforementioned
methodology include:

e  Goal definition and scoping;
e Inventory analysis;

e  Impact assessment;

e Interpretation.

The goal of this study is to evaluate the
environmental performance of biodiesel, based on a
life cycle perspective. The assessment includes the
extraction of primary raw materials, as well as the
combustion of the fuels in the car engine. The
system boundaries do not include the production of
capital goods, risks and human labor. Major
operations within the boundary of the petroleum
diesel system include:extract crude oil from the
ground, transport crude oil to an oil refinery, refine
crude oil to diesel fuel, transport diesel fuel to its
point of use and use the fuel in the car engine.

Biodiesel production is achievedvia different
kinds of feedstocks. The nature of feedstock used is
dependent on the geographical position and climate
of the place. Singh and Singh [12] reported that the
major feedstocks employed in producing biodiesel
are cotton seed, palm oil, sunflower, soybean,
canola, rapeseed, and Jatropha curcas. Additionally,
Zhang et al. [13] remarked that employing
feedstocks such as waste frying oils, nonedible oils,
and animal fats, as feedstocks could be useful in
producing biodiesel. We look at biomass
(sunflower and rapeseed) as feedstock for biodiesel
production because they are grown in Bulgaria. The
biodiesel is produced by transesterification. Based
on Fig. 3, which presents the life cycle of biodiesel
and the fossil fuels, it is seen that the first stage in
biodiesel chain refers to the cultivation of rapeseed
and sunflower grains. After the growth and harvest
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of plants, the grains are dried and then oil is
extracted in two steps, followed by an extraction
with an organic solvent (hexane). The solvent is
separated and recycled while a small quantity is lost
(emission to air). Transesterification of the oil
produces methyl esters (biodiesel) and glycerol,
which is purified and then used in chemical
industry.

Biodiesel can be blended and used in many
different concentrations. The most common are B5
(up to 5% biodiesel) and B20 (6% to 20%
biodiesel). B100 (pure biodiesel) is typically used
as a blendstock to produce lower blends and is
rarely used as a transportation fuel.

Low-level biodiesel blends, such as B5, can be
used in any compression-ignition engine designed
to be operated on petroleum diesel. This can
include light-duty and heavy-duty diesel cars and
trucks, tractors, boats, and electrical generators.
B20 is popular because it represents a good balance
of cost, emissions, cold-weather performance,
materials compatibility, and ability to act as a
solvent. B100 and other high-level biodiesel blends
are less common than B20 and lower blends due to
a lack of regulatory incentives and pricing.
Biodiesel-compatible material for certain parts,
such as hoses and gaskets, allow B100 to be used in
some engines built since 1994. B100 has a solvent
effect, and it can clean a vehicle's fuel system and
release deposits accumulated from petroleum diesel
use. The release of these deposits may initially clog
filters and require frequent filter replacement in the
first few tanks of high-level blends.

Comparison of COzemissions for biodiesel and
petroleum diesel

Figure 4 and Table 1summarize CO; flows from
the total life cycles of biodiesel and petroleum
diesel and the total CO- released at the tailpipe for
each fuel. The dominant source of CO; for both the
petroleum diesel and the biodiesel life cycles is the
combustion of fuel in the bus. For petroleum diesel,
CO; emitted from the tailpipe represents 86.54% of
the total CO, emitted across the entire life cycle of
the fuel. Most remaining CO, comes from
emissions at the oil refinery, which contribute 9.6%
of the total CO2 emissions. For biodiesel, 84.43%
of the CO, emissions occur at the tailpipe. The
remaining CO, comes almost equally from
biomass, biomasses crushing, and biomass oil
conversion to biodiesel. Figure 5 shows the effect
of biodiesel blend levels on CO; emissions
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Fig.4. Comparison of net COzlife cycle emissions forpetroleum diesel and biodiesel blends*.
*Net COycalculated by setting biomass COzemissions from the tailpipe to zero.

Table 1. Tailpipe contribution to total life cycle COxforpetroleum diesel and biodiesel(g CO/bhp-h)

Fuel Total Life | Total Life | Total Life Tailpipe Tailpipe Total % of
Cycle Cycle Cycle CO; | Fossil CO; Biomass Tailpipe | TotalCO.fromTailpipe
Fossil CO, | Biomass CO2 CO2
CO2
Petroleum 633.28 0.00 633.28 548.02 0.00 548.02 86.54%
Diesel
B100 136.45 543.34 679.78 30.62 543.34 573.96 84.43%
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Fig.5. Effect of biodiesel blend level on COzemissions.

At the tailpipe, biodiesel (most of which is
renewable) emits 4.7% more CO; than petroleum
diesel. The nonrenewable portion comes from the
methanol. Biodiesel generates 573.96 g/bhp-h
compared to 548.02g/bhp-h for petroleum diesel.
The higher CO; levels result from more complete
combustion and the concomitant reductions in other
carbon-containing tailpipe emissions. As Figure 8
shows, the overall life cycle emissions of CO, from
B100 are by 78.45% lower than those of petroleum
diesel. The reduction is a direct result of carbon
recycling in rapeseed and sunflower plants. B20
reduces net CO; emissions by 15.66%.

Comparison of life cycle air emissions for biodiesel
and petroleum diesel

Figure 6 summarizes the differences in life cycle
air emissions for B100 and B20 versus
petroleumdiesel fuel. Replacing petroleum diesel
with biodiesel in an urban bus reduces life cycle air
emissions forall but three of the pollutants we
tracked. The largest reduction (34.5%) in air
emissions that occurs whenB100 or B20 is used as
a substitute for petroleum diesel is for CO. The
effectiveness of B20 in reducinglife cycle
emissions of CO drops proportionately with the
blend level. Biodiesel could, therefore effectively
reduce CO emissions in CO non-attainment areas.
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Fig. 6. Life cycle air emissions for
B20compared to petroleum diesel
emissions.
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DISCUSSION

The results of the present study can be used as
an input to the strategic decision-making process
for future transport energy policy and also to
identify key areas of interest for further technology
research and development of the Bulgarian
transport system. Biofuels Life Cycle Analysis can
be considered as a valuable tool, offering flexibility
to the system parameterization and to the integrated
evaluation of their environmental impacts and their
performance in general. Furthermore, it can be a
useful tool in the process of strategic and integrated
transportation planning, since it takes into account
environmental, technical and cost considerations. It
is obvious that the use of LCA can result in a shift
of the way planners make strategic and operational
decisions, through being more effective in
identifying improvement opportunities that may not
have been previously obvious.

Taken into consideration the fact that the
biodiesel is suitable for use in standard
compression-ignition (diesel) engines designed to
operate on petroleum-based diesel fuel, it is
obvious that it can be easily used in existing diesel
engines either in its pure form (B100) or in virtually
any blend ratio with conventional diesel fuels.
Additionally, biodiesel can be strongly promoted
through captive and private fleets (bus, taxi, car
driver, municipal fleets, etc.).
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E®EKTHUBHA 1 EKOJIOTOCBOBPA3HA TPAHCIIOPTHA TIOJIMTUKA ITPU
[MPON3BOJACTBOTO HA BUOU3EJI — KJITFOUOB ®AKTOP 3A YCTOUYMBO 1
BAJTAHCHUPAHO PA3BUTUE B PAMKUTE HA BbJII'APUA.

E. N.I'anes*,b. b. Banos, M. I'. lo6pymxanues, 1O. P.Ixenwn, /[. Hukonosa
Hncmumym no undcenepna xumus, Bvreapcka akademus na naykume, Cous, bvacapus
[ocrermna wa 20 mMapr, 2018 r.;npuera Ha26 toHU, 2018 T.

(Pe3tome)

IIpe3 mocnenHuTEe HeceTWIETHs, TPAaHCIOpPTHATa MOJIWTHKAa Ha PemyOnnka bearapus, OCHOBHO € Haco4yeHa KbM
W3rpakJaHe Ha MOJEpPHa W CHUI'YpHa IbTHa HMHOpacTpykTypa. ToBa € B CHOTBETCTBHE C T€OMNOJIMTHYECKOTO
pasnonoxenue Ha cTpaHata B EBpona. Taka mie ce OCUTypsT HaAEKIHU TPAHCIIOPTHU KOPUAOPH KbM ChCEIHH Ham
crpanu oT EBponeiickus c¢bio3. ToBa € B psika Bpb3Ka ¢ U3IMOJA3BaHETO HA FOPUBA 3a IBUTaTEJIUTE C BTPELUIHO FOPEHE,
THI KaTO HABJIHM3aHETO Ha APYTH JBHUTATEIH BBHPBH C OaBHU TeMIioBe. [IUM3elbT, ce € HANOXKWI Karo TOPUBO TIPH
TOBapHHUTE aBTOMOOWIIH U CEICKOCTOMAHCKAaTa TEXHUKA, MOpaJH BUCOKaTa e()eKTUBHOCT, HO OT JIpyra CTpaHa, Mopaan
oOeMa Ha IPUIIOKEHUE U CTieNn(pUKaTa HAa BPSIHUTE €MUCHH, TIPH U3rapsHe, eKCIUIOATAIITa Ha Ji3ella HEMUHYEMO Ce
OoTpa3aBa Ha EKOJOTMYHAaTa OOCTAaHOBKa W 3aMbpCSIBaHETO Ha oKonmHata cpena. CerimacHo JupekrtmBa 2020 Ha
EBporeiickus cbio3 € HEOOX0AMMO HENPEKbCHATO HAPACTBAHE Ha M3II0JI3BaHETO Ha OMOTOpHBa.

Pa3zpaboTeHUAT MHCTPYMEHTapUyM BKJIIOYBA MaTeMaTHYeH MOJEN U ONTUMH3AIMATAa My 3a IPOHU3BOJCTBO U
M3IMONI3BaHE Ha OWOropMBa TMO: TPOU3BOJACTBEHO-TEXHOJOTWYHHM KPHUTEPHUH, TEPUTOPHATIHO paslpefesieHHe Ha
JIOTUCTUYHHU U IIPOU3BOACTBEHU €JUHUIIM U 3aMbPCSIBAHETO HA OKOJIHATA CPella C OTIaJbYHU, TOPUBHU I'a30BE.

Pesynrature OT MpUIOKEHNETO HA TO3H MHCTPYMEHTAPUYM, MOTAT Jja Ce M3ION3BAT 3a M3rpaXkJaHe Ha e(eKTUBHA
TPAHCIOPTHA TOJIMTHKA 32 YCTOHYNBO 1 OarmaHCHUpaHO pa3BuTHE Ha Pemybnuka beiarapus npes ciensamuTe roauHN.
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In the paper is presented a theoretical analysis of the role of the reaction kinetics in chemical engineering for the
solution of the main problems in the chemical industry (biotechnology, heat energy), i.e. the optimal design of new
devices and the optimal control of active processes. The thermodynamic and hydrodynamic approximations for the
modeling of the industrial process rates are presented and analyzed. The relation between the Onsager’s linearity

coefficient and mass transfer coefficient is presented.
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approximation.
INTRODUCTION

The main problems in the chemical industry
(biotechnology, heat energy) are the optimal design
of new devices and the optimal control of active
processes, i.e. minimization of the investment and
operating costs. These problems are solved by
chemical engineering with modeling and simulation
methods [1].

Mathematical models of processes in the
chemical industry contain equations involving
variables and parameters. Depending on the
problem solved, variables can become parameters
and vice versa. They are input mode variables (X),
output mode variables (Y), and construction
parameters (A):

F(X,Y,A)=0, (1)
where F is a “vector”, containing all the equations
in the model, X(Y) are the vectors of the input
(output) variables, that contain the flow rates and
temperatures of the input (output) phase flows and
the concentrations of their components, A is the
vector of the constructive parameters, which
contains the constructive parameters of the
apparatuses.

The solutions to the optimal design problems of
new apparatuses use algorithms, where input mode
variables (X) and output mode variables (Y) are set
(as parameters) and optimal construction
parameters must be obtained (as variables):

A=F(X.Y). (2
The problems of optimal control of current
processes use algorithms, where the output mode

variables (Y) and constructive parameters (A) are
set (as parameters) and the optimal input mode

* Address for correspondence:
E-mail: chr.boyadjiev@gmail.com

variables A are searched:
X =FK(Y,A). (3)

In the case of renovation (optimal
reconstruction), part of the input mode variables
and construction parameters are set.

Optimal design and control in the chemical
industry is uniquely related to process rates, so all
mathematical descriptions of processes are linked
to algorithms to determine these rates.

THE PROCESSES RATES IN THE CHEMICAL
ENGINEERING

The processes in the chemical industry
(biotechnology, heat energy) are the result of the
deviation of the systems from their thermodynamic
equilibrium [2]. One system is not in a
thermodynamic equilibrium when the
concentrations of the components (substances) and
the temperature at the individual points in the phase
volumes are different. These differences are the
result of reactions, i.e. of processes that create or
consume substance and (or) heat.

The presented analysis shows that processes in
the chemical industry are result of reactions that
occur in the phase volume (homogeneous) or on the
boundary between two phases (heterogeneous).
Homogeneous reactions are generally chemical,
while heterogeneous reactions are chemical,
catalytic, physical and chemical adsorption,
interphase mass transfer in gas-liquid and liquid-
liquid systems (on the interphase surface the
substance disappears from one phase and occurs in
the other phase). The rates of these processes are
determined by the reaction kinetics, which lies at
the basis of modeling and simulation in chemical
engineering, and solving the basic problems in the
chemical industry (biotechnology, heat energy).
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MODELING AND SIMULATION

The basics of modeling and simulation in
chemical engineering, as part of human knowledge
and science, are related to the combination of
intuition and logic that has different forms in
individual sciences [3]. In the mathematics the
intuition is the axiom (unconditional statements that
cannot be proven), while the logic is the theorem
(the logical consequences of the axiom), but logic
prevails over intuition. In the natural sciences
(physics, chemistry, biology), the "axioms"
(principles, postulates, laws) are not always
unconditional, but logic prevails over intuition too.

The processes in chemical engineering take
place in the industrial apparatuses, where gas,
liquid and solid phases move together or alone.
They are described by variables, which are
extensive or intensive. In the case of merging of
two identical systems, the extensive variables are
doubled, but the intensive variables are retained.

The processes in the chemical engineering are
the result of a deviation from the thermodynamic
equilibrium between two-phase volumes or the
volume and phase boundaries of one phase and
represent the pursuit of the systems to achieve the
thermodynamic equilibrium. They are irreversible
processes and their kinetics use mathematical
structures derived from Onsager’s principle of
linearity [2]. According to him, the average values
of the derivatives at the time of the extensive
variables depend linearly on the mean deviations of
the conjugated intensive variables from their
equilibrium states. The principle is valid near
equilibrium and the proportionality factors are the
kinetic constants. When the process is done away
from equilibrium (high intensity processes) kinetic
constants become kinetic complexes, depending on
the corresponding intensive variables.

MECHANISM OF INFLUENCE OF REACTION
KINETICS

In the chemical industry (biotechnology,
heat energy), processes take place in moving
phases (gas, liquid, solid). Reactions (reaction
processes) lead to different concentrations (and
temperatures) in the phase volumes and the
phase boundaries. As a result, hydrodynamic
processes, diffusion mass transfer and heat
conduction are joined to the reaction processes.
Under these conditions there are various forms
of mass transfer (heat transfer) that are
convective (as a result of phase movements)
and diffusion (as a result of concentration
(temperature) gradients in the phases).

Convective mass transfer (heat transfer) can
be laminar or turbulent (as a result of large-
scale turbulent pulsations).Diffusion mass
transfer (heat transfer) can be molecular or
turbulent (as a result of small-scale turbulent
pulsations).

Mathematical models of industrial processes
aim at determining the concentration of
substances (flow temperatures) in the phases.
Mathematical models represent a material
(thermal) balance in an elementary (small)
phase volume that is equivalent to a
mathematical point. Components in this
balance are convective mass transfer (heat
transfer), diffusion mass transfer (heat transfer)
and homogeneous reactions (heat effect of
reactions). Heterogeneous reactions take part in
the boundary conditions of the equations in
mass transfer (heat transfer) models. On this
basis models of classical theory of mass
transfer were created.

THEORY OF MASS TRANSFER

The modern theory of mass transfer is based
on the theory of the diffusion boundary layer
[4]. This approach replaces (physically
justified) elliptic partial differential equations
with parabolic partial differential equations,
which facilitates their mathematical solution
and offers a mathematical description of
physical ~ processes  with  free  (not
predetermined) ends. The theory of the
diffusion boundary layer develops in the case
of drops and bubbles [5], film currents [6],
non-linear mass transfer and hydrodynamic
stability [7, 8].

The modeling of chemical
processes has two levels
thermodynamic and
approximation.

engineering
of detail -
hydrodynamic

Thermodynamic approximation

The processes in chemical engineering are the
result of a deviation from the thermodynamic
equilibrium between two-phase volumes or the
volume and phase boundaries of one phase and
represent the pursuit of systems to achieve
thermodynamic equilibrium. They are irreversible
processes and their kinetics use mathematical
structures derived from Onsager's principle of
linearity. According to him, the average values of
the derivatives at the time of the extensive variables
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depend linearly on the mean deviations of the
conjugated intensive  variables from their
equilibrium states. The principle is valid close to
equilibrium, and the Onsager's linearity coefficients
are kinetic constants. When the process is done
away from equilibrium (high intensity processes)
kinetic constants become kinetic complexes,
depending on the corresponding intensive variables.
The thermodynamic approximation models cover
the entire volume of the phase or part of it.

Hydrodynamic approximations

The hydrodynamic level uses  the
approximations of the mechanics of continua,
where the mathematical point is equivalent to an
elementary physical volume, which is sufficiently
small with respect to the apparatus volume, but at
the same time sufficiently large with respect to the
intermolecular volumes in the medium. In this level
the molecules are not visible, as is done in the next
level of detail of Boltzmann.

The  models of the  hydrodynamic
approximations are possible to be created on the
basis of the mass (heat) transfer theory, whose
models are created by the models of the
hydrodynamics, diffusion, thermal diffusion and
reaction Kinetics, using the logical structures of
three main ‘“axioms”, related with the impulse,
mass and heat transfer:

1. The postulate of Stokes for the linear
relationship between the stress and deformation
rate, which is the basis of the Newtonian fluid
dynamics models;

2. The first law of Fick for the linear
relationship between the mass flow and the
concentration gradient, which is the basis of the
linear theory of the mass transfer;

3. The first law of Fourier for the linear
relationship between the heat flux and the
temperature gradient, which is the basis of the
linear theories of the heat transfer.

These are the laws of the impulse, mass and
energy transfer.

In Boltzmann's kinetic theory of the ideal gas,
these are three "theorems" that derive from the
axiom of the "elastic shock™ (in a shock between
two molecules the direction and the velocity of the
movement change, but the sum of their Kinetic
energies is retained, i.e. there is no loss of kinetic
energy) and the rate coefficients are theoretically
determined by the average velocity and the average
free run of the molecules.
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Rate of thermodynamic processes

In the chemical engineering, the Onsager’s
linearity principle is used to determine the mass
transfer rate in one phase or between two phases,
where the mass of the transferred substance is an
extensive quantity, but its concentration is an
intensive quantity. The mass m [kg-mol] of a
substance, dissolved in the phase volume, and its
derivative at the time (its rate of change over time)
J, =dm/dt [kg-mol.s*] depends linearly on the
mean deviation from the thermodynamic
equilibrium (c, —c*)/5>0 [kg-mol.m™], where c,

[kg-mol.m3] is the concentration of the dissolved
substance in a point in the phase, ¢ s its
equilibrium concentration on the phase boundary,
6 [m] is the distance between this point and the
phase boundary, i.e.

(4)

is the mass flow through the surface s [m?], where
k, [m*.s] is the Onsager’s linearity coefficient.

The mass flow per unit surface J = Jo/s [kg-
mol.m2.s?] is obtained directly

J=k(c, —c”), (5)

where k:k—; [m.s?] is the mass transfer rate
S

coefficient.

This is a fundamental result, representing the
relationship between the thermodynamic kinetics
(the Onsager’s linearity principle) and the mass
transfer kinetics, where the mass transfer
coefficient is proportional to the Onsager’s linearity
coefficient.

In a two-phase system (gas-liquid, liquid-liquid),
the concentrations in phase volumes are c,,i=12,
and at the phase boundary there is always a
thermodynamic equilibrium of the dissolved

substance in the two phases c, = yc,, where

¢, ,i=12 are the equilibrium concentrations of the
dissolved substance. This is the law of Henry and
x is the number of Henry (in liquid-liquid systems
this is the distribution coefficient). In this case the
reaching rate of the thermodynamic equilibrium
(Onsager’s linearity principle) is

0 Cl — k02 CZ C20

2 %

3, =k, & >0. (6

The mass flow in this case is
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J= kl(cm _Cl) =k, (c2 _C20)1 @) does not allow for a real quantitative description of

the reaction kinetics of irreversible processes in

k. chemical engineering, and the use of the next level

where k; =§. i=12 [m.s?] are the mass transfer ~ of description detail, the so-called "hydrodynamic

el level", is required.
rate coefficients. i . .
Relationship between thermodynamic and

Similarly, the velocity of the interphase mass hydrodynamic approximation

transfer can be expressed: . . .
P The presence of concentration differences in

C -
J=K, (Co—2C0)=K,| L ~Cpy |,  (8) phase volumes (as a result of the reactions) leads to
molecular diffusion and the diffusion mass transfer

where K;,i=12 [m.s'] are the interphase mass flow | _[kg-mol.m'z.S'l] is determined by the first
transfer rate coefficients: law of Fick:

K=k K=k (9) | =-Porde 40
where D [m?s?] is the molecular diffusion

An analogous result can also be obtained in the coefficient.

case of heat conduction in the presence of In the case of one-dimensional diffusion
temperature differences. dc

The Onsager's principle of linearity is the | =-D—, (1)
thermodynamic approximation of the mathematical . . dx .
description of the kinetics of the complex  Where c is the solution of the equation:

irreversible processes, but it does not show the way d’c —0. x=0, c=c: x=6, c=c, (12)
to achieve the equilibrium (the mechanism of the 2 ' ’ ’ o
process) an as a result the velocity coefficients are As a result is obtained

unknown. Obviously, this "thermodynamic level"

e o0y d_GC | p%=C o - p%=C g (13)
o dx o
The condition 1=-J makes it possible to This approach will be illustrated in the cases of

determine the diffusion mass transfer coefficient mass transfer in flowing liquid films and one-phase
k =D/s . This is a fundamental result that links the and two-phase diffusion boundary layers.

thermodynamic and hydrodynamic approximation Liquid film flows

in determining the read of the industrial processes, . . . .
ie. the relationship between Onsager's linearity Let's considers the absorption of slightly soluble

principle and Fick's first law, where Fick's first law 98 in @ laminar liquid film flow on a vertical flat
is a consequence of Onsager's principle of linearity ~ surface(y=0). The equation of convection-
in diffusion processes. An analogous connection diffusion has the form [1].
can also be obtained with the first Fourier law.
oc o°c o
ey -y) =0 25455
(14)

x=0, c=¢,; X—>oo, c=C; y=0, %:0; y=h,, c=c.

There is a thermodynamic equilibrium at the boundary layer approximation to be used. As a
surface (y=h,) of the film and c* is the consequence of this approach, the following
equilibrium concentration. The solid surface  9eneralized variables can be mtroducied:
(y=hy) is impermeable to the diffusion x=IX, y=h—4dY, c=¢c,+(c —¢)C,
substance, whose concentration at the inlet is co h 5(15) q |

< ¢* (absorption). A film with length 1 will be where <<_h° an ho« ' . .
considered. The thickness of the diffusion The introduction of the generalized variables
boundary layer ¢ is less than the thickness of leads to

the liquid film h,, which allows the diffusion
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o’ oC DI (6% 6°C 0°C
1+—2Y2 —_—= 7| =7 2+ 7 | (16)
R JaX  u ot IZ oxZ oy
A
~ g, w R

In these equations u,, is the film average velocity,
Fo - Fourier number), Pe - Peclet number. In
these conditions the problem must be solved in

oC o°C.

where
2
__D'z =Fo<107, 5—2=£=Pe*1<10*2. (17)
uthO I uavl
diffusion boundary layer approximation (

10°>Pe™*=0),i.e.

(1+FoY?)===—; X=0, C=0; Y=0, C=L Y-, C=0 (18)
oX oY
The mass transfer rate in a film of length | is Kl Lrac
the average value of the local mass flux through Sh =5=—ﬁj(a—Yj dX.  (20)
0 =

the film surface (y=h,). It can also be
represented by the mass transfer coefficient k , i.e.

D ¢ éc .
= !(ij dx=k(c —¢,). (19)

The resulting expression allows the determination
of the Onsager’s linearity coefficient after solving
the convection-diffusion equation (18).

The introduction of the generalized variables
leads to:

J=

6

As a result, the average value of the mass flux
through the film surface is:

j(x):%jJ (x)dx =2Tk°(co —c*)\/g: k(c,—¢),

0
(23)
from where the relation between of the Onsager’s

linearity coefficient and the mass transfer
coefficient is obtained:
ks |DI
k,=— [— 24
o= 4[5 (24)

av

One-phase diffusion boundary layers

0- 2% 969-"(0-c)

In (18) Fo is a small parameter and the
perturbation method must be used. As a result is
6Pe [1_@_19%2

obtained:
- , 21
6 120 j 21)

where Sh is the Sherwood number and represent
the dimensionless form of the mass transfer
coefficient.

The thickness of the diffusion boundary layer
varies along the film length, and as a result, the
Onsager's linearity principle has the form:

Sh=

T

uav

Dy’ (22)
The interphase mass transfer in the gas (liquid)

— solid systems is realized at a fixed phase

boundary. The flow on a smooth semi-infinite

plate of a potential flow with a constant velocity

u,, Will be considered. The substance of the solid

phase proceeds with a concentration c,, and on

the solid surface vy 0 its equilibrium
concentration is c¢*. Depending on the sign of the
concentration difference (c* - co) there is a
process of deposition (crystallization) or
dissolution. In this case, the velocity and the
concentration satisfy the equations of the laminar
boundary layer and the diffusion boundary layer

[1]:

ou ou d°u ou ov oc oc o

U—+V—=v—, —+—=0, u—+v—=D—;

ox 0y oy ox 0y ox 0y oy (25)
x=0, u=u,, c=c¢,; y=0, u=0, v=0, c=c’; y—>mo, Uu=U, C=C,.

The mass transfer rate in a diffusion boundary
layer of length | is the average value of the local
mass flux through the solid surface (y=0). It can
also be represented by the mass transfer coefficient
k,ie.
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_Difoc _ k(e —
J= | !(@’Jy:odx k(¢ —c,). (26)

The solution of (25) permits to be obtained the
Sherwood number:
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sh= % =—Pe®®y(0) ~ %V ReSc, (27)

where y'(0) is a solution of:Eqgs.(28):

§0"’+6‘_l¢)§0"=0, l//”+<9¢7l//’:0;
9(0)=0), ¢(0)=0), w(0)=1 ¢'()=2¢", y(x)=0.

The thickness of the diffusion boundary

(28)

result, the Onsager's linearity principle has the

layer varies along the solid surface, and as a form:
(Co —C*) Dx k « [u
Jy(X)=k,———=, &,(x)=|—, J(x)=—2(c,—-cC /—0 29
0( ) 0 50()() 0( ) U, ( ) S(O ) Dx ( )
As a result, the average value of the mass flux
through the solid surface is:
- 1 2k, - U, .
J(X):T!:J(X)dx_ (c,—¢) a:k(co—c ), (30)
from where the relation between of the Onsager’s ks [DI
linearity coefficient and the mass transfer Ko =\ (31)
coefficient is obtained: 0

Two-phase diffusion boundary layers
The interphase mass transfer into the gas-liquid
and liquid-liquid systems is realized at a moving

interphase boundary. In the approximations of the
boundary layer theory the processes are described
by the following set of Equation [1]:

au, ou, d%u;  ou; ov, ac; ac; d°’c,
u. +V, =v , +—1=0, u,—+v.—L=D —L
Yox oy 'oy* ox oy Yox oy oy’

ou ou
x=0, u.=uUu,, C =cC. y=0 u =u,, L= —2,
i =Y € =Cjos Y 1= M oy #a oy (32)
oc oc .

C, = %C,, Dla—;zDza—;, v, =0, j=12
y—=>®, U =Ug, C=Cg Y—>=0, U;=Uy, C=Cy.

The index for the first phase (j=1) is for
gas or liquid, and for the second phase (j=2)

is for liquid. At the phase boundary there is
thermodynamic equilibrium and » is the
Henry’s number (in liquid-liquid systems is the
distribution coefficient).

The average rate of the interphase mass
transfer through a phase boundary with a length
| is similarly determined:

1 .
J= Kl(ClO _Iczo)zl_.l. Ldx =k (c,—C;) =
0

C 1I * * *
=Kz(ﬁ—czo]zl—jlzdx:kz(cz—czo), C = xC,,
0

(33)

K =k'+ k' =0, K =k; K)'=(xrk)'+k'; y—o, K,=k,.

At the end for the Sherwood numbers is
obtained:

where K i j=1,2 are the interphase mass transfer

coefficient and kj,j:J,Z are mass transfer

coefficient in the phases.
The local mass fluxes are

8cj .
I, =-D, a_y , =12 (34)
y=0

and the Sherwood numbers are:

K.l i Loc.

sh, =—’=Z—j(—lj dx, j=12.
Dj Co—XCy ol OY y=0
(35)
From (33) and (35) is possible to be obtained:

(36)
, ujol .
Sh j:_ Pejl//j(O), Pej ZF, J:1,2,
]
(37)
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where y(0), j=1,2 is the solution of the

equations set:

"

o+ iel o] =0 v+ e o =0

0,0)=0, ¢j(®)=->, y,(=)=0,
je

i

=12

/ g ! 4 g
?{(0) =26, _Z(Pz (0), ¢;(0)=-0,56, [_1

& 2

O =230, v, 0 +y,(0)=1.

(Cjo_cj), 501_()(): Djx

3 (X) Uoj

As a result, the average values of the mass
fluxes through the interphase surfaces are:

JO(X):kOJ

J #{(0),

The thickness of the diffusion boundary layers
changes along the interphase surface, and as a
result, the Onsager's linearity principle has the
form:

j=12. (39)

_ ' 2k, . . - . .
J(x):%fJ(x)dx:%(cjo—cj) f%:kj(cjo_co), j=12, (40)
0 J

from where the relation between of the Onsager’s

linearity coefficients and the mass transfer
coefficients are obtained:
o, =% [P 1 (41)
0j — 2 uoj’ J_ y &t
CONCLUSION

The main problems in the chemical industry
(biotechnology, heat energy) are the optimal design
and optimal control of the industrial processes,
using the laws of the reaction kinetics.

Industrial processes are the result of reactions,
i.e. creation or disappearance of a substance and
(or) heat as a result of chemical and (or) physical
processes and their rate is determined by the
reaction kinetics.

The reactions deviate the systems from the
thermodynamic equilibrium and as a result
processes arise, who are trying to restore that
equilibrium. The rate of these processes can be
determined by Onsager's "linearity principle",
where the rate of the process depends linearly on
the deviation from the thermodynamic equilibrium.

The Onsager’s linearity coefficient can be
determined after solving the hydrodynamics, mass
transfer and heat transfer equations, where it is
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proportional to the mass transfer (heat transfer)
coefficient.

The dimensionless form of the mass transfer
coefficient is the Sherwood number.
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