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In Memoriam

Academician Panayot R. Bontchev
(31.12.1933-11.04.2015)

Panayot R. Bontchev was born on 31.12.1933 in
Burgas, Bulgaria. He graduated with excellent
scores at the University of Sofia in 1956 and
defended his scientific degrees obtained in 1965
(PhD) and 1975 (DSc). For over 46 years P. R.
Bontchev has been affiliated to the Department of
Analytical Chemistry of the “St. Kliment Ohridski”
University of Sofia: Assistant Professor (1956),
Associate Professor (1969) and Full Professor of
Analytical Chemistry (1979-2002). Professor
Bontchev was elected a Corresponding Member of
the Bulgarian Academy of Sciences (BAS) (1995—
2003) and Academician of BAS (since 2003); he is
also Fellow of the Bulgarian National Academy of
Medicine (since 1995). Prof. Bontchev has
established and lectured several University courses
for graduate students: Coordination in Analytical
Chemistry (1965-1980), Analytical Chemistry
(1970-2004), Biocoordination  (Bioinorganic)
Chemistry (1978-2002), Structure and Reactivity
of Chemical Compounds (1985). His textbook
“Introduction to Analytical Chemistry” (three
editions in 1972, 1979, 1985) and a Russian
translation in 1978, has been widely consulted for
over four decades. Prof. Bontchev also lectured in
two other Bulgarian Universities: in “Episkop
Konstantin  Preslavski” University of Shumen
(1972-1987) and South-West University in
Blagoevgrad (1988-2001). After his retirement
from the “St. Kliment Ohridski”” University of Sofia
(2002) he was a Visiting Professor at the Institute
of General and Inorganic Chemistry of Bulgarian
Academy of Sciences (1978-2002) and the
“Academician Angel Balevski” Institute of Metal
Science of BAS (2003).

Professor Bontchev is widely known for his
research in the field of analytical, coordination and
bio-coordination chemistry: catalytic methods of
analytical chemistry (1959-1980), complexation
and catalytic activity in homogenous catalysis
(1962-1980), coordination chemistry of Cr(V)
(1970-1986), analytical determination of antibiotics
(1975-1985), coordination chemistry of Pt and Pd
(1980-), metal complexes of bioligands in biology
and medicine (1980-). He has published over 200
scientific articles in Bulgarian, Russian and
international journals, three monographs and has
co-authored four specialized books. His monograph
“Complexation and Catalytic Activity”” (1972) has
also been translated in Russian (1975). He is a
holder of 11 Authors’ Certificates and patents.
Professor Bontchev has been lecturing in 21
universities abroad, being a Honorary Ostwald
Professor at the University of Leipzig, Germany
(1981). He has participated in 90 scientific
conferences with 24 plenary and 17 keynote
lectures, over 50 oral presentations and posters. His
publications have been widely cited in over 2000
relevant texts in the world’s scientific literature,
among them in over 15 prestigious textbooks in
analytical chemistry such as Charlot (France),
Laitinen and Harris (USA), Sandell and Onishi
(USA), Christian and O’Reilly (USA), Wilson and
Wilson (USA), Zolotov (Russia), Bussev (Russia),
Kreingold & Bozhevolnov (Russia), Vassilev
(Russia), “Analyticum’ (Germany) etc.

A scientific school on catalytic analysis has been
established in Bulgaria in the beginning of the
career of P.R. Bontchev. It has been recognized as
one of the world’s leading schools in this field,
resulting in six PhD and 2 DSc theses and two
professorships.  These studies have been
acknowledged at a later stage in the monographs on
catalymetry by Yatsimirskii (Moscow), M. Peres-
Bendito and Valcarcel (Spain), D. Peres-Bendito
and Silva (UK) , H. Mueller, M. Otto and G.
Werner (Germany), etc.

A well-known Bulgarian school in coordination
and  bio-coordination chemistry has been
established by Prof. Bontchev, resulting in nine
PhD and one DSc theses, and numerous papers in
international journals. These results have been cited
in the textbooks on inorganic and coordination
chemistry: Cotton and Wilkinson (USA), Peterson
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(USA), M. Tobi (UK), Horvath and Stickenson
(USA), Kryukov, Kutchmii and Dilung (Kiev); in
“Comprehensive Coordination Chemistry”
(Wilkinson, Ed.), “Encyclopedia of Inorganic
Chemistry” (Bruce-King, Ed.), “Structure and
Chemical Bonds” (Germany), “Toxicity of
Inorganic Compounds” (USA) etc. On the basis of
Prof. Bontchev’s research have been initiated
studies by scientists in Germany, UK, Japan,
USSR, Poland, Greece, India, France, etc.

The administrative and organizational activity of
Prof. Bontchev is well known: he has been Vice-
Dean of the Faculty of Chemistry (1976-1979),
Vice-Rector of the University of Sofia (1989-1991
and 1995-1999), Head of the Department of
Analytical Chemistry (1991-1999); Chairman of
the Specialized Council for Conferment of PhD and
DSc in Inorganic and Analytical Chemistry in
Bulgaria (1991-1995, 2001-2004); President of the
Chemistry Commission of the Bulgarian Supreme
Certification Committee (1995-2000); Member and
Vice-President of the Chemistry Commission of the
National Research Foundation (1990-1995);
Member of the National UNESCO Commission
(1990-) and National ITUPAC Committee (1990);
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Member of the International Organizing Committee
for the International Conferences of Coordination
Chemistry (ICCC) (1970-2001); Director of the
American-European Alliance “Universities for
Democracy” (1990-2001). Prof. Bontchev has been
a Member of the Editorial Board of “Talanta”
(1979-1992) and ““Chimika Chronika — Newseries”
(1992). He has been decorated with numerous
national and international medals and awards.

Complete bibliography and bibligraphic data for
Prof. P. R. Bontchev have been published
elsewhere (Ann. Univ. de Sofia, Fac. Chimie, 97
(2), 17-30 (2005)  <http://www.chem.uni-
sofia.bg/annual/>; In: “Almanac of Analytical
Chemistry in Bulgaria”, G. Naydenov (Ed.),
Europress, Plovdiv, 2006, pp. 67-71, ISBN 978-
954-9357-10-3).

Academician Panayot R. Bontchev passed away
at the age of 81 on April 11th, 2015 in Sofia. He
will be remembered as a dearest teacher of many
hundreds of students and post graduates and a
prominent scientist in the field of chemistry.

D. L. Tsalev
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The use of radiolabeled antibiotics as diagnostic agents is an emerging area of medical research. Vibramycin is a
semisynthetic antibiotic of the tetracycline family prescribed to treat a variety of infections. We present in this study a
new technetium-99m labeled vibramycin radiopharmaceutical using SnCl,.2H,0 as a reducing agent. The stability of
9mTc-vibramycin was evaluated in human serum at 37 °C. Biodistribution studies of **™Tc-vibramycin were performed
on a model of bacterially infected Sprague-Dawley rats. In vitro studies were performed to determine the binding
interaction of the labeled antibiotic with bacteria and its stability. Scintigraphic study was done with a y-camera 1 h, 4 h
and 24 h after radiotracer injection in rats having infectious intramuscular lesions. It was confirmed through this study
that **™Tc-vibramycin possesses high radiolabeling yield (95%) as determined by instant thin-layer chromatography.
The binding assay shows good binding with S. aureus. Scintigraphy in rabbits showed uptake of *™Tc¢-vibramycin in
the infectious lesions 1 h, 4 h and 24 h after injection. Biodistribution studies of *™Tc-vibramycin revealed that the
radiopharmaceutical accumulated significantly at the infection sites and showed the renal route of excretion. Target-to-
non target ratios for ®™Tc-vibramycin for the infectious lesion and the control muscle were found to be significantly
different. The study demonstrated that **™Tc-vibramycin shows preferential binding to living bacteria. The biological
activity (in vitro) of *™Tc-vibramycin was studied using the optimized parameters and the **"Tc-vibramycin was found
to be a good infection imaging agent.

Key Words: **™Tc-vibramycin; biodistribution; Staphylococcus aureus; infection imaging; ascorbic acid; scintigraphy.

organs directly, or attaches to other substances and
migrates to the site of infection. Nuclear medicinal
techniques can be used for in vivo characterization
of cellular structure, function and biological
changes at molecular level on infection associated
tissues [1]. -Radiopharmaceuticals are unique

INTRODUCTION

Infection is well-defined as an injury caused by
bacteria, viruses, fungi and parasites leading to
trauma, ischemia, and neoplasm. Signs and
symptoms such as fever, swelling and pain may

also appear and the diagnosis is regularly based on
clinical, pathological and microbiological results.
Due to lack of specificity, the diagnosis of infection
is a major challenge in clinical practices. In
molecular biology, immunology and medical
biotechnology various approaches offer new
insights for infection and inflammation imaging.
Morphologic imaging and functional imaging tests
are used for infection diagnosis. Morphologic
imaging tests rely on structural abnormalities of
tissues as a result of combination of microbial
invasion and inflammatory reaction of the host such
as ultrasonography, magnetic resonance imaging
(MRI) and computed tomography (CT). Functional
imaging studies use small quantities of radioactive
material that is taken up by body cells, tissues, and

* To whom all correspondence should be sent:
E-mail: sairahina@yahoo.com

medicinal preparations comprising a radionuclide
and a nonradioactive part and are designed to
interact with a biological pathway, or target
molecule in the body. Radiopharmaceuticals
labeled with technetium-99m are used for medical
imaging due to its superior properties of labeling
and availability. Technetium-99m is normally eluted
from a commercially available *°Mo/*"Tc
generator system and is available at all
radiopharmacy centers. Nuclear medical imaging
techniques require radionuclides which decay with
single photon emission and *™Tc is the
radioisotope universally used in nuclear medical
centers for gamma imaging [2]. Various
technetium-99m biomolecules, such as cytokines,
chemotactic peptides [3], monoclonal and
polyclonal immunoglobulins, human defensin [4-6]
and antibiotics [7] have been introduced for
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infection imaging. Radiolabeled antibiotics are an
accurate tool for detection of infectious diseases,
because they precisely bind to the bacterial
machineries making possible the discrimination of
bacterial infection and sterile inflammation [8],
®mTc  labeled antibiotics such as *™Tc-
ceflizoxime[9],  %®™Tc-cefuroxime and %MTc-
sitafloxacin kit [10], *™Tc-ciprofloxacin [11,12],
®mTc-dextran [13],%™Tc-enrofloxacine [14], ™ Tc-
ethumbutol [15], ®™Tc-erythromycin [16], *™Tc-
flucanazole [17], %°™Tc-infecton [18], *™Tc-
kanamycin [19], 9mTc-lomefloxacin,®™Tc-
ofloxacin complexes [20], *®"Tc-pefloxacin [21],
9mTc-piroxicam [22], ®™ Tc-tetrofosmin [23], and
®mTc-vancomycin [24] have been developed for
imaging purposes and some of them are routinely
employed in diagnostic nuclear medical centers
[25,26]. Vibramycin is a wide-spectrum antibiotic
of the family of tetracycline synthesized from
oxytetracycline that controls the ability of bacteria
to produce proteins crucial to them. Vibramycin has
pronounced activity against a broad range of gram-
positive and gram-negative organisms. Vibramycin
is used to treat infections of the urinary tract,
genitals, lungs, or eyes caused by infecting bacteria
[27].

The present work aims at labeling vibramycin with
technetium-99m, characterization, quality control,
biodistribution and scintigraphic studies of **™Tc-
vibramycin for infection sites diagnosis.

EXPERIMENTAL

Vibramycin for intravenous injection was
obtained from Ameer Medical and Superstores,
Islamabad, Pakistan. Na*®*"TcO, was eluted from a
locally produced fission based PAKGEN
®Mo/*"Tc generator, with 0.9% saline. All other
reagents used were of analytical grade and acquired
from E. Merck, Germany. Staphylococcus aureus
was obtained from the National Institute of Health,
Islamabad. All animal experiments were performed
following the principles of laboratory animal care
and were approved by the Institutional Animal
Ethics committee. Three animals (rabbits and rats)
were used for each set of experiments for
biodistribution and scintigraphy. The animals were
kept under standard conditions with free access to
food and water. Tissue and organ radioactivity was
measured with a y-counter (Ludlum model-261).
Gamma scintillation camera (Capintec Caprac-R1)
was used for imaging of experimental animals.

Labeling of vibramycin with technetium-99m

Vibramycin (0.2 mg) was directly labeled with
9mTc, Optional amount of 2-4 pg of SnCl,.2H.0
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was used as a reducing agent (pH 3). Ascorbic acid
(4 mg) was used as a stabilizer in the mixture. After
addition of all reagents ~ 370 MBq ®™TcO4 in
saline was injected into the vial at room
temperature.

Determining labeling efficiency by ITLC analysis

Stability and labeling yield of *™Tc-vibramycin
was done by instant thin-layer chromatography.
One pL sample of the preparation was spotted on
ITLC strips (Gelman Laboratories) using 0.5M
NaOH as the mobile phase. In this system, ®MTc-
vibramycin migrated with the solvent front of the
mobile phase (Rs = 1.0) and the colloid was found
at the origin of the strip (Rs = 0). To determine the
pertechnetate content of the preparations, a strip of
Whatman Paper No. 3 was developed using acetone
as the mobile phase. In this system, pertechnetate
migrated with the solvent front of the mobile phase
(Re=1.0).

Electrophoresis

Electrophoresis of the prepared %™Tc-
vibramycin was done on Whatman No. 1 paper in
phosphate buffer (pH 6.8) in a deluxe
electrophoresis  chamber  (Gelman)  system.
Whatman No. 1 paper of 30 cm was marked as L at
the left side of the strip and R at the right side of the
strip. A drop of *®™Tc-vibramycin was applied to
the middle of the strip which was put in the
midpoint of the electrophoresis chamber having
buffer in such a way that the left side was dipped at
anode and right side at cathode. The electrophoresis
was run for 60 to 90 min at a voltage of 300V.
After completion of electrophoresis, the strip was
scanned by using 27n scanner to identify the charge
on vibramycin.

Stability of ®™Tc-vibramycin in human serum

The stability of ®™Tc-vibramycin was checked
in human serum at 37 °C. Normal human serum
(1.8 mL) was mixed with 0.2 mL of *™Tc-
vibramycin and incubated for 30 min. Aliquots of
0.2 mL were withdrawn during the incubation at
different time intervals up to 24 h and subjected to
ITLC analysis for the determination of *™Tc-
vibramycin, reduced/hydrolyzed *™Tc and free
®mTcO,. The increase in the amount of free
pertechnetate indicated the degree of degradation.

Bacterial strains

Bacterial strain of Staphylococcus aureus is
frequently used in different microbiology labs. It
was obtained from the American Type Culture
Collection. Overnight cultures of the strain were
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prepared in brain heart infusion broth (BHI, Oxoid)
at 37 °C in a shaking water bath. Aliquots of
suspensions containing the viable stationary phase
bacteria were rapidly frozen in liquid nitrogen and
stored at -70 °C. Before use, an aliquot of this
suspension was immediately thawed in a water bath
at 37 °C and diluted with sodium phosphate buffer.

Bacterial binding assay

Bacterial binding of Tc-99m-vibramycin was
assessed using S. aureus. Sodium phosphate buffer
(0.1 mL) containing ~5MBq of *™Tc-vibramycin
was transferred to a test tube. A known volume (0.8
mL) of acetic acid (0.01M) in Na-PB containing
around 1x 10® viable bacteria was added to the
above tube. The mixture was incubated at 4 °C for 1
h and centrifuged for 10 min. The supernatant was
removed and the bacterial pellet was gently
resuspended in 1 mL of ice cooled Na-PB and
recentrifuged. The supernatant was removed and
the radioactivity in the bacterial pellet and the
supernatant was measured by gamma-counter. The
radioactivity related to bacteria was expressed in
percent of the added *°™Tc activity to viable
bacteria with respect to total **"Tc activity. For
comparison purposes binding of **™Tc-ascorbic acid
to bacteria was also performed. Ascorbic acid (1
mg) was dissolved in 1 mL of pure water, the pH
adjusted to 5 with 0.1 M NH4OH solution, and then
0.2 mL of SnCl;-H,0 (1 mg/1 mL 0.1 M HCI) and
0.5 mL of Na®*®™TcO, (100 MBq) in saline were
added to the vial. The reaction vial was left at 25°C
for 20 min. The radiochemical purity of the labeled
compound was checked with TLC [28].

Induction of infection with live S.aureus

A single clinical isolation of S.aureus from
biological samples was used to produce focal
infection. Individual colonies were further diluted
to obtain a turbid suspension containing 2x108
colony-forming units (cfu) of S. aureus in 0.2 mL
of saline and were intramuscularly injected into the
left thigh of rats [29, 30].Then, the rats were left for
24 h to get a visible swelling in the infected thigh.
Three rats were used for one set of experiments.

Induction of non-infected inflammation with heat
killed S.aureus

Staphylococcus aureus suspension was heated at
100°C for 2 h to obtain killed S. aureus. Sterile
inflammation was induced by injecting 0.2 mL of
heat killed S.aureus, intramuscularly in the left
thigh muscle of the rats. Two days later, swelling
appeared.

Induction of non-infected inflammation with
irradiated S. aureus

Staphylococcus aureus (1 mL suspension)
containing about 2x10® colony-forming units (cfu)
was gamma irradiated with a 3 KGy dose to get
irradiated S. aureus. The non-viability of bacteria
was tested by cultivating them in different media
and 0.2 mL suspension were injected
intramuscularly in the left thigh of rats.

Induction of inflammation with turpentine oil

Sterile inflammation was induced
intramuscularly by injecting 0.2 mL of turpentine
oil [31] in the left thigh muscle of the rats. After
two days the swelling appeared.

Biodistribution studies in animal models

The animals were intravenously injected with
0.2 mL of ®™Tc-vibramycin (~38 MBq) via the tail
vein. After a definite time, the rats were sacrificed
at 1, 4 and 24-h post-injection after ether anesthesia
and biodistribution study was done. Blood (1 mL)
was taken by cardiac puncture and activity in total
blood was calculated by assuming blood volume
equal to 6.34% of body weight. Samples of
weighed infected muscle, normal muscle, liver,
spleen, kidney, stomach, intestine, heart, brain,
bladder and lungs were taken and activity was
measured by the use of a gamma counter. The
results were expressed as the percent uptake of
injected dose per organ. The results of the bacterial
uptake of **™Tc-vibramycin and other compounds
were analyzed by analysis of variance setting the
level of significance at 0.05.

Induction of experimental infection in rabbit

Saline (0.6 mL) containing viable S. aureus
(4x108 cfu) was injected into the left thigh muscle
of each rabbit. After 72 h when significant swelling
appeared at the site of injection, scintigraphy was
done.

%mTc-vibramycin scintigraphy

The model animal in triplicate was placed on a
flat hard surface with both hind legs spread out and
was fixed with the help of a surgical tape.
Diazepam (5 mg) was injected into the right thigh
muscle. Saline (0.2 mL) containing 15 MBq of
®mTc-vibramycin was then injected intravenously
into the marginal ear vein. A single headed Siemens
Integrated ORBITER Gamma Camera System
interfaced with high-resolution parallel hole
collimator and an on-line dedicated computer was
used for imaging. Immediately after injection,
dynamic acquisition with both thighs in focus was
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done for 120 min. For the biodistribution study of
the radiotracer, whole body acquisition was done at
1, 4 and 24 h after injection.

RESULTS AND DISCUSSION

Vibramycin  (Fig. 1) was labeled with
technetium-99m and labeling efficiency of 95 %
was achieved (Fig. 2, 3). The effect of pH is shown
in Fig. 4. At pH 2 the minimum labeling efficiency
was achieved (80%), while at pH 3-4 the labeling
efficiency of ®™Tc-vibramycin increased to > 95%.
In basic media (pH 8) the labeling efficiency
decreased to 68%. A known quantity of 2-3 pg of
reducing agent, SnCl,.2H,O gave the highest
labeling efficiency, and thus the value of 2.5 pg of
SnCl,.2H,0 was chosen for further procedures (Fig.
5). The highest labeling efficiency was achieved at
200 pg of ligand (Fig. 6). The complexation of
®mT¢ with vibramycin was achieved after about 30
min and retained for up to 12 h (Fig. 7).
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Fig. 1. Structure of vibramycin
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Fig.2.Paperchromatography pattern of the ®™Tc-
vibramycin, free, reduced/hydrolyzed *MTc.

The radiochemical purity was assessed by a
combination of ascending paper chromatography
and instant thin-layer chromatography on silica gel.
In paper chromatography acetone was used as
solvent for free ®™TcO4 while in ITLC-SG 0.5M
NaOH was the solvent used for ®mTc-vibramycin
and reduced/hydrolyzed *™Tc. By following the
above mentioned procedures the results were in
excellent agreement. In this study, vibramycin was
labeled with ®™Tc¢ with high radiochemical yields.
During the labeling of vibramycin <2% colloid and
<2% free pertechnetate were observed.
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Fig.3. ITLC-SG pattern of the %™Tc-vibramycin,
free, reduced/hydrolyzed **™Tc.
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Fig.5. Effect of amount of stannous chloride
dihydrate on the labeling efficiency of **™Tc-vibramycin
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Fig.6. Effect of amount of ligand on the labeling
efficiency of ®™Tc-vibramycin

The stability of the radiopharmaceutical was
checked by its incubation in human serum. *™Tc-
vibramycin was found to be fully stable as
determined by ITLC. Up to 98% labeling was
found at 24 h of incubation at 37°C and there was
almost no increase in reduced/hydrolyzed *M™Tc,
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while very little increase in free pertechnetate was
observed. The total impurities were <2% (Table 1).
The results of electrophoresis illustrate the neutral
behavior of the ligand (Fig. 8).

96,2
9%
95,8
95,6
95,4
95,2
95
94,8
94,6
94,4
942

0 50 100 150 200 250 300 350

Labeling Efficiency, %

Incubation Time
{min)

Fig.7. Rate of complexation and stability of **™Tc-
vibramycin at room temperature.
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Fig.8. Electrophoresis of radiolabeled compound
(®*"Tc-vibramycin at 0 cm; ®™TcO,4 at 10 cm).

Table 1. In vitro stability of %®™Tc-vibramycin in
normal human serum

Incubation _99mTc—_ Free Colloid
time (h)  vibramycin pertechnetate
0.5 99.9+0.1 0.1+0.0 0.0
1 99.8+0.2 0.2+0.01 0.0
99.7+0.3 0.3+0.03 0.0
4 99.6+04 04+0.04 0.0
24 995+05 05+0.06 0.0

In vitro binding of *™Tc-vibramycin to bacteria
was comparable to that of ®M™Tc-ascorbic acid.
Binding of varying amounts of %™Tc-vibramycin
with S. aureus was in the range of 97-99% (Fig. 9),
while binding of ®M™Tc-ascorbic acid was <5%
(Table 2).

Table 2. In vitro binding of ®™Tc-ascorbic acid to
viable Staphylococcus aureus

®mTe- Staphylococcus aureus
ascorblc 1h 4h 24 h
acid
0pg 025 018 0.10
50pg 039 0.29 0.16
100 pg 4.7 3.6 12

Significant uptake of **™Tc-vibramycin was
observed in liver, stomach, lungs and heart during
biodistribution studies. In vivo stability of *™Tc-
vibramycin was noticed in the body since stomach,
lungs and intestine showed significant activity. The
biodistribution results (% injected activity/g) of
®mTc-vibramycin in different organs of the animals
infected with living, heat Kkilled S.aureus and
turpentine oil induced, 1, 4 and 24 h after
intravenous administration are shown in Table 3.
The results show that  *™Tc-vibramycin
accumulates significantly at the infected thigh
muscle as compared to heat killed S.aureus and
turpentine oil infected group of animals. Our
studies in rats with intramuscular infection
indicated that the uptake in the infected tissue is
attributed to specific binding to living bacteria.
Whole body images of infected rabbits at 1, 4, and
24 h post ®MTc-vibramycin administration are
presented in Fig. 10 a, b and c, respectively. S.
aureus infection in rabbit left thigh was visualized
as the area of increased tracer accumulation just
after injecting labeled vibramycin as shown in Fig
11. The infection is clearly visible 3 h post
administration. The rats with infectious lesions
injected with *™Tc-vibramycin showed a mean
target-to-non target (T/NT) ratio of 2.6 £ 0.3, 1 h
post injection (Table 3). *™Tc-vibramycin shows a
higher T/NT ratio in the infected muscle (live
S.aureus) at all time intervals than that of sterile
inflamed muscle (heat killed S.aureus and
turpentine oil). This *™Tc-vibramycin showed
higher uptake in infected tissue than %MTc-
streptomycin (T/NT = 2.4 + 0.1) [32]. The high
T/NT ratio for the live S. aureus model as
compared to turpentine, irradiated and heat killed S.
aureus models provides evidence that *™Tc-
vibramycin accumulated at the infectious site due to
its specific binding to bacterial cells. Thus, in this
study we can establish the basis for the potential of
®mTc-vibramycin to distinguish bacterial from non-
bacterial infection.
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Fig.9. In vitro binding of ®™Tc-vibramycin to viable Staphylococcus aureus
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Fig.10. Whole body gamma camera image of rabbit injection with ®™Tc-vibramycin 1 h post administration (a), 4 h

Fig.11. S. aureus infection in rabbit left thigh and right thigh visualized as area of increased tracer accumulation 3 h

post injection of ®™Tc-vibramycin
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Table 3. Biodistribution of **™Tc-vibramycin in live S.aureus, heat killed S.aureus, irradiated S.aureus and
turpentine oil inflamed rats at different time intervals (mean + SD), (% 1D/g).
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(n= 3tine, el &)

Organs Live 5.ourens Heat Kalled 5, zures Eradisted 5.0 as Thurpentine dl
1h 4h 14h 1h 4h 14h 1h 4h b 1h 4h 1

) T3320F  S55E0F OD0e01 S06e0F  I5enf  TI0e05 IE0E05 I35 E03 US0L0D
Liver ;gg:gg 031593:0155 lefft'f'ﬂ’% 010202 015402 00505 012405 0104006 010402 005604 008208 00501
Eleh S tis 0 loiots nliiopy DO003 10940 05401 025.08 015401 009800 030405 077208 033203
St ooella flo8 =00 . 359510 3.1#15 150803 105403 130204 1012012 299 £0.1 250407 09505
Btectine ;3?:;; gﬁézgg igi:g; 197510  150£16 173404 175512 105402 1.00+1]1 696£17 10517 12801
éﬁ DEesn1 009804 lisepss U-SBELE 05602 00606 020£02 05201 140%03 02515 001+01 0.54+02
i Thai0E IEi0S 616m01 07ea0 27305 52507 116201 30604 3062031 026203 193203
Mmm B e Sty 1801 04403 013409 010006 007001 0044001 060404 0D30£01 0.1001
Bt oM 00t 2003 oesony OODS 00905 L4202 003401 043210 0032001 090416 002406 L5T407
o s ls arials limsoeg $O52001 197405 110516 17905 101#01 108202 330£0.5 105202 0.50+04
o e hitiom Darrond 065404 054212 126416 115404 115404 L1404 182405 241210 205= 14
dy 1203 057009 0. 041212 034404 032840 02110 025402 015402 0472002 0424032 040404
Dflmedmuscle 066+ 0.2 0542001 03620100005 ghes)n plsel0 010501 0124002 009201 03605 013405 029209

Coptrolmuscl 0.25+£0.1 0.24 003 019004

lvalues represent the meanz+ standard deviation of data from 3 animals.

CONCLUSION

®mTc-vibramycin prepared by a direct method
possesses high radiochemical purity of 95%. The
9MTc-vibramycin was stable and >95% labeling
was maintained for up to 12 h and there was no
need of post-labeling. The biological activity of
®mTc-vibramycin and %™Tc-ascorbic acid was
comparable. The **™Tc-vibramycin was found to
have greater ability to localize in bacterial infection
sites induced by S. aureus in animal models. Thus
data obtained from bio-evaluation studies showed
that the prepared *™Tc-vibramycin is accumulated
at the infectious site and may be a good bacterial
infection imaging agent due to its specific binding
to bacterial cells.
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(Pesrome)

Wznon3Banero Ha Oens3aHM aHTHOMOTHIM KAaTO JAMArHOCTHIMPAIM areHTH € pa3BuBamla ce JeHHOCT B
MEJUIIMHCKUTE HW3ClieBaHus. BHOpaMUIMHBT € IMOJNY-CHHTETHYSH aHTHOHMOTHK OT Tpyrara Ha TETPalUKIHHUTE,
MIPEANMCBAH 3a JICUSHUETO Ha pa3inyHn WHGeKknuu. B HacTosmara pabora ce nmpeacTaBsi HOB BUOPaMUITUH, O€JIsA3aH C
99m-rexnenuit u m3nossail SNClz.2H,0 kato peaykrop. CTrabuaHOCTTa Ha Oels3aHms BHOPAMULIMH € OLEHEHA BBPXY
yosemku cepym npu 37°C. Uscnepsano e GuonormunoTo pasnpenenenne Ha PMTc-subpamunuua Bhpxy Sprague-
Dawley mibxoBe, 3apaszenu ¢ GakrtepuanHa uHdeknus. In Vitro-uscneqaBanusita ca U3BBPILICHHU, 33 Ja CE ONMpPEIeTH
CBBP3BAILIOTO B3aMMOJICHCTBUE Ha Oeisi3aHusl aHTHOMOTHK C OakTepuuTe W Heroara craOwiHOCT. M3BbpuieHO €
CIMHTUTPACKO H3CICABaHE C Y-Camera eauH, YeTHpPH W JBaJeCeT M YCTHPU 4Yaca CJell WHKCKTUPAHETO Ha
panuoTpeiicepa B IIbXOBE ¢ MH(EKIMO3HU MOpakeHHs Ha MycKynute. [IoTBBpIIeHO € upe3 MOMEHTHa THHKOCJIOHHA
xpomarorpadus, 4e **"TCc-BubpaMULMHBT NpUTEXkaBa BUCOK 10OuB Ha Oenssane (95%). Ilpobute mokassar m06po
cebp3Bane ¢ S. aureus. CuunTurpadusaTa IpU 3alIM MOKa3Ba MOTTbIIaHe Ha “°"TC-BuOpaMuLMHA B MH(EKTHPAHK
THKAHU €JIMH, YeTUPU M JBaJeCeT M YETHPH 4aca cJeJ| MHKeKTHpaHeTo. buopasnpenenenuero Ha T c-BuGpaMuLUH
MOKa3Ba, Y€ PaJMOAKTUBHMAT Ipernapar 3HAYMTENHO CEe HATPyNBa B MHMEKTHPAHUTE MECTa U Ce M3XBBPIS 4pe3
6B6penute. OTnaraHeTo NpH IIEIEBO KBbM HEIeNeBO u3Non3BaHe Ha P°"TC-BHOpaMMIMHA B 3aCErHATUTE MECTa M B
KOHTPOJIHUTE MYCKYJH CE€ pa3iMuaBaT 3HA4YMTe]HO. M3cieqBaHeTo Mokaspa, de *°"TC-BMOpaMULMHBT Ce CBbp3Ba
HpEeIUMHO C JXHBU OakTepud. BHOJOrMYHATa aKTHBHOCT iN Vitro ma **"Tc-puOpaMulMHa € HU3CNEBaHA IOPH
ONTUMU3UPAHU NAPAMETPHU U € YCTAHOBEHO Ka4eCTBOTO MY Ha JIOOBp areHT 3a n300pa3sBaHETO HA MH(EKIHH.
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The solutions of some theoretical problems of the column apparatuses modeling in the cases of one-, two- and three-
phase processes are presented in the approximation of the mechanics of continua. The effect of the radial non-
uniformity of the velocity distribution, the effect of the tangential flow and simultaneous mass and heat transfer
processes in one-phase column are analyzed. The possibility for obtaining the interphase distribution of the mass
transfer resistances in two-phase columns is shown. An iterative numerical algorithm for non-stationary processes

modeling in three-phase columns is also presented.

Key words: modeling, column apparatus, one phase, two phases, three phases, mass transfer, heat transfer.

INTRODUCTION

The fundamental modeling problems in column
apparatuses are a result of the complicated
hydrodynamic behavior of the flows in the
columns. The presence of different phases (gas,
liquid and solid) leads to the necessity for
formulation of two or three phases hydrodynamic
problem. At the other side the equations of the
interphase surface, where boundary conditions must
be formulated, are practically unknown. As a result
the solution of the interphase mass transfer problem
is not possible because the velocity function in the
convection-diffusion equation is unknown.

The interphase mass transfer problem in column
apparatuses may be modeled using a new approach
based on the approximations of the mechanics of
continua [1-4], where the mathematical point is
equivalent to a small (elementary) physical volume,
sufficiently small with respect to the apparatus
volume, but at the same time sufficiently large with
respect to the intermolecular volumes of the
medium. As a result the mathematical description
of the processes presents the mass balance in this
elementary volume in the form of a convection-
diffusion type of model, using the convection-
diffusion equations. These types of models [1-4]
allow a qualitative analysis of the process in order
to obtain the main, small and slight physical effects
(mathematical operators in the models), and to
reject the slight effects (operators).

The use of the convection-diffusion type of
models for modeling (quantifying) of the processes
in column apparatuses is not possible because the
velocity function in the convection-diffusion

* To whom all correspondence should be sent:
E-mail: chboyadj@bas.bg

equations is unknown. The problem can be avoided
if the average values of the velocities and
concentrations over the cross-sectional area of the
column are used, i.e. the medium elementary
volume (in the physical approximations of the
mechanics of continua [1-4]) will be equivalent to a
small cylinder with radius ro and a height, which is
sufficiently small with respect to the column height
and at the same time sufficiently large with respect
to the intermolecular distances in the medium.

The main part of the problems in one-phase
columns is the decrease of the processes efficiency
as a result of the effect of radial non-uniformity of
the velocity distribution. This problem can be
avoided by using a tangential inlet of the flow in
the column, which is very useful in the cases of
simultaneous mass and heat transfer processes.

Theoretical —analysis of the interphase
distribution of the mass transfer resistances in two-
phase columns allows obtaining the optimal gas-
liquid dispersion, i.e. a system of gas-liquid drops
(liquid-gas bubbles) in the case when the main part
of the interphase mass transfer resistance is in the
gas (liquid) phase.

ONE-PHASE MODEL

Let’s consider a liquid motion in a column
reactor with radius ro (m) and height | (m), where a
homogeneous chemical reaction between two liquid
components is realized. If the difference between
the component concentrations is very large, then
the chemical reaction will be of first order.

© 2015 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 755
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Convection—diffusion type of model

If the velocity u [m.s] and concentration ¢
[kg.m=] distributions in the column are defined as:

u=u(r), c=c(r,z), )
the convection—diffusion type of model [4] can be
expressed as:

ac o°c laoc o _
U—=D| —+-—+— |-kc
0z o> ror or?

z=0, c(r,0)=c,, UCc,=uc,—D—;
( ) 0 0 0 oz
ac oc
r=0, =0; r=r, —=0,
or " or 2)

where D [m?s?] is diffusivity k [s1] - chemical
reaction rate constant, i, Co - input values of the
average velocity and concentration
The qualitative analysis of the model (2) will be
made using generalized variables:

r=rR, z=1Z, u(r)=u(r,R)=0U(R),

¢(r.z)=c(r,R 1Z)=c,C(R.Z), g=(r|—°j2, )

Where 1o, |, @, co are the characteristic (inherent)
scales (maximal or average values) of the variables.
Introducing the generalized variables (3) in (2), the
convection—diffusion type of model can be written
as:

VR =Pl et 'R m t are

Z=0, C=1 1=U- Pe*lac;
0z

2 2
oc FO[ o°’C 14C acj_DC;

oC oC
=0; R=1 —=0,
R (4)

DI ul kl
where e=Fo1Pe?, Fo_T Pe_B Da_j are the

u 0
Fourier, Damkohler and
respectively.
In the cases of big values of the average velocity
(0=Fo<10?), from the convection—diffusion type of
model (4) may obtain a convection type of model:

ac
“(Riz

R=0,

Peclet numbers,

=-DaC;, Z2=0, C=1 (5)

The effect of the chemical reaction rate is
negligible if 0=Da<10? and as a result C=1.
When a fast chemical reaction takes place (Da>10
2), the terms in the model must be divided by Da
and the approximation 0=Da<107 has to be applied.
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The result is:
2
p_Fo[ldc dc) .
DalRdrR dR
R =0, d—C=0; R=1, d—C=O (6)
dR dR !

i.e. the model (6) is diffusion type.
Average concentration model

The average velocity and concentration at the
column cross-sectional area can be presented as

< 2
=—_[ru )=r—2jrc(r,z)dr. )
00

The convectlon—dlffusion type of model (2)
assumes the velocities and concentration
distributions to be presented [3, 4] by the average
functions (7):

u(ry=ud(r), c(r,z)=c(z)e(r.z), (g
where i(r) and ¢ (r,z) represent the radial non-
uniformity of both the wvelocity and the
concentration  distributions,  satisfying  the
conditions:

To
—jru rydr=1, %Ir ¢(r,z)dr=1 (g

I’.O 0
An average concentration model may be
obtained [1-4] if the expressions (8) were placed
into the model equations (2) and then multiplied by
r and integrated with respect to r over the interval

[0, ro]. The result is:

— 2_
aua—c+d—a__—D8——kE
0z dz oz’
oc
z=0, ¢(0)=c,, —=0,
0)=c, = (10)
where
(Z=OC(Z)=£]QI’UCdI’. (11)
r2
The use of the generalized variables:
;&
z=1, C=—. a(2)=a(12)=A(2). gy
0
leads to:
Al A _perd ?—Dac_;
dz dz dz
= dC
Z=0, C=1 —=0.
iz (13)



Chr. B. Boyadjiev et al.: Some problems in the column apparatuses modeling

In the cases
0=Fo0<1072, 0=Pel=¢F0<107?, e<1

(see (5)) the model (13) has the convective form:
pdC As_ -DaC; Z=0, C=1. (14)
dZ dz
The function A(Z) in (13, 14) represents the
effect of the velocity radial non-uniformity on the

mass transfer efficiency in the column apparatus:
2%

A(Z):a(z):r—z_[rucdr, (15)
00

where

a@):@:u(m,

6(rz):c(r,z):C£R,Z)
ot c(2)
G(Z)=E§Z)=ZIRC(R,Z)dR (16)

and as a result one can obtain the following
equation:
L C(R,Z)
A(Z):Z RU(R)_—dR_ 17
[T @)

Effect of the radial non-uniformity of the velocity
distribution

The case of parabolic velocity distribution
(Poiseuille flow) will be used as an example:

u(r):U[Z—Z:—z). (18)

0

From (3, 18) follows:

U(R)=2—2R2_ (19)
The model (4) may raise several particular cases
that permit to obtain C(R,Z), C(Z) and to present
results for A(Z)>1, using different approximations:
Fo=1 Da=12 A(Z)=a,,

1 N
aO:WZA(Zn);
n=1
Fo=0,01 Da=12, A(Z)=1+az,

13 A(Z )—1
N Z;, 2 . (20)
The obtained values of a, oo in (20) are shown in
Table 1.
The -equations (13, 14) allow to obtain

expressions for the concentration axial gradient:

_ -
dC _ prOAs . piperd S —~A'DaC;
dz dz dz

dC dA — _

= atPhE_atDpaC.

dz dz (21)

From (8) follows that =1 if the velocity radial
non-uniformity is absent (u=:x), i.e. A=a=1 (see (9,
11, 15)). The presence of a radial non-uniformity of
the axial velocity in the columns leads to A>1, i.e. a
decrease of the concentration axial gradient and
process efficiency [4]. In Table 1 are shown the
process efficiencies (conversion degree) in the
cases of presence (G) and absence (Go) of a radial
non-uniformity of the axial velocity in the column:

G =1—2jRU (R)IC(RL)AR, G,=1-C(1). (22)

Table 1. Parameter values and values of process
efficiencies (conversion degree)

a ao G Go
Da=1, Fo=0 0.5511 0.5568 0.6734
Da=1, Fo=0.1 0.2463 0.5938  0.6452
Da=1, Fo=1 1.02 0.6211 0.6281
Da=2, Fo=0 1.3623 0.7806  0.8516
Da=2, Fo=0.l 0.4547 0.8115 0.8502
Da=2, Fo=1 1.04 0.8481 0.8538

The values in Table 1 demonstrate that the radial
non-uniformity of the axial velocity component
leads to a substantial decrease of the conversion
degree.

Effect of the tangential flow

Let’s consider a cylindrical column with axial
input of gas (liquid) flow (Fig.1a). The axial and
radial wvelocity components u,=u,(r,z), ur=ur(r,z)
satisfy the continuity equation:

ou, ou. u,
+—+-—+L=0:
oz or r '

2=0, u,(r,0)=u;(r), r=r, u/(r,z)=0(23)

where u°(r) is the input distribution of the axial
velocity component as a result of the geometric
conditions at the axial input of the column. The
velocity components u,(r,z), ur(r,z) can be obtained
as a solution of the Navier-Stokes equations in
boundary layer approximation, i.e. to solve the
problem of the gas (liquid) jet in immobile gas
(liquid). As a result the radial non-uniformity of the
axial velocity component exists for the columns
with limited height. In these conditions the
conversion degree increase is related to the
decrease of the radial non-uniformity of the axial
velocity component (special geometric conditions
at the axial input of the column).
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A possibility for a partial reduction of the radial
non-uniformity of the axial velocity component is
to use a column with tangential enter [5] of the gas
(liquid) flow (Fig.1b) in the column input.

0 o O

a b
Fig. 1. Cylindrical column with: a - axial gas (liquid)
flow; b - tangential gas (liquid) flow in column inlet; c-
tangential gas (liquid) flow in the column working area.

A maximal reduction of the radial non-
uniformity of the axial velocity component is to use
a column with tangential enter [6] of the gas
(liquid) flow (Fig.1c) in the column working area.
In the cases of tangential input of the flow in the

column, the wvelocity components u,=u(r,ze)

ur=ur(r,z,p), U,=U,(r,z,p) satisfy the continuity

equation:

ou

N, +1 £ +6u’ +2 o,

oL rop or r

2=0, 0<r<r, 0<¢<2r,

-_Q

u,(0,r,p)=t=—;

(Or0) =0 ="

r=r, 0<z<l, 0<@<27z, u/(z,5,¢)=0;
Q

=0, u,(0,r,,0)=u)=— ' (24)
Ty

where Q (ms?) is gas (liquid) flow rate in the
column and rgo is the column inlet radius.
The applying of generalized variables:

z=1Z, r=rR, =27 ®,
0 p=cr ’ (25)

o
u =auy,, ur:uTOU u, =uu,

leads to
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ouU, U

oU ]
144, ur, oU, +Fr):0;

L
R 0p ull "6z = @R
Z=0, 0<R<l, 0<®<l U,(O,R,®)=l
R=1 0<Z<l, 0<d<l U (Z,1d)=0;
®=0, U,(0,0)=1 (26)

+27

Practically U0 Uy and the following
approximation can be used:
_oz I g9
. au(ﬂ _ 0
i.e. o0 = (28)
and from (26) follows:
o, ou, U, _
+—+—=0;
o OoR R
Z=0, 0<R<] UZ(O,R)El;
R=1 0<Z<] Ur(Z,l)EO_ (29)
From model (29) follows that practically

U:(R,2)=1, U(Z,R)=0 (except for the thin boundary
layer at the wall).

The presented theoretical analysis shows that
using tangential input of the flow in the column
area leads to a significant decrease of the velocity
radial non-uniformity and as a result to an increase
of the conversion degree in the columns.

Simultaneous mass and heat transfer processes

The heat and mass transfer Kinetics theory
shows [3], that the process rate depends on the
characteristic velocity in the boundary layer. The
big difference between these velocities leads to a
substantial increase of the heat transfer rate through
the column wall in the cases of axial and tangential
input of the flows (T Uy).

Let’s consider simultaneous mass and heat
transfer processes in a column chemical reactor,
where the velocity, concentration and temperature t
(deg) distributions in the column are denoted as:

u=u(r), c=c(rz), t(r.z), (30)

The mass and heat transfer model in the physical
approximations of the mechanics of continua [1-4]
can be expressed as:

oc d%c laoc o ,
U—=D| S+-—+— |-kc;
0z 0z ror or
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oc
z=0, c(r,0)=c,, UC,=uc,—D—,
( ) 0 0 0 62
oc oc
r=0, —=0; r=r, —=0.
p» v (31)

ot A (ot 1ot o q .,
Uu—= St —t— kc;
0z ror or

E_'Ocp pcp
2=0, t(r,0)=t, oty =ut, - %
pe, 0z
ot
r=r, t=t; —-i1—=k,
’ a P (32)

where p (kg.m?®) is density, ¢, [J.kgl.deg?] -
specific heat at constant pressure, 4 [J.m.st.deg?]
— thermal conductivity, q [J.kg™] — heat effect of
the chemical reaction, ko [J.m2s?] - local heat
transfer flux. In the model (31, 32) Dk,4,p,Cp,0,ko
are temperature functions, where to <t<tsort;<t <
to in the case of endothermic (q<0) or exothermic
(g>0) chemical reaction. Practically the difference |
to- ts | is not so big and in (31, 32) may use constant
values of D k,A,0,Cp,Q,Ko at t"=(to+ts)/2.

From the condition t;=const follows that the volume
heat generation in the column is equal to the
interface heat transfer through the column wall:

27rj rokcdr = -27r,4 [ﬂj
0 or rr,

ot Lok _
5] @@, @

A qualitative analysis of the model (31, 32) will
be made using generalized variables:

r=rR, z=1Z, u(r)=u(r,R)=0U(R),
c(r,z)=c(nR12)=¢c,C(R,Z),
t(r,z)=t(rR,12)=tT(R,2), (34)

where ro,l,i,co,t” are the characteristic (inherent)
scales (maximal or average values) of the variables.
The introduction of generalized variables (34) in
(31, 32) leads to:

2 A2 2
uR)E_D(EIC 1C oC) K.
6z ur7\1°0z> RER oR
Z=0, C(R0O)=1, 1EU(R)—B§;
ul oz
oC oC
R=0, —=0; R=1 —=0.
oR oR (35)

2 A2 2:
U(R)EiT_ Al [I’OaT lal GT}_ alke, C

— = +S—+ -C;
oz upc,Z\ 1P az7 RR R’ ) upct
A o7 t
Z=0, T(R0)=T,, 1=U(R)- —, =2,
(RO)=T, (R) Tupc,l oz’ ° t
2
R=1, T=T; T - b%ugz) 1% @3
R 2t t

In the cases of very high columns it may use the
2
approximation 0= %310‘2 and the models (35,

36) are of parabolic type. If the average velocity i
is very high, it may use the approximations

0=2! <107 gng 0=
ur,

<107 j.e. the models

% upc,ry
(32, 33) are of convective type:
oC {
U(R)—=-—C; Z=0, C(R,0)=1.
(R) == (RO)=1.@37)
oT  qlkc
U(R)—== °C; Z2=0, T(R,0)=T,.

Average temperature model

The average temperature at the column cross-
sectional area can be presented as

2

F(z):r—zjrt(r,z)dr. (39)
00

The velocities and temperature distributions can
be presented by the average functions (7, 39):

u(ry=ad(r), t(r,z)=t(z)f(r,z2), (40)

where ii(r,z) and f (r,z) represent the radial non-
uniformity of both the velocity and the temperature
distributions, satisfying the conditions:

2% 25
E!ru(r)drzl, E!rt(r,z)drzl. (41)

An average temperature model may be obtained
if the expressions (40) are put into the model
equations (32) and then multiplied by r and
integrated with respect to r over the interval [0,ro].
The result is:

_dt de, - A dfT,
ou—+ ut = >
dz dz pC, dz
_ dt
z=0, t(0)=t,, —=0
(0)=t, =0, 42)
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where
2%

a, :at(z)zr—zjrutdr. (43)
00

The use of generalized variables:

Z - t
Z=1 T=r a(2)=a(12)=A(2), 44
0
leads to:
dT  dA - A, d°T.
_+_T= 2 2
dz dz pchI dz
_ daT
Z:O’ T:l, —=0.
7 (45)

Similar to (17) the function A«(Z) may be
obtained after solution of the problems (35) and
(36):

s T(RZ)
A(Z)_ZE[RU(R)?dR,
T_(z)zt_t(*z)zszT(R,z)dR_ (46)

TWO-PHASE MODEL

The convection-diffusion models are used [6-11]
for qualitative analysis of the processes in two-
phase columns. A new possibility is the
determination of the interphase distribution of the
mass transfer resistances in gas-liquid systems.

Interphase distribution of the mass transfer
resistances

Let’s consider a physical absorption in a co-
current gas-liquid bubble column with a radius ro
and working zone height I, where the interphase
mass transfer rate across the gas-liquid boundary is
k(ci-yc2) and y is the Henry’s constant. If &1 and &
are the gas and liquid parts of the medium
elementary volume (e1+ &2 =1) in the column (gas
and liquid holdup coefficients), the convection-
diffusion equations have the forms:

ac, o’c, laoc, o
U —L= —2 2+ L -k(c,—x¢,),
o 1[622 ror or (6= xe.)
ac, d’c, loc, o
u,—==¢,D 224+ —2 1+k(c —x¢,), (47
ey T 2(622 ror arzj (6= 7¢:). (47

where ui(r), ux(r) are velocity distributions in the
gas and liquid phases, ci(z,r) and D;(i=1,2) are the
concentration distributions and the diffusivities of
the absorbed substance in the gas and liquid. The
boundary conditions of the model equations have
the form:
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z=0, ¢/(0,r)=c), ulcfzul(r)cf—Dl(aclj ;
z=0

0z
0 — .0 0 602 .
z2=0, c,(0,r)=c;, uzczzuz(r)cz—Dz( j ;
62 z=0
oc, oc oc, oc
:Oa _1:_250; = ] _1:_2_01
o or o or o 48

where i, ¢, i=1,2 are the average velocities and
the input concentrations in the gas and liquid
phases. Practically ¢,°=0.

A qualitative analysis of the model may be
made, using dimensionless (generalized) variables:

R=L, z=2 u =% uy =% -4 -
r,’ g Tt m Y T
(49)

The model (47, 48) in generalized variables (49)

has the form:

2 2
Ul(R)acl_Fl( 0°C,  14C,  &C,

—t=Fo + + -K(C,-C,);
oz ‘' "R R asz (€.-C.)

Uz(R)aCZ—FOZ[g azczz +£&+ 6222J+K‘W(C1_CZ);
oz 82 ROR R &0,
Z =0, Cl(O,R)El, 1:U1(R)_pel—1(%] ;
oZ ),
Z=0, C,(0,R)=0, (&j _o
oz ),_,
oG aC. .
R:O, —'EO, R:]-: — = : |=1’2,
R R (50)
where
K: k(ﬂ 1 FOiZ_DiIZ, Pelzu—ll, i:1,2(51)
&U; u;r, X
If denote:
FAT)
=22 =K p=pip
&,u,
pepl pmp pm 52)
1+ py 1+p,°

the parameters p; and p, can be considered as mass
transfer resistances in the gas and liquid phases and
from (50) it may obtain directly models of the
physical absorption in the cases of highly (y—0,
po—0, p>—0, C=0) and slightly (y—o, po—x,
p1—0, C1=1) soluble gases. The use of model (50)
for prediction of the distribution of mass transfer
resistances allows an optimal organization of the
absorption process, i.e. absorption in gas-liquid
drops systems, when the resistance is in the gas
phase (p,<102,p,<107), or absorption in liquid-



Chr. B. Boyadjiev et al.: Some problems in the column apparatuses modeling

gas bubble systems, when the resistance is in the
liquid phase (o, <102, p, 210%),

THREE-PHASE MODEL

The convection-diffusion models in three -phase
systems [12, 13] are very often characterized by a
fixed solid phase, where there is no diffusion
transfer. As a result, the process in the solid phase
is usually non-stationary. One of the main problems
in these cases is the solution of the set of model
equations.

Non-stationary processes modeling

Let’s consider a non-stationary absorption-
adsorption process in column apparatuses in a
cylindrical coordinate system (z,z,r), where 7 (S) is
the time. A co-current liquid-gas bubbles flow
moves through a fixed solid adsorbent particles
bed. A component of the gas phase absorbs
physically in the liquid phase and after that adsorbs
physically in the adsorbent particles. A chemical
reaction takes place in the adsorbent particles
between adsorbed component and the active centers
(AC) in the adsorbent.

The concentrations of the absorbed component
in the gas (i=1) and liquid (i=2) phases are ci(z,z,r),
while c3(z,z,r) and co(z,z,r) are the concentrations of
the absorbed component and AC in the solid phase,
respectively. The interphase mass transfer rates of
the physical absorption and adsorption are k(Ci-yc2)
and kq(C2-C3).

The chemical reaction rate in the solid phase is
KoCsCo. As a result the convection-diffusion model
of this absorption-adsorption process has the form:

ac,

oc
& a—l + glul a— =
T Z

o’c, 1aoc, oO%
—eD | =24+ 71 k(e - ye,),
! 1(822 ror arzj (6~ xc)

&,—2+gU,—2= —2
20 272 oz oz ror or?

+k (¢, — x¢c,) -k, (c,—¢,),

2 2
ac, acz_gzDz(a c, 1oc, 0 czj+

oc
&y 6_2'3 =k, (Cz - Cs)_ KoCsCo

oc,
& P —K,CsCo, & + 8, + &, =1,

with initial and boundaries conditions

0

— — 0 — — — 0.
=0, ¢=c, ¢,=0, ¢;=0, c,=¢;;

_ oc
c,=c’, Tc zul(r)clO - Dl(a—zlJ ;
z=0

2=0, ¢, =0, (%j —0;
oz z=0
r=0 %:aiz' = %:%E
or or  or or
(54)

In the presented model (53, 54) &, D; are phase

part and diffusivity in the solid (i=0), gas (i=1) and
liquid (i=2) phases (Do=0), k,kqko- absorption and
adsorption interphase mass transfer coefficients and
a chemical reaction rate constant, respectively.
The use of dimensionless (generalized) variables
permit a qualitative analysis of the model (53, 54) to
be made, where as characteristic scales average
velocities, initial concentrations, characteristic time
70 (S) and column parameters (ro,h) are used:

Tzi,RzL,z=£'Ui( )_U.Er),
7, r, I U,
0
c(TzR)=402l) o o
G X
c,(z,2,r c,(z,z,r
Ca(T,Z,R)Z 3(C0 ),CO(T,Z,R)— (CO ),
. 3 0
1=12.
(55)

The convection-diffusion model in dimensionless
variables can be written in the following way:

_I 6C1+U1 _
Uz, OT oz
2 A2 2
TP A RIS
ury \ I 02 R OR  OR &l
_I oC, U, aC, _
u,z, Ot oz
DI (rf8°C, 1aéC, o°C,
== 272 A2 T Tt
wry\1©° 0Z° R OR ©OR

kl y k| xCo
+—_(C1—C2)— L LCZ - 03 C, |
&U, &)U, C,
oC, krz, [ c k,7,C.
3 _a’0 loCZ_Ca __0%0 0C3C0’
oT & \ XC; 0
oC k,z,Co
—0__0703 C,C,.
orT &

(56)
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T=0, C=1 C,=0, C,=0, C,=1

D, ( oC
C.=1 1Eul(R)_U_}(a_le
1

Z =0,

Z=0, C,=0, & =0;
oL
R =0, a—Clza—czso; R=1, aC a—CZEO.
oR OR R ¢R

(57)

The presented model (56, 57) is the basis for a
gualitative analysis of the mass transfer processes in
three- phase column apparatuses, i.e. the role of the
different physical effects in the complicated
absorption-adsorption process.

One of the main problems in three-phase systems
is the long-time process. In this case approximations
must be used:

|

U7, ' U,7,

<107

(58)
and the model (56, 57) has the form:
1 oC, 6‘2

ReR R
_3(
oC

—1=0; R=1, iE.
oR oR

- C C
‘91U1

J .

(59)
16C, o°%C,
+= |+
ROR 0R

oz Ve "

o, _ol 12 9%C,
Yoz o ur?

Z=0, C=1 1=U,(

R=0,

U2

oC, _ D)l (17 °C,
oz wrZ| 12 az?

Mz ¢,y K [c 25 ng,
&U, &, Cl
Z =0, CZEO,(aCZJ =0;
oL ),

R=0, Q—O R= 1£50.
oR oR

dC, K,z 10C _¢,
dT g, | gcC2 0

T=0 C,=0. (61)

aC __ '”“cco, T=0 C,=L
dT &

(60)
k o7oC 0

C.C,;

(62)
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Considering problems (59, 60) T is parameter,
while in (61, 62) the parameters are Z and R.
The presented convection-diffusion model (59-62)
may be used for qualitative analysis only, but it is
the base for the creation of average concentration
model.

Average concentration model

Using the dimensionless form of average
concentrations the concentrations in (59-62) can be
written as:

C/(T.Z,R)=C,(T,Z)C,(R),
1
C/(T.Z)=2[RC,(T,Z,R)dR,
° (63)
1
2[RC (R)dR=1,1=0123
0

The average concentration model can be
obtained if the expressions (63) are put into the
model equations (59-62) and then multiplied by R
and integrated with respect to R over the interval [0,
1]. The result is:

dC, dAl _1d2C = =\,
A— 4z dZ C =Pe L 472 _Kl(Cl_CZ)’
- dC,
Z=0, C =1 —/=0.
=1 (64)
dC, dA, =
+—=C, =
Pzt @
LG, e = -
=Pe;’ d222 +K2(Cl_ 2)—Ka(C2—K3 3)’
dC.
Z=0 C, =0, —2=0
=0 — (65)
dC. K./, 1=~ = —_—
d_T3= Kok—O(K31C2 —C,)—KoCBC,Cy;
T=0 C,=0. (66)
dC,
—0=-K,§BC,C,; T =0, C,=1.
dqT 0 (67)
In the problems (64-67) the expressions are used:
_ 1 Ci(T,Z,R) _lT_iI 3
A(z)_leu(R)—é(T,Z) dR, Pe = - i=12,
B(Z)=2_[RC3;(T’Z'R)C"_(T’Z'R)dR, K, =l
. Cy(T.Z) Cy(T,Z) &0,
0
Kozkorov Klzk_l_v K2:k|_£(, K3:XC03'
& &l &, C,
(68)
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In the problems (64, 65) T is parameter, while in
(66, 67) the parameter is Z and for solution of the set
of equations (64-67) will be used a numerical
iterative algorithm.

Iterative algorithm

The solution of (64-67) may be obtained as four
matrix forms:

C(T.2)=|Cus|. C.(7.2)=Cuu
Co(T.2)=[Coc| Co(T.2)=Couc|:
T=0016, 6= 1,2,...,100, Z=0014, ¢=12,..,100

(69)

A multi-step approach for different values of
7'=0.0160, (#=12,..,100) will be used, where

the upper index (6) will be the step number too. As a
zero step (6=0) will be used:

61O (T , Z) = HC C320 (T ' Z) = Hé(z)ogu’
C: =[Cpnc |20 €3 (T.2)=|Cpop] =1
Z=001¢, ¢=12,..100, (70)
P N I

ane|

solutions of (64, 65) for Cs = C(s)o;HEO:
dCO dA- 0 ,l dzélo ~0 ~0).
Azt TR ~Ki(C-C):
~0
Z=0, C’=1, 9GC
dz
dc? dAz L, d*C? - 0.
A g O =P g (G -G) K
- dc’
Z=0, C2=0, 2 =0. 71
;=0 (1)
The first step is the solutions of (66, 67)
C; (T Z) ()9: Cé(T’Z): C(lo)agH for
C,=C3(T.2)=|Cpp; ~1,2,..,100:

dC' K, ame = =

T; =K, k—:(K31C2° —~C3)—-KosBCC;

T=0, C;=0.

dC; =
T":—Kocgscgc;; T=0, Ci=1. (72)

As a result the solutions for T=0.01 — C,'(Z) and
the polynomial approximation Cs'(Z) may be
obtained:

2 _c _ - 17 -
Cé(Z)—Cé(0.0l,Z)— :12:1 «91.12‘1,
Ci(2)=C3(0.00.2)=|Cly
Z=0.01¢, ¢ =12,..,100. (73)
The solution of (64, 65) at the first step leads to:
dC; d/s& — ,1d261 ——
Az Pz @ P dzzl‘Kl(Cl‘Cz)’
~1
Z=0, C =1 9 _o.
dcC; dA2 =
C, =
AZdZ dz
dZCl — 5
=Pe;' %K, (Ci-C})-K ( ,Z‘ J z”}
~1
Z =0, CT;EO, dC, =0. (74)

The step (8) is the solutions of (66, 67)
G (1.2)=[Ch]. €I (7.2)=[Clu] for
C,=CiM(T.2)=[Cpy0
Z=0.014, ¢=12,..100.

désg ka -1~6-1 ~ 0 OproQo.

T Kok—(K3 /™t —CJ)—KoeBC/Cy’;
0

T=0, CJ/=C*(2).

~ 0
dCTO =-K,cJBC/CY;

T=0, C/=Ci*(2).

(75)
As a result the solutions for T=0.01 - (,°(Z) and

the polynomial approximations C:%(Z) may be
obtained:

5 _C _lc > p)7 -

€ (2)=C{(0.012)=|C,; -3 80z

C!(2)=CJ(0.012)=|C .
Z=0014, £=12,..100 (76)
At the step 6 the solution of (64, 65) leads to:

~0 ~0
dC, dAlCe Peld C2
dz dz dz
dc?
dz

A——-

Kl(C_:f—Cf);

=0.

Z =0, 619 =],
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dC; dA =
=2 (el =
g T @
-1 dzc_f ~0 ~0 ~0 > 70 j-1 |.
=Pe, - +K2(c1 —(:2)—|<a cz—éej z;
- dC/
Z=0, C/=0, de =0. (77)
The stop criterion is 6=100.
The obtained results can be presented as:
~ —lc© ~ —c®
[Cusie| =[G |- ICrae ] =|CE%
~ —lc® ~ _lc@ |-
|G | =16 [Cooe | =

6=1,..,100; ¢ =1..,100.
CONCLUSIONS

The solutions of some theoretical problems of
the column apparatuses modeling in the cases of
one-, two- and three-phase processes are presented
in the approximation of the mechanics of continua.
In the cases of one-phase processes the effect of the
radial non-uniformity of the velocity distribution,
the effect of the tangential flow and the
simultaneous mass and heat transfer processes are
shown.

A possibility to obtain the interphase
distribution of the mass transfer resistances in two-
phase columns is shown.

The modeling of three-phase processes in
column apparatuses is analysed. An iterative
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numerical algorithm for non-stationary processes
modeling is presented.

The presented approach is used for solution of
the SO, problem in power engineering [14, 15].
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(Pesrome)

B npubnmkeHusTa Ha MEXaHHKATa HA HENPEKbCHATHTE CPEAU Ca MPEACTABCHH TCOPETHYHH PELICHHsS MpH
MOJICIIUPAHETO HA KOJOHHH amapaTd B CJIyYyauTe Ha €1HA, JBe W Tpu (a3u. AHanmu3UpaHH ca ePeKTHTe OT
pasmpe/ieicHUeTo Ha pajraiHaTta HePAaBHOMEPHOCT Ha CKOPOCTTA, HATMYUETO Ha TAHTCHIUWAJICH MOTOK, KAKTO U TOILIO
M MacoMpPEHOCHHUTE MPOLECH B KOJMIOHA ¢ eaHa (a3a. [lokazaHa € Bb3MOXKHOCTTA 3a MOJy4aBaHE Ha CHIPOTHBICHHUATA
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Kinetics of oxidation of sulfide ions in model solutions of sea water
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The possibility of catalytic oxidation of sulfide ions from model solutions of seawater is studied. ZrO, catalyst
incorporated into a matrix of activated carbon is synthesized. The surface of the catalyst is characterized by iodine
adsorption. The effect of the deposited catalyst is studied. Experiments at different initial concentrations of sulfide ions
and temperatures are conducted in two regimes - continuous aeration or stirring at the same speed without aeration. The
reaction products in the case of continuous aeration are 90% of sulfate ions relative to the initial quantity of sulfides.
The reaction products at stirring without aeration at the same temperatures are stable reducers that should not be
dumped into the sea water. The oxidation in the regime of continuous aeration follows the kinetics of a first order

reaction with relatively low activation energy.

Keywords: kinetics, oxidation, sea water, sulfide ions, ZrO, - catalyst

INTRODUCTION

Hydrogen sulfide is common in some
geothermal springs and closed deep water basins.
Deep Black Sea waters contain significant amount
of hydrogen sulfide [1,2]. This is the reason for the
lack of aquatic life below a certain depth. The latest
data show that the level of the "dead zone" is
constantly rising. Different methods are used for
catalytic decomposition of hydrogen sulfide to
harmless products [3-6]. In many of them the end
product is elemental sulfur [3]. However, elemental
sulfur is undesirable because it inhibits the catalytic
oxidation by blocking the active sites of the
catalyst. Moreover, sulfur is not of particular
interest as a commercial product and its back return
into the Black Sea water is inappropriate from an
environmental point of view. In the present work no
elemental sulfur is formed in all experiments. The
sulfates are the desirable product because they are
naturally present in the sea water.

It is known according to the literature [2, 7] that
Me?* cations (Me: Mn, Co, Ni, Fe, Cu) catalyze the
process of sulfide to sulfate oxidation. As the
reaction between the metals and the sulfide
produces precipitates it is not preferable to add
them in the form of salts. On the other hand, it is
not environmentally acceptable to use large
guantities of catalyst and dumping it into the water.
The research for stable catalysts that can be
subsequently incorporated into electrodes working
under these conditions imposed synthesis of metal
oxides incorporated in matrices of activated carbon.

* To whom all correspondence should be sent.
E-mail: nastemil@abv.bg

A further advantage is that the activated carbon is
also a catalyst in this case [8]. The principle of
obtaining such catalysts includes impregnation of
the initial organic material with a salt of the given
metal and subsequent pyrolysis with simultaneous
activation [9].

This study is part of collaborated efforts to clean
the waters of the Black Sea by oxidation of the
sulfide anions of the seawater. The aim of this work
is to study the catalytic oxidation of the sulfide ions
to sulfite and sulfate with high enough
concentrations and yields. This goal requires the
selection of a suitable catalyst, its optimal amount,
as well as establishing the optimum conditions for
the process.

EXPERIMENTAL PART
Experimental conditions

The kinetics of the oxidation process of sulfide
ions was investigated. In order to select the proper
catalyst the experiments were carried out at room
temperature and constant stirring speed. After the
proper catalyst and its amount were chosen two
types of experiments were carried out for
determination of the Kkinetic parameters — by
continuous aeration and by stirring at the same
speed without aeration. The flow rate of the air was
120 I.h! corresponding to 10 vvm. The experiments
were carried out in a stirred cell at different
temperatures (20, 30 and 60°C) maintained by a
thermostat. The volume of the solution in the cell
was 200 ml. A sketch of the experimental set-up is
shown in Fig. 1.
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Fig. 1. Scheme of the experimental set-up. 1-
thermostated cell; 2,3- magnetic stirrer; 4- thermostat; 5-
sampling outlet; 6- thermometer; 7- aerator.

The experiments were carried out in model
solutions imitating sea water prepared by dissolving
NaCl to attain a concentration of 16.5 g dm?,
corresponding to the Black Sea salinity (i.e. 15-17 g
dm3®) [10, 11]. Sulfide was added by dissolving
sodium sulfide nonahydrate (Na.S.9H.O reagent
ACS > 98%) in the model sea water. The
experiments  were  performed  within  the
concentration range of sulfides 25-120 mg dm?
which is 5-20 times higher than their actual
concentration (i.e. between 5 and 15 mg dm®) [2,
12].

The metal containing catalysts incorporated in a
matrix of activated carbon were obtained according
to [9]. The principle of the preparation of the
catalysts on the carbon matrix consists of
impregnation of the initial organic material with a
metal salt - precursor and subsequent pyrolysis with
simultaneous activation. The metal ions are in the
form of oxides. The obtained catalysts incorporated
in a matrix of activated carbon were characterized
by iodine adsorption. The obtained specific surface
area of the ZrO, — catalyst is 780.66 m? g*. The
cobalt and manganese catalysts are spinel type
oxides with 30 % concentration of the active
components. The specific surface area of the Co —
catalyst is 897.98 m? g

The annually averaged ion content in the natural
Black Sea surface water close to the Bulgarian
coast is shown in Table 1 [13, p. 44].

Table 1. Data for the concentrations of major ions in the
seawater.

Components Content, %o
Chloride 9.96
Sulfate 1.39
Hydrocarbonate 0.16
Carbonate 0.0204
Sodium 5.49
Magnesium 0.68
Calcium 0.269
Potassium 0.200

Analyses

Samples from the reacting solution were taken
periodically. The concentration of the total sulfur
containing reducing substances was determined
iodometrically. The sulfide (S*) content was
determined photometrically [14] and the presence
of sulfate ions was detected qualitatively by
addition of barium chloride solution. Sulfates were
determined quantitatively by addition of barium
chloride and back-titration of the excess of Ba**
ions with EDTA using Eriochrom Black T as
indicator.

RESULTS AND DISCUSSIONS

While screening for the proper catalyst four
types of metal oxides incorporated into an activated
carbon matrix were investigated. The use of the
activated carbon from the same origin was also
studied. The results are shown in Fig.2. The
oxidation rate for the non-catalyzed process at the
same conditions is given for comparison. The initial
concentration was chosen to be 65 mg I because at
this concentration there is no retard of the oxidation
rate due to parallel processes [8,12]. The amount of
the catalyst was the same (0.5 g I%) for all
experiments.

80

—B— Co304/AC
—e— ZrO2/AC
—#— no catalyst

—/A— activated carbon
—0o—Pd/AC

—&— Mn-oxides/AC ‘

0 20 40 60. 80 100 120
t, min

Fig. 2. Influence of the type of catalyst on the oxidation
rate. AC means activated carbon.

Figure 2 shows that the oxidation of sulfide ions
without catalyst is slow (about 10 % reduction of
the sulfide ions in the first sixty minutes). The
addition of the catalyst into the reactor volume
leads to a considerable acceleration of the process
(from 50 to 90% reduction of the sulfide ions in the
first sixty min). The effect of the Co?*, Mn?* and
Pd?" catalysts was comparable and the activated
carbon also had good catalytic activity. As a
catalyst for the further experiments ZrO, was used,
because it provided the highest oxidation rate (by
40% higher than all other metal catalysts).
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The influence of the initial concentration of
sulfide at the same amount of catalyst was
investigated and the results are shown in Fig. 3.

120 4«
’ —— 120 mg/I — —& — 60 mg/Il —0O— 30 mg/l ‘
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0 T ———& T
0 60 120 180 240
t , min

Fig. 3. Influence of the initial concentration of sulfide on
the rate of oxidation at the same amount of ZrO, catalyst.

It appears that at low and high concentrations,
50% of the sulfides are oxidized for 1 hour while at
60 mg I the oxidation rate is 90%. The reason for
the low rate of oxidation is probably the
accumulation of intermediates, competitive reaction
or catalyst poisoning by the intermediates, e.g.
elemental sulfur. Therefore a concentration of about
60-70 mg It was found suitable for conducting the
process.

The influence of the ZrO, catalyst on the rate of
oxidation of sulfide ions at an initial concentration
of 65 mg I'* was investigated (Fig.4).

80

—e—0.
—A—0.35 g/l
—@— no catalyst

0 30 60 90 120
t, min

Fig. 4. Influence of the amount of ZrO, catalyst on the
oxidation rate at initial concentration of 60 mg I,

The optimum amount of ZrO, catalyst which
provided a satisfactory rate of oxidation was 0.75 g
I as shown in Figure 4. In the further experiments
a catalyst amount of 0.5 g I* was used which
provided a rate of oxidation comparable to that of
0.75 g It of catalyst. The oxidation rate was low
with a lower amount of catalyst and did not change
significantly at a higher amount.

The catalyst was characterized by X-ray analysis
in order to establish the proper crystallographic
structure (Fig.5).
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Fig. 5. XRD patterns of the ZrO, catalyst before (upper
X-ray gram, black) and after sulfide oxidation process
(lower X-ray gram, red).

The ZrO; is in monoclinic and tetragonal form.
Comparison before and after conducting the
oxidation process is also shown in Fig.5. As it can
be seen, the structure and the composition of the
catalyst are the same before and after performing
sulfide oxidation. This means that there is no
transformation of its surface.

A comparison of the oxidation rates for both
regimes at 120 mg I, and different temperatures is
presented in Fig.6.

140

—&— T=60, aeration
120 R —&— T=30, aeration
—— T=20, aeration
—<O— T=60, stirring

—0O— T=30, stirring
—A— T=20, stirring

100 A

80

C, mg/l

60 -

40

20 A

0

0 30 90 120 150 180

60 .
t,min

Fig. 6. Oxidation rates at different aeration rates and
stirring.

It shows that the process at constant stirring
is about 2 times slower than that with aeration. For
this reason the kinetic parameters for aeration were
derived for concentrations 120 mg I, 200 mg I,
and those with stirring - at 60 mg I and 120 mg I*
and temperatures 20, 30, 60 °C.

The oxidation with aeration follows the kinetics
of first order reaction with rate constants k = 0.0269
min?t for 20°C, k = 0.0358 min? for 30°C, k =
0.0813 min‘* for 60°C.

9 ke
dt

The Arrhenius plot for the studied reaction is
presented on Fig.7.
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Fig. 7. Arrhenius plot for the reaction with zirconia
containing catalyst.

The reaction products are 90% of sulfate ions
relative to the initial quantity of sulfides. Since
sulfate ions are naturally present in seawater they
can be fed back into it without harming the
environment, restoring the sulfur cycle. Based on
the experimental data obtained from the kinetic
curves, the apparent activation energy of the
reaction was calculated as 22 kJ mol™,

In the second case with continuous stirring at
constant speed for the same temperatures the
reaction products were stable reducers which were
determined iodometrically and should not be
dumped into the sea water. The obtained rate
constants are not alike for the different
concentrations, i.e. the process is limited by the
amount of dissolved oxygen in the cell. Therefore,
in this case the Arrhenius dependence does not fit
the experimental data properly.

CONCLUSION

Best results for sulfide to sulfate oxidation were
obtained when using ZrO, as a catalyst embedded
into charcoal.

The optimum amount of ZrO, catalyst which
provides a satisfactory oxidation rate is 0.5 g I"%.
The oxidation rate of the sulfide ion is relatively
high up to a concentration of 60-70 mg I .

In all experiments no elemental sulfur was
observed. In the case of continuous aeration the
sulfide conversion into sulfate was over 90%
according to the initial sulfide concentration,
whereas at continuous stirring without aeration the
products of the reaction were stable reducers but no
sulfate was obtained.

The oxidation follows the kinetics of a first

order reaction with relatively small activation
energy — 22 kJ mol ™.
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KUHETUKA HA OKUCJIEHUETO HA CVYJI®GUJHU MOHU OT MOJEJIHU PA3TBOPU HA
MOPCKA BOJA

H. p. Hdepmenmxuesa®, En. H. Paska3zoa — Benkosa, B. H. beukor

Hucmumym no unocenepna xumus — bvneapcka Akaoemusa na Hayxume, Coghua 1113, Bvacapus

Toctenmna Ha 25 cenremspy, 2014 r.; Kopurupana 18 noemspu, 2014 r.
(Pesrome)

W3cnenBaHo € KaTaJUTHYHOTO OKHCIICHHE HA CYN(UIHA HOHU OT MOJCIHHU Pa3TBOPU Ha Mopcka Boja. CHHTe3upaH
e ZrO, xaranu3aTop, WHKOPIIOPHpPAH B MaTpUIa OT aKTHBEH BbIJICH. [IOBBPXHOCTTA HAa KaTaju3aTopa ce
oxapakTepusupa upe3 aacopOuus mo ioj. ExcriepuMeHTHTe ca MPOBEICHU MPH Pa3IMYHUA HavalHA KOHIICHTPALUU Ha
cyiadunauTe fioHn u Temmneparypu. PaboTeHo e mpu Ba pexuMa Ha padoTa — HeMpeKbCHATA aepalus U pa3obpKBaHe
IIPU SIHU U ChIH 000poTH Oe3 acparus. [IpoayKkTUTe HA peakiysITa MPHU MPOIeC ¢ HeMpeKbcHAaTo aepupane ca 90 %
cyiadaTHu HOHM, CTEXHOMETPUYHO H3UUCICHU CIPSIMO IBbPBOHAYAIHOTO KOJWYecTBO cynpuau. PeakunonHuTte
NPOJXYKTU TPH CBIIUTE YCIOBUS, HO NpH Ipolec ¢ pa3dbpkBaHe, Oe3 aepaums, ca CTaOWIHH PEIyKTOPH M ca
HEMPHUEMJIMBH OT €KOJIOTWYHA TJieJla TOYKa KaTo KpaWHH NMpoayKTH. OKHCIICHHETO Ha CyN(UAHU HOHM B PEXKHM Ha
HEMPEKbCHATO acpUpPAaHE ClieBa KWHETUKA HAa PEAKIIMS OT IIbPBH MOPSAIBK C OTHOCUTEIHO MaJlka aKTHBHpAIa CHEPTHSL.
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The aim of this study was to analyze in terms of environmental consciousness farmers’ decisions and attitudes in
pesticide use. Data were obtained from melon growers of the villages of Cankiri Province of Turkey. The farms were
chosen by the random sampling method. Chi-square test (¥?) was used for analyzing the relationships between some
selected socio-economic characteristics and the decisions and attitudes in pesticide use. The decision-making of
pesticide application time showed significant relationships between the information sources used by the farmers, their
age, education and farm size. A relationship was also found between the information sources used by the farmers and
their experience in identifying diseases or insect pest. An intensification of extension services to educate farmers on
safe use of pesticides in melon production is recommended. A communication gap between the farmers and research
centers was established. Extension programs, brochures and field visits are the sources of information that farmers rely

on.

Keywords: environmental awareness, pesticide use decisions, attitudes, Turkey

INTRODUCTION

Vegetable cultivation is one the most
economically important and dynamic branches of
agriculture. It has become an important source of
income for both farmers and field laborers, serving
as a vehicle for reducing poverty in rural areas. At
the same time, vegetable cultivation is becoming
more costly due to the increased use of purchased
inputs, such as pesticides and fertilizers, to sustain
production levels. If used improperly, many of
these inputs have deleterious effects on human
health and environment.

Vegetable farmers use a wide range of pesticides
at different levels to reduce losses from pests and
diseases. However, despite the contribution of
pesticides to agricultural production, evidences in
the last few decades have shown that they could
also be detrimental to human health and the
ecosystem. [1]

Pesticides have substantially contributed to
control pests and increase crop yields in meeting
the food demand of escalating population and
control of diseases. Exposure to pesticides is one of
the most important occupational risks among
farmers in developing countries. [2,3]

Pesticide usage is inevitable in modern agriculture.
However, both crop protection against pests and
diseases and human health and environment should
be considered in pesticide treatments. Excessive use

* To whom all correspondence should be sent:
E-mail: hasanyilmaz@ziraat.sdu.edu.tr

of pesticides has shown negative effects on the

environment and human health. [4] The
environmental effects include damage to
agricultural land, fisheries, fauna and flora.

Increased mortality and morbidity of humans due to
exposure to pesticides are also recorded, especially
in several developing countries. [5] In developed
countries, old techniques have been replaced by
new systems that are based on minimum use of
chemical ingredients and new pesticides that are
less persistent in the environment. On the other
hand, farmers in developing countries still use
classic pesticides that are cheaper but carry more
risks for the environment and health.[6] In
developing countries, from the viewpoint of
farmers, pesticides continue to be regarded both as
a guarantee against crop loss, for maximum
efficiency to be gained from cultivation.[7]

Agricultural and rural development for many
developing countries depends on modern
technologies and innovations proposed by research
institutes and universities, or imported by
developed countries. Two key factors may play
major role on the use of technology by farm
operators; one of them is the availability of public
or private organizations disseminating recent
innovations to rural areas; and the other factor is
farm operators’ socio-economic characteristics and
information seeking behavior influencing their
decisions for wusing information sources. [8]
Agricultural development achieved through these
initiatives also created an interest on the use of
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sophisticated chemical input and technologies to
replace old traditional agriculture with modern high
input based agriculture.

This paper focuses on the analysis of farmers’
information sources as the most important factor in
pest management. This study examines to which
information sources farmers resorted for the use of
pesticides and how they got the decisions regarding
the use of sources of information. The analysis was
focused on comparing the characteristics of farmers
using both modern and traditional information
sources In addition, farmers’ pest management
practices, attitudes and decisions about pesticide
use and the resulting effects on the environment
were discussed.

MATERIALS AND METHODS

In this study, the central district of Cankiri
province and the eleven villages of Kizilirmak were
selected considering the distances from the district
center, agricultural potential, population intensity,
and socio-economic characteristics of the villages.
Taking farm size as the criterion, and using [9]
stratified sample size determination formula, 87
farmers were chosen for sample data collection. In
the study a questionnaire developed by a panel of
experts was used. The survey was conducted in
October 2009. Data were collected through face to
face interviews with farmers at their farms. In
Cankiri Province, the mean annual rainfall,
humidity and temperature are 397 mm, 63.7 % and
22 °C, respectively.

For this analysis, information sources were
divided into two categories such as information
acquired from modern sources and traditional
sources. Modern sources included extension agents,
farmer cooperatives, input dealers, mass media, and
the internet. Traditional sources, on the other hand,
included information coming from farmers’ own
personal experience, own family members, and
neighbor farmers.

Contingency tables were prepared to evaluate

the association between the variables and Chi-
square test 9 (y®) was used to analyze the
relationships between the socio-economic variables.
Age of the farmer’s (AGE), was categorized as:
(20-40), (41-60), (61 and over)
According to educational level (ED), farmers were
grouped as: primary school (5 years), secondary
school (8 years), and high school (11 years). None
of the respondents in the sample had any university
degree.

According to farmer's experience (FE), the
grouping was: (less than 10 years), (between 11-20
years), (21 years and over)
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According to the size of melon production (MPS),
the grouping was: (1-10 decare), (11-20 decare),
(21 and more decare)

According to farm size (FS) the grouping was: (1-
50 decare), (51-100 decare), (101 and more decare)

RESULTS AND DISCUSSION
Basic characteristics of farms

The average age of farmers was 47.59 years and
the average experience of farmers in agriculture
was 27.75 years. Their average years of education
were 6.34. The average size of the farms was
119.41 decare. The average melon production area
was 16.55 decare.

Table 1. General characteristics of surveyed farms
Component mean St. d.
Farm size (decare) 119.41 73.19
Melon production area (decare) 16.55 13.15

Farmer’s age (years) 47.59 12.83
Farmer's experience (years) 27.75 14.03
Farmer's education (years) 6.34 2.46

A decare is 1.000 square meters; 10 decares is 1 hectare.
Most common pesticides used by melon farmers

A common way of summarizing pesticide use is
by summing the pounds of active ingredient for all
pesticides used. This allows for some aggregation
of the numerous pesticide products used in
agriculture. Using conversion factors it is quite
simple to summarize pesticides with common
active ingredients in terms of kilograms of that
active ingredient.[11] In the study area, the most
commonly used trade names and active ingredients
are listed in Table 2. The pesticide commonly used
by the farmers was identified as Fenthion (86.21 %
of the farmers). Other pesticides used were
Chlorpyrifos ethyl (18.39%) and Diazinon (2.30%).
This is an indication that pesticides play an
important role in the control of pests and for
increasing crop yields. [12]

Table 2. Pesticides used by melon farmers in Cankiri
province.

Active
Trade Name ingredient Frequency Percentage
Lebaycid EC50 Fenthion 75 86.21
Durshan 4 Chlorpyrifos 16 18.39
ethyl
Basudin 60 EM  Diazinon 2 2.30

* Multiple responses

Opinions of farmers on pesticide application and
their information sources and attitudes

Data presented in Table 3 indicate the attitudes
and opinions of farmers in pesticide application.
Farmers have used traditional information sources
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as main information sources for deciding pesticide
application time (72.41%), identifying the disease
or insect pest (62.07%), pesticide choice (49.43%)
and pesticide application dosage (70.11%). This
means that farmers used more information from
farmers’ own personal experience, own family
members, and neighbor farmers. As the table
shows, the rate of farmers who exactly fulfilled the
instructions was 74.71%. The reason for this is that
farmers consider excessive pesticide as harmful for
the crops. Despite this fact, 25.29% of the farmers
stated that sometimes they use more or less than the
recommended dosage. Most of the farmers who use
more than the recommended dosage assume that
resistance might be developed against pesticide by
pests and suggested dosage might be ineffective in
this region.

Table 3 shows farmers' answers to the question
whether to leave or not residues harmful to human
health on the crops. While 31.03% of farmers stated
no opinion on the issue, approximately two third of
them (68.97%) declared may leave harmful
residues of some pesticides on the crops.

Table 3 shows farmers’ answers to whether there
are harmful effects of pesticides on the environment
and human health. While 85.06% of the farmers
stated that excessive and incorrect pesticide
application will harm environment and human
health, 14.94% of the farmers considered no
damage.

Disposal of empty containers was also an
important issue of environmental and health
concern. Therefore, the utilization of empty
pesticide containers after application was also
examined. 51.72% of the farmers were throwing the
empty containers to the environment carelessly,
while 48.28% buried the packages in the ground
after applying the pesticide (Table 3).

Table 4 shows the chi-square (x?) test of
relationships between attitudes and opinions of
farmers in pesticide application and their selected
socio-economic characteristics.

In addition, relationships were looked for
between information sources used by farmers on
pesticide use and farmer’s age, education,
experience, melon production area and farm size.
For education, experience, and melon production
area there was no statistically significant
relationship. Age and farm size were found
statistically significant (p<0.05).

No statistically significant relationship was
found between pesticide choice, pesticide
application dosage and compliance recommended
with farmer’s age, education, experience, melon
production area and farm size (p>0.05). No

statistically significant relationship was found
between identifying the disease or insect pest and
farmer’s age, education, melon production area and
farm size (p>0.05). However, farmer’s experience
was a statistically significant factor (p<0.01).
Farming experience was also found to have
significant influence on farmers’ pesticide
applications. The reason for this can be attributed to
the experiences gained in the past by farmers on
pesticide hazards.

The opinions of farmers on harmful residues of
pesticides were compared in terms of farmer’s age,
education, experience, melon production area, and
farm size. Statistical analysis (chi-square test,
p>0.05 there is not any association) indicated that
farmers’ opinions regarding harmful residues of
pesticides do not have any impact on selected
socio-economic characteristics. The opinions of
farmers about the environmental and human health
harm of pesticides were compared with the farmer’s
age, education, experience, melon production area,
and farm size. Results of statistical analysis
indicated that there was a relationship between
farmer’s age, education and experience variables
(chi-square test, p<0.05 and p<0.01). Chi-square
results pointed to a significant association between
age variable and farmers’ opinions. This means that
about the environmental hazards of pesticides due
to accumulated knowledge and experience of
farming systems, the elder farmers are much better
perceived compared to the young farmers.[1]
Education had also a significant influence on
farmers’ opinions. This might be due to the ability
of the literate farmers to read and follow the
instructions on pesticides containers. But no
statistically significant relationship was found
between melon production area and farm size
(p>0.05). We also analyzed whether or not there is
an association between destruction methods for
pesticide packages and farmer’s age, education,
experience, melon production area, and farm size.
No statistically significant relationship was found
between destruction methods used by farmers for
pesticide packages with selected socio-economic
characteristics (p>0.05).

CONCLUSION

The study shows that melon farmers use
traditional information sources more than modern
sources for decisions and attitudes on pesticide use.
Farmers used traditional information as main
information sources for deciding on pesticide
application time (72.41%), identifying the disease
or insect pest (62.07%), pesticide choice (49.43%)
and pesticide application dosage (70.11%)
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Table 3. Information sources on pesticide management practices

Attitudes and Opinions of Farmers on Pesticide Application

Decisions on pesticide application time (DPAT)
Identifying the disease or insect pest (IDIP)
Decisions on pesticide choice (DPC)

Decisions on pesticide application dosage (DPAD)

A B
N % N %
63 7241 24 27.59
54 62.07 33 37.93
43 4943 44 50.57
61 70.11 26 29.89

A: traditional information sources; B: modern information sources

Compliance with recommended dosage (CRD)

C D
65 7471 22 25.29

C: recommendations exactly implemented; D: recommendations not exactly implemented

E F
Farmers’ opinions about the residues of pesticides used. (FORPU) 27 3103 60 68.97
E: I have no information about the problem of left residuals of pesticides on the products
F:Some pesticides may leave residuals

G H

Farmers’ opinions about the environmental and human health harm of pesticides

used (FOEHPU)

74 85.06 13 1494

G: Pesticides are harmful to environment and human health;
H: Pesticides are not harmful to environment and human health

Destruction methods used by farmers for pesticide packages (DMFPP) 45

| J
51.72 42 48.28

I: Throwing packages to the environment carelessly after applying pesticide;
J: Destroying the packages by burning and burying the packages in the ground after applying pesticide

Table 4. Results of chi-square (y?) test showing associations between attitudes and opinions of farmers in pesticide
application and selected socio-economic characteristics of the farmers

AGE ED FE MPS FS

Attitudes and

2 (df=2, N=87)

DPAT 7.284 0.026* 1919 0.383 1.182 0.554 3.403 0.182 6.535 0.038*
IDIP 3468 0.177 5.304 0.071 8.972 0.011** 0.230 0.891 4.164 0.125
DPC 1532 0465 2.052 0.358 5.245 0.073 1.280 0.527 5.371 0.068
DPAD 1.300 0532 1495 0474 1.812 0.404 0.290 0.865 1.127 0.569
CRD 4697 0.096 0.884 0.643 0.833 0.639 0.128 0.938 0.832 0.660
FORPU 5.636 0.060 3.197 0.202 4.615 0.100 2934 0.231 0.079 0.961
FOEHPU 8.351 0.015* 7.883 0.019* 10.095 0.006** 3.594 0.166 4.046 0.132
DMFPP 2182 0.336 0707 0.702 5.206 0.074 0.244 0.885 0.018 0.991

*p<0.05 **p<0.01; Variables; Age of farmers (AGE), Education level (ED), Farmer’s experience (FE), Melon production size

(MPS), Farm size (FS)

Other factors that may influence the use of
farmers’ information sources as age, education,
farm size, and farmers’ experience were found to
significantly affect the decision to use information
sources.

The decisions on pesticide application time by
farmers revealed positively significant associations
between farmers’ age, farm size and the used
information sources. There were significant
relationships between their experience and the
information sources used for identifying the disease
or insect pest. Furthermore, there were significant
associations between farmer’s age, education and
farmers’ experience and their opinions on the
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environmental and human health harm of
pesticides.

Therefore, the ideas of farmers on
environmental issues should be taken into
consideration before deciding agro-environmental
policies. Survey results showed that melon growers
need more information about technical issues. The
significant influence of information sources on
farmers’ pesticide management is indicative that
extension systems must be strengthened to increase
farmers’ knowledge and understanding of the

effects of pesticides on the environment.
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AHAJIN3 HA EKOJIOTMYHO CBbOBPA3ZEHUTE EPEHIEHN A HA ®EPMEPUTE B TYPLIUA
3A VIIOTPEGATA HA IIECTULIUAN

X. Unnmaz

Jlenapmamenm no azponomuiecka ukoHomuxa, Aeponomuuecku gaxyimem, Ynusepcumem ,, Croneiman Jemupen*,
HUcnapma, Typyua

ITocTpnuna Ha 25 snyapu, 2014 r.; xopurupana Ha 12 oktomBpu, 2014 1.
(Pesrome)

Llenra Ha Ta3u pabora € 1a ce aHANIU3UPAT OT IJIeJHA TOYKA EKOJOTHYHOTO Ch3HAHUE PELICHHUATa U OTHOLICHHETO
Ha QepmepuTe 3a yrnorpedara Ha nectHuuad. JlaHHUTE ca chOpaHM OT IJiefadyu Ha IIBIICINN OT JejlaTa B HPOBHUHIINS
Joxanxupu B Typuus. depmure ca 1oA0paHu Ha Cy4aeH NPUHIMIL. V3MON3BaH € Y2-KpUTEpHUS 3@ aHAIU3 HA BPbH3KHTE
MEXIy HSKOM NOAOpaHM COLMO-MKOHOMHYECKH XapaKTEPUCTUKU M PELIEHHsATa CHPsSMO yHoTpedaTa Ha MECTHULHIM.
B3umaneTo Ha pemieHMs 3a MpUIaraHeTo Ha MECTUIMAM MOKa3Ba 3HAYMTENIHA 3aBUCUMOCT MEXAY WH(POPMAIMOHHHUTE
W3TOYHUIIM, U3IIOJ3BaHM OT (hepMepHTE, TSXHATA Bb3pacT, o00pa3oBaHue U pazmep Ha Gepmara. OcBeH TOBa € HaMepeHa
BpBb3Ka MEXAY H3MO0JI3BaHUTE MH(OPMALMOHHM W3TOYHHUIIM W ONMHUTa Ha (epMepuTe 3a OompejessiHe Ha OoyiecTH U
HaceKOMHU-BpeauTenu. [IpemoppyBa ce MHPOpPMAIMOHHA KaMIIaHWS 3a oOpa3oBaHe Ha (epmepure 3a OezomacHa
yrmotpeba Ha NECTHLHIW. YCTaHOBEHA € INPAa3HOTa B KOMYHHKAaLUATa MEXIY (QepMepuTe M H3CJICIOBATEICKHUTE
LICHTPOBE.
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Effect of HsBOsand Nascitrate on the conditions of electrodeposition of Ni-Co alloy
from citrate electrolyte
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The article reports the results from the examination on the effect of background additive (HsBO3) and complexation
agent Nascitrate on the type of Ni and Co complexes at either pH=5.0 or pH=7.0. It is found that at pH=5.0 in an
electrolyte containing both additives, NiCit and CoCit™ prevail (Ig Kinsyniy = -5,379; 19 Kinstco).= -4,38). At pH=7.0,
simultaneously with NiCit, complexes of the type NiCit;” and CoCit, with a lower constant of unsteadiness are also
formed (Ig Kinst(Ni): -8,193; Ig Kinst(Co)-: -7,103).

It was found that the simultaneous presence of H3BOs; and Nascitrate results in increased buffer capacity of the
electrolyte compared to that containing the complexation agent (Nascitrate) only and increases the rate of deposition of
Ni and decreases that of Co, which is beneficial for alloy formation. It is proved through SEM images that the addition
of H3BOs results in formation of needle-shaped crystals up to 500 nm, as the share of crystals of dimensions below 100
nm increases above 50%. This additive also leads to an increase in the Ni content in the Ni-Co alloy at comparable

conditions.

Key words: buffer capacity, potentiometry, cyclic voltammetry, morphology of alloys.

INTRODUCTION

The Ni-Co alloys have been examined for
several decades for their unique properties:
hardness, wear resistance, heat conductivity [1],
electrocatalytic activity [2], as well as for their
magnetic properties, whence they are widely used
in production of sensors, inductors, recording
devices [3].

The choice of electrolyte depends on the
intended use of the coating and the associated
requirements for its properties. The more important
electrolytes for deposition of high quality Ni-Co
coatings are sulfamate electrolyte [4] and sulfate
electrolyte, chloride electrolyte [3, 5], Watts-type
bath [6]. The latter includes boric acid as additive
and is recommended for preparation of coatings
with low internal tensions.

Both the citrate electrolytes and phosphate
electrolytes have a lot of advantages for preparation
of coatings with good quality, high content of Ni
and high usability of current [7]. Although some
disadvantages of those electrolytes are indicated in
the reference sources, i.e. low conductance and low
stability [7, 15, 19], their obvious advantages in
terms of quality of the obtained coatings support
the interest in them [8-14]. The citrate electrolytes
exhibit complex properties of bleaching [8],

* To whom all correspondence should be sent:
E-mail: katya59ignatova@gmail.com

structure-defining [9], and buffering [10] agents.
The buffering and complexation impacts of the
citrate ions are applied in electroless deposition of
nickel [11], as well as in electrodeposition of Fe-
alloys [12], Ni-W [13] and Cu-Ni alloys [14]. The
issue with the use of citrate electrolyte is its
instability [15]. It is found in case of
electrodeposition of Cu-Ni alloy that the
electrolytes with pH<4 are unstable. In an
electrolyte with pH = 6, soluble NiCitcomplexes
are formed (lg Kinst = -5.35), as the solution remains
stable for a few weeks and can be used for
deposition of Cu-Ni alloys at almost 100% usability
of current [15]. Some authors have obtained very
helpful results for the values of the stability
constants of nickel [16] and cobalt [17] with the
citrate ions. Thus, according to [16], at pH<4.5 the
forms Ni®"and NiHCit prevail in citrate solutions,
correspondingly the forms being Co?" and CoHCit
[17] in the case of cobalt. When pH increases to
5+6,5, ions of the type NiCit (lgKs= 5.35) are
present, correspondingly CoCit (IgKs= 4.63) [17].
According to another source [15], when pH
increases to about and above 7, complexes of the

type NiCit‘Z" (lgKs= 8.11) are formed, as
increasing the share of less soluble forms like
Ni(OH)SO, is also possible.

The conclusion from the review of the literature
suggests that the electrodeposition of Ni-Co alloy in
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presence of each of HsBOs and Nazs citrate is widely
investigated and discussed in the literature but there
are fewer and incomplete data for their joint
influence on the electrodeposition of Ni-Co. That is
why we set the goal in this paper to investigate the
joint effect of HsBOs; and Nas citrate on the
complexation of Ni and Co, as well as their buffer
effect on the kinetics of deposition of the metals.

EXPERIMENTAL DETAILS

The experimental research is carried out in a
three-electrode cell of total volume 150 dmd at
room temperature (18-20° C). In order to examine
the kinetics of deposition, we used disk-shaped
cathodes of electrolytic copper (by Kinetics
examination), Ni-plated and Co-plated copper (by
the potentiometric method) with surface area of 1
cm? The surface of the platinum anode is =30
times larger than that of the working electrode.
Saturated calomel electrode (SCE) is used as a
comparative electrode (Esce = 0.241 V). The
surfaces of the copper cathodes are prepared
beforehand through polishing, etching in especially
prepared etching solution for copper, and washing
with double distilled water. Prior to each
experiment, the anode is cleaned in hot 1M HNOs
and then is washed with water. The impact of
HsBOs and Nascitrate on the kinetics of deposition
of Ni and Co is examined on the following
compositions of electrolytes:

For_ cobalt: 1: 0.2M Co (as Co0S0..7H;0),
background of 0.2 M Nagscitrate (as Nas citrate.
H-0) and 0.485M H3BOs; 2: 0.2M Co,background
of 0.2M Nascitrate; 3: 0.2M Co, background of
0.485M H3BO:3,

For nickel: 1*: 0.2M Ni (as NiS0..2H;0),
background of 0.2 Nascitrate, M and 0.485M
HsBOs; 2*: 0.2M Co, background of 0.2M Nas
citrate; 3*: 0.2 M Co, background of 0.485M
H3BOs

The data for the buffering behavior of each
solution were obtained through pH-metric titration
and building the dependencies pH-Vg smnaon.

The constants of instability of the citrate
complexes of Ni and Co were determined through
application of a potentiometric method, whilst
having in mind that this method does not yield
precise data regarding the internal mechanism of
building complexes. The potentiometric method is
based on measurement of equilibrium potentials of
the working electrodes (Ni-plated copper for Ni-
electrolytes and Co-plated copper for Co-
electrolytes, thickness of 4-5 pum) both in presence
and in absence of complexation agent, i.e. citrate
ion introduced as Nas citrate with increasing

concentration (0.0M; 0.1M; 0.2M; 0.3M and 0.4M).
The difference AE*° between the potentials in
presence and in absence of complexation agent at
i=0 is related to the constant of instability of the
complex Me,[Cit], upon the equation:
0'?158|g Kinst -Yy. 0,([),]58'|9Ccit '(1)
After building the dependencies AEX°- IgCeit
according to equation (1), we obtain the constant of
instability, Kinst , from the segment at 1gCci= 0.

The Kinetics of deposition was examined by

linear and cyclic chronovoltammetry using the
Wenking  Electrochemical ~ Analysis  System
(Germany). The rates of potential scanning applied
are v=30mV s,
The morphology of Ni-Co alloys was examined by
means of a Scanning Electron Microscope (SEM)
with equipment of Oxford Instruments, JSM-6390-
Jeol.

AE¥°=E-E°=

RESULTS AND DISCUSSION

Potentiometric determination of the type and

stability of the complexes of Ni and Co

With the increase in Nas citrate concentration
from 0.0 to 0.4M (with a step of 0.1M), the
equilibrium potentials of the Ni-plated copper
electrode for Ni-electrolytes and Co-plated copper
electrode for Co-electrolytes and the differences in
electrolytes containing only Ni or only Co at
pH=5.0 and pH=7.0 were measured.

The dependencies AE*°— IgC.i are displayed in
Fig. 1. The constants of instability of the complexes
of Ni and Co were computed from the segments of
the obtained straight lines at Ig Cci=0 and after
comparing the values obtained with the reference
data [15-17] we can make a suggestion about their
possible structure. The final results are displayed in
Table 1.

As is seen from the results in Table 1, at pH=5.0
the prevailing complex in the electrolyte for
deposition of Ni is NiCit
(19K =-5,379, K, =4,18.107°); and at pH=7.0

the complexes of the type NiCit‘Z“with lower
constant of instability Ig Kinst = -8,193; Kinst(co).=
6,0.10° prevail. These results agree well with the
reference data [15, 16]. The latter also suggest that
with the increase in pH, it is possible that the
complexes turn into insoluble forms of the type

Ni(OH)SO, ", thus decreasing the stability of the

solutions. The data obtained for cobalt indicate the
formation of the same complexes as is the case with
nickel, as a certain difference between the values of
the constants of instability is observed (Table 1).
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Based on the results obtained we can draw the
important conclusion that at pH=5.0 and pH=7.0
the complexes of Ni exhibit higher stability
compared to those of Co, although the difference is
not very large. This can be one of the reasons
leading to greater difficulties in the deposition of Ni
compared to that of Co and consequently to the
anomalous co-deposition of both metals in the alloy
that we found. As a basis for these conclusions not
only the voltammograms, but also the data for the
chemical content of the Ni-Co alloy [20] are used.

0,26+ —=—1-Co, pH=5,0
024] 4 —e—2-Co, pH=7,0
0221 —a—3-Ni, pH=5,0
020 —v—4-Ni, pH=7,0
3
1

0,18+
0,16
0,14
0,12
0,10+
0,08
0,06
0,04

dex°

00 02 04 06 08 10
lgC(Na,citrat)

Fig. 1. Dependence AE*°- IgC. in electrolytes of

compositions: 0.2M Co; 0.485M H3BOz (curve 1 for

pH=5 and curve 2 for pH=7), and 0.2M Ni; 0.485M
H3BO3 (curve 3 for pH=5 and curve 4 for pH=7).

The results obtained are in accordance with the
data given by Golodnitsky [4] for the difference
between the electronic structures of Co(ll) and
Ni(Ill) and the instability of their aqueous
complexes based on the ligand field theory. This is
also consistent with the conclusions made by
Vazquez-Arenas and Pritzker [18] regarding the
rate constants for aqueous phase exchange and
substitution reactions of complexes containing
Fe(ll), Co(ll), and Ni (I1).

Effect of the background additive (H;BO3) and Nas
citrate on the buffer capacity of the electrolyte

In order to ascertain the buffer capacity of the
background additive H3BOs and the complexation
agent Nas citrate, the electrolytes for self-deposition
of Co (1-3) and Ni (1*-3*) with contents presented
in Section 2 were subjected to pH-metric titration

with 0.5M NaOH. The dependencies obtained are
presented in Fig. 2. The data indicate that when
only H3BOs is present in the electrolyte (Fig. 2,
curves 3,3%), the buffer capacity of the Co- and Ni-
solutions is insignificant and pH increases rapidly
after addition of small quantities of NaOH. In the
electrolyte with addition of 0.2M Nascitrate only
(curve 2 for Co and curve 2* for Ni), the buffer
capacity rapidly increases, which is more
pronounced in the case of Co (Fig. 2, curve 2). In
this case pH remains constant at values about 5.0
and in the range 5.5-6.0. There is a slight retention
of pH about 5.5, and 6.0, and at 6.5.

The behavior of the electrolytes for deposition
of Ni and Co in presence of the two additives
(Fig.2: curve 1 for Co and curve 1* for Ni) is also
of interest. In this case, the solutions exhibit
maximum buffer capacity, which is demonstrated
by the slight increase of pH with addition of 0.5M
NaOH.

pH

Co+Nayitrat +H,BO,
—8—(2) - Co+Naitrat

—A— (1) - Ni+Naycitrat +H,BO,
—0—(2*) - Ni+Nacitrat
—X—(3) - Co+H,BO,
—«—(3%)-Ni+H,BO,

35+ T T T T T T T T T T

0 10 20 30 40 50
VO,SM NaOH’ mI
Fig. 2. pH - Vpsuvnaon dependencies in

electrolytes for self-deposition of Co (1-3 electrolytes)
and Ni (1*-3*electrolytes).

The results obtained evidence that the addition
of 0.485M boric acid to the citrate electrolyte
enhances the buffer capacity of the electrolyte.

Our observations also indicate that in case of
continuous operation, the electrolytes containing
boric acid remain stable longer (up to 4-5 weeks)
than in the case without boric acid (up to 1-2
weeks).

Table 1. Constants of instability determined from the experimental data and from the references.

pH lg Kyt (Co, City) 19 K st (N, City ) Reference

5.0 -4.38 -5.379 [17](Co)
Complex — CoCit~ NiCit™ [15,16] (Ni)

7.0 -7.103 -8.193 [17](Co)
Complex —> CoCit;" NiCit3~ [15,16] (Ni)
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This is valid especially for the electrolyte for Co
deposition without boric acid in which sediment is
formed within less than 2 weeks after preparation.
The reason for such behavior of the solution can be
justified by comparing the obtained data to the type
and stability of the complexes of nickel and cobalt
ions with citrate ions (Table 1) and the curves in
Figure 1.

Introduction of boric acid in the citrate solution
more reliably maintains the pH within the range
where the soluble complexes of the metals prevail:

at pH=5.0 they are CoCit™ and NiCit™. In case of
continuous operation, pH within the space around
the electrode increases due to the parallel reaction
of hydrogen evolution on the cathode. In absence of
boric acid, a more rapid increase of pH is possible,
as it reaching values about and above 7.0 leads to
formation of not only soluble complexes of the

metals CoCit;~ and NiCit3 ", but also to formation
of less soluble forms of the type
Co(OH)SO, ™ or Ni(OH)SO,, as [15,16] indicate.
That justifies the necessity of working with citrate
electrolytes with addition of boric acid, which is an

important circumstance that we have to consider
during the final optimization of the electrolyte.

Effect of the background additive (HsBO3) and
Nas citrate on the kinetics of self-deposition of Ni
and Co

The influence of the presence of HsBOs and Nas
citrate on the kinetics of self-deposition of Ni and
Co in the citrate electrolyte was examined. The
cyclic voltammograms in the range of potentials
from 0.6 V to -2.0 V in electrolytes for deposition
of Ni (Fig. 3) and Co (Fig. 4) with addition of boric
acid only (Figs. 3,4 curve 3); Nascitrate only (Figs.
3,4 curve 2); and with both HsBO3 and Nascitrate
(Figs. 3,4 curve 1) are shown. The voltammograms
obtained indicate a characteristic impact of each
background additive on the Kkinetics of self-
deposition of the metals.

Self-deposition of Ni

In the case of Ni (Fig. 3) in presence of boric
acid only (curve 3), a long initial polarization is
observed. Then the current increases slightly and
reaches a plateau at about -1,5V (SCE). In presence
of Naz citrate only (curve 2), the curve passes
through two cathode peaks, i.e. at about -0.300 V
and -1.150 V. The first cathode peak is associated
with the induction of copper ions obtained at high
anode potentials. This peak is reproduced even after
a few cycles of the curve (4-5), which is not typical

7011 1-0,2M Ni+ both additives
"6011 2. 0,2M Ni+0,2M Nacitrat
5091 3.0,2M Ni+0,485M H,BO,

2

05 00 -05 -10 -15 -20
E, V (SCE)

Fig. 3. Voltammograms (v=30 mV/s) in electrolyte
for self-deposition of Ni in presence of the different
background additives (1 — electrolyte 1*; 2 — electrolyte
2*; 3 —electrolyte 3*).

-60-
1-0,2M Co+ both addives
| 2-0,2M Co +0,2M Na_citrat
3-0,2M Co +0,485M H,BO,

05 00 -05 10 -15 -20
E, V (SCE)

Fig. 4. Voltammograms (v=30 mV s?) in the
electrolyte for self-deposition of Co in presence of the
different background additives (1 — electrolyte 1; 2 —
electrolyte 2; 3 — electrolyte 3).

for the rest compositions of the electrolyte. The
second cathodic peak at 1.150V is associated with
the reduction of the nickel complex ions to nickel.
The deposition of nickel proceeds at low rate
andaccording to our observations at those high
enough cathodic potentials, the coating on the
cathode has low density and adhesion and is
virtually almost absent. The copper electrode
remains active within almost the whole range of
potentials. There are two consecutive retentions
occurring in anode direction: at -0.200 V and at
0.100 V, that might be associated with the solution
of nickel and copper correspondingly. As a whole,
in the electrolyte containing no HzBOs but only Nas
citrate, the surface is active and sufficiently dense
Ni coatings are not formed.

In presence of both H3;BOz; and Nas citrate
simultaneously in the electrolyte for deposition of
Ni (Fig. 3, curve 1), the dependence features long
cathodic and anodic polarization, and absence of
cathodic and anodic peaks, which most probably
suggests a completely different control of
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deposition, and most probably an activation one.
There is a decrease of the total polarization
observed, which is also associated with the
evolution of hydrogen together with nickel.
Visually, a dense nickel coating with high adhesion
is observed on the cathode in case of retention of
the cathodic potential at high values above -1,250 V
(SCE).

Self-deposition of Co

In an electrolyte for self-deposition of cobalt
(Fig.4), the typical impact of each additive is also
observed. In presence of boric acid only (Fig. 4
curve 3), the lowest total and initial polarization
and the highest currents are achieved. This impact
is completely opposite to that of boric acid on
deposition of Ni (Fig. 3, curve 3). In presence of
Nas citrate only (Fig. 4, curve 2) the curve passes
through two cathodic peaks at about -0,300 V and -
1,150 V, like in the case with the nickel electrolyte
(Fig. 3, curve 2). In case of cobalt, the first plateau
is the result of reduction of copper ions obtained at
the high anodic potentials and the second is the
result of deposition of cobalt. In the anodic
direction, two subsequent retentions of the current
are obtained at -0.300 V and at 0.100 V, which
might be associated with the solution of cobalt and
copper, correspondingly. In the electrolyte
containing Nas citrate only, the cobalt coatings
deposited at high cathodic potentials, unlike the
nickel coatings deposited in the same conditions,
are dense and have a very good adhesion which is
demonstrated in their difficult dissolution through
etching.

In presence of H3;BOs; and Nascitrate (Fig. 4,
curve 1) in the Co solution, the curve passes
through a long initial polarization and a plateau at
-1,250V, as the rate of the process of cobalt
deposition is lower in comparison with that in
presence of boric acid only. This is an evidence for
the formation of stable citrate complexes of Co
with a rate of reduction lower than that of the single
cobalt ions only.

These difficulties in the deposition of cobalt
associated with the complex formation in presence
of citrate ions could result in formation of a fine
grain structure of the coatings in presence of the
total background (with both additives).

Determination of the conditions for deposition of
Ni-Co alloy

Based on the data above proving the advantages
of the simultaneous presence of H3;BOs; and Nas
citrate, the conditions for co-deposition of the two
metals are determined in this electrolyte. For this
purpose, the voltammograms in electrolytes for
780

self- and co-deposition of Ni and Co are taken in
comparable conditions and the deposition potentials
of the metals are registered in both cases.

The cyclic voltammograms in electrolytes at the
same rate of potential scanning v= 30 mv s are
presented in Fig. 5 (c.1 for Ni; c.2 for Co; c¢.3 for
Ni-Co).

=601 [1-Ni
2-Co 3
-404  |3-Ni-Co
N 2
% - / l
E o
+20-
+40 T T T T T T 1
15 -2,0

05 1,0
E, V (SCE)
Fig. 5. Voltammograms in electrolytes for self-
deposition of Ni in electrolyte 1* (1); of Co in electrolyte
1 (2); and of Ni-Co in electrolyte composition: 0,2M Ni;
0,2M Co; 0.2M Nagcitrate and 0.485M boric acid,
pH=5<5,5 (v=30mV s?).

The comparison of the dependencies obtained
indicates that in the electrolyte for self-deposition
of Ni (Fig. 5, curve 1), long initial cathodic and
anodic polarizations are observed; however in the
case of cobalt both polarizations are lower and the
current begins to increase in anodic direction at -
0,250V (SCE), which is associated with its anodic
increase (Fig.5, curve 2). In the curve for co-
deposition of the two metals (Fig.5, curve 3), the
anodic current increases at the same potential which
means that Co first begins dissolving from the two
metals deposited in the alloy. The initial increase of
the current associated with the beginning of
deposition of the metals points to anomalous
deposition, which is characteristic for both
electrolytes examined [14] and the alloys from the
iron group as a whole [12-14]. Thus the potential
for beginning the deposition of Ni is about -1,150V
(SCE), while that of deposition of Co is about -
0,980 V(SCE), i.e. more positive than the
dynamically predetermined potential of Ni. The
reasons might be associated with the larger
difficulties for deposition of Ni in the composition
examined related to the determined higher stability
constants. The reasons for the long initial
polarization in case of Ni compared to that of cobalt
are the possible adsorption processes of the citrate
complexes of Ni and even of hydrocitrate nickel
compounds with low solubility.
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Fig. 6. SEM images of Ni-Co coatings in an electrolyte containing: 0.2M Ni, 0.2M Co, 0.2M Nas citrate: (a) in
absence of H3BOz and (b) in presence of 0.485M H3BOs , pH=5+5.5 at E=-1.250 V (SCE); Elemental composition of
Ni-Co alloys: (a) 86.79wt% Co0-13.21wt% Ni; (b) and (b) 81.15wt% Co-18.85wt% Ni.

The greater difficulties during the deposition of
nickel compared to cobalt and the conditions when
that difference was the largest constituted the base
for optimization of the content of citrate electrolyte.
It was found in the course of the examinations that
the ratio of concentrations of Nas citrate and each

metal (Cya,citrat/Cpyez+ ) Should not exceed 1 in

order to allow their deposition in coatings. In case
Cagcitrat/Cppez+ > 1, the deposition of the metals and

especially the deposition of Ni is extremely difficult
and practically does not occur. The increase in
concentration of the components up to 0.3M and
maintaining the concentration 0.2M for the sodium
citrate is beneficial for both the stability of the
electrolyte and the deposition of metal itself. The
positive influence of boric acid on the stability of
the electrolyte and the quality of coatings proven
during the examination point to the following
optimal content: 0.2+0.3M Ni; 0.1+0.3M Co;
0.485M H3BO; and 0.2M Nascitrate, pH=5+5.5.

Effect of boric acid on the morphology of the Ni-Co
coatings

In Fig. 6 the SEM images of Ni-Co coatings
deposited in stationary potentiostatic mode at
potential E= -1,250 V (SCE) in electrolyte in
absence of boric acid (Fig. 6,a) and in presence of
0.485M boric acid are shown (Fig. 6,b). The images
taken indicate that the presence of boric acid leads
to formation of a more fine-grain structure, as the
share of smaller size crystals greatly increases (Fig.
6,b). The higher density of distribution of crystals
in the presence of boric acid can explain the
resistance of the coatings against etching, i.e. their
better adhesion.

CONCLUSIONS

The type and stability of the citrate complexes
of Ni and Co at two values of pH are determined. It
is found that the simultaneous presence of H3;BOs

and Nascitrate increases both the buffer capacity of
the electrolyte and its stability during extended
operation. It is shown that each additive has a
characteristic impact on the kinetics of deposition.
The presence of HsBOs in the citrate electrolyte
increases the rate of deposition of Ni and Co, which
has beneficial effect on the alloy formation. It is
found through SEM images that the addition of
H3BOs leads to more than 50% increase of the
share of crystals with dimensions less than 100 nm.
The addition of H3BOs leads to about 6% increase
of Ni content in comparable conditions.
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E®EKT HA H3BOs U Na3 LIUTPAT BBPXY YCIIOBUATA HA EJIEKTPOJIMTHO
OTJIATAHE HA Ni-Co CIVIABU OT HUTPATEH EJIEKTPOJIUT

K. UrnaroBa
Kameopa no enexkmpoxumus, XTMY — Cogus
[Mony4ena Ha 25 ¢epyapu 2014 r., peBusupana ua 5 mapt 2015 r.
(Pestome)

B crarmsra ce mokmaasat pesynrature 3a BiausHHeTo Ha H3BOs u kommiekcooOpasyBamus areHt Nasmurpat
BBpXy Buza Ha xommuiekcute Ha Ni n Co npu ase croiiHoctu Ha pH (5,0 n 7,0). Ycranoseno e, ue npu pH=5,0 B

€NeKTPONNT, B KOWTO NPHUChCTBAT M jBeTe Jjo00aBku mnpeobmagaBatr kommiekcu ot Tuma NICIHT u

CoCit™ (IgKynsteniy = 5379 19K nsp(coy = —438) . Tlpu  pH=7,0, saemmo ¢ NiCit™ ce oGpasysar

KOMIUIEKCH ~ OT  BHJA NiCitg_ u COCitg_ C TO-HHCKA KOHCTAHTA HA  HEYCTOWNYMBOCT
(Ig Kunst(Ni) =-8193 u g Kunst(Co) =—7,103).

VYcranoBeno e, ue npuckcTBueTo Ha H3BO3z ennoBpemenno ¢ Nasuurtpar nosumasa OydepHus kanmauureT Ha
EJIEKTPOJINTa B CPaBHEHHUE C EJEKTPOJIUT, B KOWTO npuchkcrBa camo Nasmurpar. OcoOeHO cuieH € To3u e(eKT B
SNIEKTPOJIUT 3a caMocTosiTenHo omnaraHe Ha Co. Upe3 cHemMaHe Ha LMKIMYHM  XPOHOBOJITAMIIEPOMETPUYHH
3aBUCHMOCTH € [10Ka3aHo, 4e npucbeTBreTo Ha H3BOs enqnoBpemenHo ¢ NazunTpar noBuiaBa CKOpoCTTa Ha OTJIaraHe
Ha Ni B mo-BrCcOKa cTerneH, 0TKOIKOTO Ha CO, KoeTo MMa 3a eeKT MOBHIIaBaHe Ha MPOICHTA Ha HUKEI B CITaBTa. Upes
SEM e ycraHoBeHo, ue nobaBkara o H3BO3s Boau 1o hopmupane Ha KpucTaiu ¢ urioBuaHa hopma ¢ pazmepu a0 500
nm. JlenbT Ha KpucTaiute ¢ pazmepu nox 100nm nHapactsa 10 Han 50%. JJob6aBkara Ha H3BO3z Boxu u 10 HapacTBaHe
cbappxanneto Ha Ni ¢ 0k0s10 5 % MpH CIIOCTaBUMH YCITOBHSL.
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Xanthine oxidase (XO) is an enzyme which catalyzes oxidation of hypoxanthine to xanthine and then to uric acid,
and plays a key role in hyperuricemia. The inhibition of XO activity in rat liver homogenate by 6-(propan-2-yl)-3-
methyl-morpholine-2,5-dione (1) was evaluated and compared with that of two previously studied cyclodidepsipeptides,
3,6-di(propan-2-yl)-4-methyl-morpholine-2,5-dione (2) and 3-(2-methylpropyl)-6-(propan-2-yl)-4-methyl-morpholine-
2,5-dione (3), and allopurinol. Compound 1 showed significant inhibitory activity against rat liver XO (ICso = 49.82
png/mL), comparable with the activity of 2 and 3. Allopurinol, a widely used XO inhibitor and drug to treat gout,
exhibited a stronger inhibitory effect on rat liver XO than 1-3. Compound 1 was synthesized as a mixture of two
diastereoisomers, (3S,6R) and (3S,6S), and molecular docking studies were performed to gain an insight into their
binding modes with XO. Lineweaver—Burk plot analysis of the inhibition kinetics data demonstrated that the studied
compound (1) was a competitive inhibitor of XO. Both forms of 1 bind in the entrance of the narrow tunnel towards the
dioxothiomolybdenum moiety of the active center of XO, blocking in this way the approach of the substrates toward the
metal atom.

Keywords: inhibition kinetics; molecular modeling; 6-(propan-2-yl)-3-methyl-morpholine-2,5-dione; xanthine oxidase

inhibition.
INTRODUCTION

Cyclodidepsipeptides are the simplest ones in
the cyclodepsipeptide family containing one residue
of amino acid and one residue of lactic, o-
hydroxyisovaleric or other a-hydroxy acid. There
are reports on their antioxidant [1], antimicrobial
[2,3] and immunomodulatory [2,4,5] activities, as
well as inhibitory activities towards acyl-
CoA:cholesterol acyltransferase [6], a-glucosidase
[7-9] and platelet aggregation [10]. Recently, we
synthesized a novel cyclodidepsipeptide, 6-(propan-
2-yl)-3-methyl-morpholine-2,5-dione (1,
CsHi13sNOs, M = 171.19) (Scheme 1), containing an
alanine moiety [3]. Xanthine oxidase (XO) is a key
enzyme which can catalyze oxidation of xanthine to
uric acid causing hyperuricemia in humans [11] and
recently, we evaluated two  synthetic
cyclodidepsipeptides 3,6-di-(propan-2-yl)-4-
methyl-morpholine-2,5-dione (2; C11HisNO3;, M =
213.27) and 3-(2-methylpropyl)-6-(propan-2-yl)-4-

* To whom all correspondence should be sent:
E-mail: zsmelcerovic@yahoo.com

methyl-morpholine-2,5-dione (3; Ci12H21NO3;, M =
227.30) [12] for inhibitory activity against
commercial enzyme XO in vitro and XO in rat liver
homogenate as well as anti-inflammatory response
on human peripheral blood mononuclear cells
(PBMCs) [13]. The two cyclodidepsipeptides were
excellent inhibitors of XO and significantly
suppressed the nuclear factor of «B (NF-xB)
activation. Based on molecular docking study, the
binding modes of 2 and 3 with XO were clarified
and recommendations for future structure-guided
design of new morpholine-dione inhibitors of XO
were drawn [13].

In this paper, we investigated the inhibition of
xanthine oxidase (XO) activity in rat liver
homogenate by compound 1 and compared with
that by cyclodidepsipeptides 2 and 3, as well as
allopurinol, a widely used XO inhibitor and drug to
treat gout. Inhibition kinetics of compound 1 with
XO was studied in order to determine the type of
enzyme inhibition, while the molecular docking
studies were performed in order to examine the
binding mode of 1 with XO.

© 2015 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 783
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1 2

Scheme 1. Chemical structure of
cyclodidepsipeptides 1-3

EXPERIMENTAL
Evaluation of xanthine oxidase inhibition

Inhibition of XO activity in rat liver homogenate
was evaluated using a spectrophotometric method
[14], by measuring uric acid formation at 293 nm.
The reaction mixture (volume 2200 pl) was
prepared by allocating the following test sample
groups: i) Test sample group contained 100 uL of
10 % rat liver homogenate, one of the studied
compounds (1-3) diluted in DMSO (the final
concentration of DMSO in the assay was 4.55 %
V/IV), 454.5 uM of xanthine (Serva), and 45.5 mM
TRIS-HCI buffer (pH 7.8); ii) Solvent control
group contained the same amount of rat liver
homogenate, appropriate amount of DMSO,
xanthine and TRIS-HCI buffer; iii) Control group
contained the same amount of rat liver homogenate,
xanthine and TRIS-HCI buffer adjusted to the same
volume. Corresponding blank samples were
prepared for each group in the same way as the test
solutions (i-iii). The obtained inhibition was
calculated as a percent change of the control which
involves the effect of appropriate amount of
DMSO. All samples were assayed for XO
inhibitory activity at concentration of 50 pg/mL.
Those showing greater than 50 % inhibition at this
concentration were tested further to ascertain the
corresponding 1Csp values. 1Csp curves were
generated using three concentrations of studied
compounds (50, 40 and 25 pg/mL). Allopurinol
was used as positive control. All experiments were
performed in triplicate and averaged.

Lineweaver—Burk plots

To determine the mode of inhibition by
compound 1, Lineweaver-Burk plot analysis was
performed. This kinetics study was carried out in
the absence and presence of the inhibitor with
varying concentrations of xanthine as the substrate.
Commercial bovine milk XO, purchased from
Sigma-Aldrich, was employed for in vitro
evaluation of enzyme inhibition. The inhibition was
studied in a series of test-tubes with the reaction
mixture (total volumen 2150 pL) containing 0.01
units of XO and 46.5 mM TRIS-HCI buffer (pH
7.8). Xanthine concentration was varied (0, 18.6,
46.5, 93, 232.5 or 930 uM) at three series of fixed
784

concentrations of compound 1 (0, 13.6 and 54.4
uM). Amount of generated uric acid formation was
measured at 293 nm.

Molecular docking

Molecular docking was carried out into the
salicylic acid active site of XO (PDB entry code
1FIQ) using MOE software [15]. Water molecules
from initial pdb were removed. Conformational
search for preparation of the ligands was carried out
by LowModelIMD method which performs
molecular dynamics perturbations along with low
frequency vibrational modes with energy window 7
kCal/mol, and conformational limits of 1000.
Placement of conformers was prepared according to
alpha-triangle method on selected pharmacophores.
Docking was done using the induced-fit docking
protocol allowing the side-chain and backbone
movement in the receptor to accommodate the
ligand. Scoring of docking poses was performed by
affinity dG, calculated with MMFF94x force field.

RESULTS AND DISCUSSION

Compound 1 showed a significant inhibitory
activity against rat liver XO (ICso = 49.82 pg/mL
(291 uM)), comparable with activity of 2 (ICso =
41.88 pg/mL (196 uM )) and 3 (ICso = 46.66 pg/mL
(205 uM)). As cyclodidepsipeptides 1-3 have a
common part of the structure (6-(propan-2-yl)-
morpholine-2,5-dione core), it can be concluded
that the presence of isopropyl groups at position 3
and a methyl group at position 4 of morpholine ring
(structural characteristics of compound 2) are more
favorable for XO inhibition then the presence of
isobutyl group at position 3 and a methyl group at
position 4 of morpholine ring (structural
characteristics of compound 3) or the presence of a
methyl group at position 3 and the absence of
substituents at position 4 of morpholine ring
(structural characteristics of compound 1).

Allopurinol (ICsp = 0.79 pg/mL (5.8 uM)), a
widely used XO inhibitor and drug to treat gout,
exhibited stronger inhibitory effect on rat liver XO
than 1-3. However, allopurinol does have a number
of serious side effects, and the cellular and
molecular mechanisms of these side effects are
incompletely understood. Some data indicate that
the renal toxicity of allopurinol is related to
impairment of pyrimidine metabolism [16]. There
are no reliable or rapid screening tools that would
predict the safety profile of novel XO inhibitors in
terms of hypersensitivity reactions or organ
toxicity; contact hypersensitivity mouse ear models
and toxicity studies in rodents are being used to
predict such side effects [17]. Intuitively, one
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would predict that novel XO inhibitors that would
move away from the purine-based inhibitor
structure may have fewer of the allopurinol-like
side effects (of course, they may introduce new
types of side effects or toxicities) [18]. In the recent
literature there are data on non-purine XO
inhibitors [19-22].

We also determined the type of enzyme
inhibition. The related inhibition type of the title
compound on XO was identified from Lineweaver—
Burk plots (Fig. 1). The compound 1 was a
competitive inhibitor of XO.

25

+No inhibitor =13.6 pM

54.4 pM

20

1/Reaction rate

-20 0 20 40 60
5 1/[Xanthine] (mM)
Fig. 1. Lineweaver—Burk plots for the inhibition of
xanthine oxidase by compound 1 with xanthine as
substrate (see the Methods and Materials section for
details)

The interaction of the inhibitor with the XO was
studied also by molecular docking into the salicylic
acid active site of the bovine milk enzyme (PDB
entry code 1FIQ) [23]. Based on recent spectral and
computational studies, it is known that the keto
form of the title compound is much more
energetically favored than the corresponding enol
form. The reported NMR and IR data show no
evidences for enol formation neither in polar nor in
nonpolar medium (3). For this reason only the keto
forms of the two diastereoisomers of 1, (3S,6R) and
(3S,6S), were taken into consideration in the
molecular docking studies. The docking poses of
the ligands 1(3S,6R) and 1(3S,6S), are presented in
Fig. 2.

Both forms of 1 bind in the entrance of the
narrow tunnel towards the dioxothiomolybdenum
moiety of the active center of XO, blocking in this
way the approach of the substrates toward the metal
atom (Fig. 2). As can be seen from the 2D 2D
representation of the ligand interactions in the
pocket (Fig. 3), the ligand-pocket binding of both
diastereoisomers is stabilized via hydrogen bonds
with Thrl1010 and Arg880 and a number of
lipophilic interactions with neighboring amino acid
residues. In the case of 1(3S,6R) the hydrogen bond
is formed between the amide O-atom and Thr1010,
while 1(3S,6S) interacts with Thr1010 and Arg880
through its ester carbonyl group (Fig. 3). 1(3S,6S)

enters deeper in the cavity. The molecular
interactions of title compound to XO resemble
those found by crystallographic studies on
complexes of XO with other inhibitors not forming
a covalent bond with the molybdenum atom such as
salicylic acid [23] and febuxostat [24]. These
results demonstrate that both diastereoisomers have
good binding capacity toward the XO.

Fig. 2. Docking poses of: 1(3S,6R) - yellow carbons;
1(3S,6S) - blue carbons

1(3S,6R) 1(3S,65)
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Fig. 3. 2D representation of the ligand interactions
in the pocket.

CONCLUSIONS

Cyclodidepsipeptide 1 showed a potent
inhibitory effect on XO in a competitive mode.
Both diastereoisomers, 1(3S,6R) and 1(3S,6S), bind
in the entrance of the narrow tunnel towards the
dioxothiomolybdenum moiety of the active center
of XO, blocking in this way the approach of the
substrates toward the metal atom. Allopurinol was
found to be more active against rat liver XO than 1-
3. Chronic allopurinol administration for the
inhibition of XO is clinically effective against the
hyperuricemia associated with gout, but undesirable
side effects have prompted efforts to isolate or
synthesise other types of XO inhibitors [25].
Therefore, the results of this study as well as results
of our previous study [13] may suggest that 6-
(propan-2-yl)-morpholine-2,5-diones are likely to
be adopted as candidates to treat gout and may be

785



Z. Smelcerovié et al.: Inhibition mechanism and molecular modeling studies of interactions of ...

taken for further evaluation by using in vivo studies.
The synthesis of new morpholine-diones
derivatives as well as evaluation of their potential
for inhibition of XO activity will be part of our
further investigation.
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MEXAHW3MI HA NTHXWBUPAHE 1 MOJIEKYJIHO MOZIEJIMPAHE HA HA
B3AUMOJENCTBUATA HA 6-(ITPOITAH-2-WNJT)-3-METUJI-MOP®OJINH-2,5-11OH C
KCAHTHUH OKCHJA3A

K. HImenueposuu’*, M. Panrenos?, E. Uepnesa®, I'. Kouua®, C. Crosrosuu*, T. MeBToBHu-CTOMMEHOB?,
XK. Merponnesuy®, JI. Snyena?

YJenmuvp 3a 6uomeouyuncru nayku, Meouyuncku gaxyrmem, Yuusepcumem 6 Huw, Copbus
2Uncmumym no opeanuuna xumus ¢ Lenmvp no umoxumus, Bvreapcka axademus na naykume, 1113 Cogpus,
bvneapus
SDaxyrmem no papmayus, Meouyuncku ynueepcumem 6 Coghus, 1000 Cogpust, Bvrzapus
‘Uncmumym no 6uoxumus, Meouyuncku paxyrmem, Yuusepcumem 6 Huu, Copbus
STexuonoauuen gpaxynmem, Yuusepcumem ¢ Huwui, Copbus

Ilocrbnuna na 11 anpun2014 r.; xopurupana Ha 27 anpui, 2015 .
(Pesrome)

Kcautun okcupasara (XO) e eH3uM, KaTaau3upall OKHUCICHHETO Ha XHITOKCAHTHHA 10 KCAHTHH, a CJIEA TOBa 10
nuKoyHa kucenuHa. C ToBa TOH MMa KIII0Y0Ba PO IPH XUnepypuiemMusaTa. OLeHeHo € HHXHOUPaHeTO Ha aKTHBHOCTTA
na XO B npenapat oT uepeH apob Ha IrbXoBe upe3 6-(nponan-2-wmi)-3-MeTria-Mopdonud-2,5-auon (1) u € cpaBHEHO ¢
TOBa Ha J[BE O-PAHO M3CJIEABAHU LMKJIO-TUNENncunentuad: 3,6-mu(nponan-2-mi)-4-Metria-mopdonu-2,5-nuon (2) u
3-(2-merunnponuin)-6-(nponan-2-imn)-4-metun-mopdoans-2,5-nuon (3) u anomypunoi. Ceemunenuero 1 mnokassa
3HauyKTeaHA HHXUOHpamia akTuBHOCT crpsiMo XO ot mrbxoBe (ICso= 49.82 pug/mL), cpaBHEMa ¢ aKTHBHOCTTA Ha 2 U 3.
AJOTTypHUHOIBT, KATO MIUPOKO M3MO3BaH nHXHOuTOp Ha XO 1 JeKapcTBO 3a JeYeHHEe Ha MOojAarpa mposBsiBa MO-CUIICH
nuxubupan; edpexr Bbpxy XO or cbeaunenusata 1-3. CpeauHenmsita 1 ca CHHTE3MpaHM KaTo CMeC OT JiBa
nuactepeornzomepa (3S,6R) u (3S,6S). MonekynHO Mozenipane € IPHIOKEHO 3a J1a e TOTe]] BbPXY BPB3KUTE UM C
CH3WMHHTE aKTHBHH IeHTpoBe. OOpaboTKaTa Ha TAaHHWTE C MOMOIITA Ha KoopauHatute Ha Lineweaver—-Burk mokassar,
ue coenunenne (1) e koukypenten uaxuourop Ha XO. J[Bere Gopmu Ha 1 ce CBBP3BAT ¢ BXOJa Ha TECEH ,,TYHEI" KbM
TMOKCO-THOMOJIMO/ICHOBATa TIOJIOBMHA Ha aKkTWBHUA IeHThp Ha XO, OJOKMpallku IO TO3M HA4YMH JOCTHIIA Ha
CyOCTpaTHTe 0 METATHUS aTOM.
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Anaerobic digestion (AD) of mixtures of different substrates is a new trend in biogas production. It gives
possibilities to stimulate the AD of materials not easily susceptible to this process by mixing them with other substances
which are easier degradable or to improve the content of compounds, C/N ratio and thus the process stability. In this
study, swine manure (SM) and a specific mixture of waste fruits and vegetables (WFV) were used as single substrates
and in a mixture at various ratios. The mixture of WFV was with a constant ratio of 40% waste potatoes (WP), 20%
waste tomatoes (WT), 20% waste cucumbers (WC) and 20% waste apples (WA). The results showed that the increase
of the WFV in the inlet organics mixture led to an increase of the specific daily biogas flow rate at a slight decrease of
methane and small increase of the carbon dioxide content in the biogas obtained. The optimal mix ratio for co-digestion
of SM and WFV maximizing the biogas and the methane yields obtained from a unit of biodegraded organics was found
to be SM:WFV = 70:30. Under this conditions, the biogas and methane yields from a unit of degraded organics reached
1.090 m¥/kgVS.day and 0.65 m3/kgV/S.day, respectively. The co-digestion of SM and WFV not only improved the sta-

bility of the anaerobic process, but also led to a higher methane production.

Keywords: Anaerobic co-digestion, swine manure, waste fruits and vegetables, biogas, methane, biodegradation,

optimum

INTRODUCTION

Anaerobic digestion (AD) is an effective bio-
technological process for treating different agricul-
tural, municipal and industrial wastes [1, 2, 3]. It
combines environmental depollution (ecological
aspect) with production of renewable energy — bio-
gas, the main component of which is methane (en-
ergetical aspect).

Another ecological effect of AD is the reduction
of methane (a strong greenhouse gas) emissions [4].

However, AD is a very unstable process in regard
to the biogas reactor operation due to the
complicated interactions between different microbial
species, as well as to the complex transformations of
the organic matter affected by a variety of
environmental factors [5].

AD has been widely used for the biodegradation
of cattle manure (CM), swine manure (SM), poultry
litter (PL) and activated sludge (AS) from
wastewater treatment plants. Traditionally, the
process is a single substrate treatment [1, 2], but
recently many authors reported that AS, CM and
food waste can be used as main co-substrates in the
anaerobic co-digestion of waste fruits and
vegetables (WFV) [6, 7, 8, 9].

* To whom all correspondence should be sent:
E-mail: vhubenov@microbio.bas.bg

AD of mixtures of different substrates is a new
trend in biogas production. It gives possibilities to
stimulate the AD of materials not easily susceptible
to this process by mixing them with other
substances which are easier degradable. The other
advantages of the co-digestion are in that potential
inhibitor compounds can be diluted, nutrient bal-
ance can be improved and biogas yield increased
[10].

WFV are produced in large quantities in markets
in many big cities [10, 11, 12] and are inadequately
treated by land application.

AD reduces the need of waste disposal and leads
to the formation of biogas and digestate (potential
manure). Our previous studies demonstrated good
performances of AD of WFV and either CM or AS
in mesophilic conditions [17, 20]. However, until
now, very few studies have been carried out con-
cerning the optimal ratio of different co-substrates
[15, 16].

The aim of this paper was to study the anaerobic
co-digestion of SM and a mixture of WFV at various
ratios under mesophilic conditions in a pilot-scale
continuously stirred-tank bioreactor in view of obtain-
ing an optimal ratio for maximizing the methane
production.
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MATERIALS AND METHODS
MATERIALS

Specificity and pretreatment of SM and WFV as

substrates for AD

In this study, the substrates used for AD were
SM and a mixture of WFV at various ratios. The
mixture of WFV was at a constant ratio of 40%
waste potatoes (WP), 20% waste tomatoes (WT),
20% waste cucumbers (WC) and 20% waste apples
(WA). All components of the mixture of WFV were
mixed with an appropriate amount of water, grind-
ed with mixer and filtered through a coarse sieve.
The SM was obtained from a little farm nearby
Sofia. The WFV were collected from markets in
Sofia. The material was homogenized in an electric
blender. The samples were stored at 4°C in a
refrigerator until usage.

The following parameters were determined us-
ing analytical methods: total solids (TS), volatile
solids (VS), pH. Total biogas production and biogas
composition (CHs and CO,) were measured using
appropriate devices.

Experimental setup (pilot-scale bioreactor)

The experiments were carried out in a 100-L pi-
lot-scale  continuously  stirred-tank  anaerobic
bioreactor (ABR) with a working volume of 80 L in
mesophilic conditions (34 £ 0.5°C) [24]. The ABR
was operated in semi-continuous mode. The
scheme of the pilot-scale ABR is shown on Fig. 1.

1

Press
4

Sensors

B

-
L

Q.CH4CO:

Fig. 1. Experimental setup of pilot scale ABR

1 — vessel for the influent (substrate); 2 — vessel for the
effluent (digestate); 3 — heater control; 4 — sensors for Q,
CH4, CO;, ABR - anaerobic bioreactor; GH — gas
holder; M — AC drive of the stirrer; P — peristaltic or
progressive cavity type pump, t — sensor for the tempera-
ture in the bioreactor; Press — sensor for the pressure in
the bioreactor

_EPJ

9

Computer

The substrate (organic waste) was stored in a
plastic can of 25 L placed in the influent line of the
ABR. The digestate taken out of it during semi-
continuous operation (feeding one to 24 times
daily) was stored in a plastic can of 50 L in the

next-door auxiliary service premises of the biogas
plant.

A biogas outlet from the upper bioreactor flange
led off the biogas to a 200 L metal gas holder (GH)
operating on the water displacement principle (the
inner vessel, placed in a vessel with water, is
displaced vertically by the biogas).

The biogas flow rate was measured through
transformation of the linear shift of the inlet vessel
of the GH into normalized electrical signal (sensor
developed by our team).

Samples for pH measurements and biochemical
analyses were taken from the effluent of the biore-
actor (digestate). Corrections of pH were done (if
necessary) with additions of 2 N NaOH to the in-
fluent.

METHODS
Analytical methods

TS and VS. TS and VS were measured according
to standard methods (APHA-AWWA-WPCF,
1985).

Biogas vyield. Total biogas production was
measured by the water displacement technique
(graduated gas holder) and by a sensor developed
by our team [24].

Biogas composition. The biogas composition
was measured with computerized devices of MSR
(Germany) with infrared sensors.

pH in the bioreactors was measured daily in the ef-
fluent with a laboratory pH-meter. pH of the influent
was also measured daily.

Chemicals. All chemicals used were of analytical
grade and were obtained from commercial sources.

Calculations

For comparison of data, some parameters were
calculated according to the following formulas:
- degree of biodegradation (DBD):

DBD = e 100[%],

infl
where VSinn and VSerm, [g/L] are volatile solids,
per 1 L of the working volume, of the influent and
of the effluent, respectively;
- specific biogas production:

QSPV
sp _ biogas
biogas — !
VS 4 (t=1) VS, (1) +VS,g
where Qp .. [dm® biogas/g VS.day] - specific

flow rate of methane obtained from 1 L of the
working volume of the bioreactor per 1 g biode-
graded organics, per day;

- specific methane production:
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Qspv
s _ CH,
o VS (t=1) VS (1) +VS;q
where QF, [dm® CHJ/g VS.day] — specific
flow rate of methane obtained from 1 L of the
working volume of the bioreactor and from 1 g bio-
degraded organics; Qgh.. and Qg - specific
flow rate of biogas and methane, respectively, ob-
tained from 1 L of the working volume of the bio-
reactor per day and were calculated as follows:

Qspv _ Qbiogas Qspv _ QCH4

biogas — CH
Vwork ) Vwork
RESULTS AND DISCUSSION
Startup

The startup of the ABR was done with SM using
the natural microbial community in this substrate.
After the start of the AD of SM, this process was
stabilized as a continuous one with a dilution rate D
=0.025 day™ in the next 60 days.

Experiments with mixtures of SM and WFV

After the stabilization of the continuous process
of AD of SM with D = 0.025 day?, addition of
WHRFV in various ratios was started as follows:

- co-digestion of SM and WFV in a ratio of

90:10 was started and stabilized during the next

30 days;

- the same was done for ratios SM:WFV =

70:30, 50:50 and 25:75;

- operation with AD of a mixture only of WFV

was performed in the last phase of this experi-

ment.

During the whole incubation period, the specific

daily biogas flow rate Q"  increased proportion-

biogas
ally with the increase of WFV percentage in the
feeding substrate. At the same time, there was a
slight decrease in the CH4 content and slight in-
crease in the CO; content. These may have been
due to the higher content of VS in the WFV mix-
ture than in SM.

There was also an increase of the specific daily

methane flow rate Qg despite the small increase

of the CO- content in the biogas obtained.

The organic load of the pilot ABR, the average
specific daily biogas and methane yields, as well as
the degree of biodegradation for anaerobic co-
digestion of mixtures with different ratio of SM and
WFV and for D = 0.025 day! are presented in
Table 1.

The maximal biogas yield from a unit of de-
graded organics in the anaerobic co-digestion of
mixtures of SM and WFV was at a ratio SM:WFV
= 70:30 with a value of 0.65 m®kgVS/day. This
result is comparable with that obtained by Boual-
lagui et al. [23] - biogas yield of 0.61 m®/kgVS/day
from a mixture of WFV and abattoir wastes at the
ratio of 30:70.

In our case the biogas yield was by 38.5% high-
er at this ratio in comparison with SM as a single
substrate, and by 16.5% higher in comparison with
WEFV as a single substrate. In spite of the decrease
of methane content in the biogas with the increase
of WFV in the mixture, the yield of methane from
unit degraded organics was maximal at the same
ratio and was higher than the methane yields from
WFV and SM as single substrates with 20.0 % and
35.4%, respectively.

Bouallagui et al. [23] reported 34.4 % higher
methane yield for the mixture with the highest re-
sult than for the anaerobic digestion of WFV as a
single substrate. The methane yield for WFV as a
single substrate was about 0.52 m®/kgVS/day which
is higher than that for SM as a single substrate with
19.2%. Kafle et al. [24] considered that co-
digestion of SM and apple waste at 67:33 ratio (bio-
reactor operated at continuous mode and HRT=30
days) leads to 16 % higher methane yield than AD
of SM.

The degree of biodegradation at the optimal ra-
tio with respect to biogas and methane yields
(SM:WFV = 70:30), was lower, compared to the
degree of pure substrates biodegradation (SM or
WFV).

Table 1. Biodegradation, biogas and methane yield for different ratios of SM and WFV for D = 0.025 day*

Organic

Substrate load,  Biogasyield,  C°0" of  VieldofCH, DBD,

kgVS/m3.  m¥kgVS.day | g/ m3/kgVS.day %

day Vol 7

SM 0.446 0.67 62 0.42 723
90% SM + 10% WFV 0.500 0.726 61 0.44 50.3
70% SM + 30% WFV 0.466 1.090 60 0.65 60.3
50% SM + 50% WFV 0.970 0.536 59 0.32 70.6
2506 SM+ 75% WFV 1.290 0.580 58 0.34 831
WFV 115 0.91 57 0.52 78.9
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Fig. 2. A. Specific flow rate of biogas Q

C
[L/dmé/day] for different ratios of SM and WFV in the substrate;

B. Content of methane and carbon dioxide in the biogas;

C. Specific flow rate of methane Qé'm

CONCLUSION

Generation of methane gas from mixtures of SM
and WFV is a stable and effective biomethanization
process.

The optimal ratio for co-digestion of SM and
WFV maximizing the biogas and the methane
yields obtained from a unit of biodegraded organics
was found to be SM:WFV = 70:30. Under this con-
dition, the biogas and methane yields from a unit of
degraded organics amounted to 1.090 m®kgVS.day
and 0.65 mPkgVS.day, respectively. The co-
digestion of SM and WFV not only improved the
stability of the anaerobic process, but also led to a
higher methane production.

[L/dm3/day] for different ratios of SM and WFV in the substrate

However, the degree of biodegradation at that
optimal ratio (DBD=60.3 %) was lower compared
to the degree of single substrates biodegradation
(DBD = 72.3 % for SM as a single substrate and
DBD = 78.9 % for WFV as a single substrate).

These results were object of a utility model of
the patent administration of the Republic of Bulgar-
ia [25].
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AHAEPOBHA BUOAEI'PAIALIA HA CMECH OT OTITAJHU IVIOJOBE 1
3EJIEHUYYIIY 1 CBUHCKU TOP B ITMJIOTEH BMOPEAKTOP

B. H. Xy6enos *, C. H. Muxaiinosa, 1. C. CumeoHOB

HUnemumym no muxpobuonoeus ,,Cmegpan Aneenog”, bvneapcka akademus na Haykume
V. Axao.I'. Bonues, 611. 26, Cogus 1113, bvreapus

Iocremmna Ha 8 mait, 2014, Kopurupana na 9 mapr, 2015
(Pesrome)

AmnaepobHata 6uonerpanamnus (ABJ]) Ha cMecu OT pa3NIWIHU CyOCTpaTH € HOB MOJAXOJ TIPH IOJIy9aBaHETO Ha Ou-
oras. ToBa maBa BE3MOXKHOCT Aa ce ctumyiupa ABJl Ha TpyqHO pasrpamumu cyOCTpaTH, Ype3 CMECBAHETO UM C IPYTH
cyOCTaHIINK, KOUTO ce TIoIaBar mo-jyecuo Ha ABJl nin ma ce momo6pu cbeTaBa, chotHomenueto C/N u ot Tam u cra-
OWITHOCTTa Ha TpoIieca. B HacCTOSAIMIOTO M3CiIeBaHe B Ka4eCTBOTO Ha cyOcTpaTh 0sxa m3momsBanu cBuHCKH Top (CT) n
cnenuUIHA CMeC OT OTMAJHHU IUI0A0Be H 3eneHuayH (OI13), kKakTo caMoCTOSITeNHO, Taka U Mo (opMaTta Ha cMecH B
pasnuyau choTHOIeHUsA. Cmecta ot OI13 Oerie ¢ MOCTOSIHHO CHOTHOIICHHUE HAa OTHAIHU KapTodu — 40%, OTHagHu J10-
Mmatu — 20%, otnagHu kpactaBuuu — 20% u ornanuu 1061k — 20%. Pesynrarute nokaspar, 4ye yBeITHMYaBaHETO Ha Chb-
nbpxanneTo Ha OI13 B momaBaHus cyOCTpaT BOAM IO YBEIMYaBaHE U Ha CICIU(PUUHUS TOOMB Ha OMOra3s, mapajieiiHo
cbe crnabo monmxkenue Ha CH4 u manko nosumaBane Ha CO; B Ouorasa. bere ycTaHOBEHO, Y€ ONTUMAITHOTO CHOTHO-
nieHne Mexay cBuHckus Top W OII3, mo OTHOIIEHWE HA IMOJy4YaBaHE HA MaKCHMayeH n00uB Ha Owora3 u CHa, e
CT:OII3 = 70:30. IIpu te3u ycmous nobusure Ha d6uoras u CH4 oT exuHuIa pasrpagcHa OpraHuKa JOCTHUraxa ChOT-
setro 1.090 m%/xr.nen u 0.65 m¥/xr.nen. Coxemectnata ABJ] va CT u OII3 He camo mo00psBa CTAOMITHOCTTA HA aHAe-
POOHMS TIPOIIEC, HO BOAM U JI0 MO-BHCOKA mpoayKius Ha CHa.
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Pressure drop of highly efficient Raschig Super-Ring packing for column apparatuses
D. B. Dzhonova-Atanasova*, Sv. Ts. Nakov, E. N. Razkazova-Velkova, N. N. Kolev

Institute of Chemical Engineering, Bulgarian Academy of Sciences,
Acad. G. Bonchev St., Bl. 103, 1113 Sofia, Bulgaria
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The present work presents and generalizes own experimental data for the pressure drop of highly efficient metal
Raschig Super-Ring (RSR) packing for packed columns. The contemporary demands from the chemical industry for
environment protection and waste free production lead to focusing on application of these apparatuses in purification of
flue gases and waste water. RSR is modern high-performance random packing of latest generation, which combines
effective mass transfer, large interfacial area and uniform distribution of the phases over the column cross section.
There is no universal methodology for calculating the performance characteristics of this packing. The constants of the
existing equations for practical calculations are obtained for each individual packing size. The aim of the present work
is to propose more precise equations for prediction of the pressure drop of RSR packing, which are common for all
investigated sizes and reflect the influence of the packing geometry and the column redumping.

Keywords: Packed columns; Random packing; Pressure drop; Experiments, Equations for dry and irrigated RSR

packing.
INTRODUCTION

Packed bed columns are apparatuses with very
large area of application for heat and mass transfer
processes in gas-liquid systems. The requirements
for industry sustainability lead to their wide
employment for solving problems connected with
reducing the environmental pollution and
increasing the energy efficiency of industrial
processes using conventional and renewable energy
resources. The development of packings of special
materials and designs is of great importance for the
modern applications of packed columns.

The present work presents, discusses and
generalizes the obtained own experimental data for
the pressure drop of metal Raschig Super-Ring
(RSR) packing. This is modern high-performance
packing introduced in 1995 and classified in [1] as
the first random packing of forth generation, which
combines effective mass transfer, large interfacial
area and uniform distribution of the phases over the
column cross section. The high loading capacity
and exceptionally low pressure drop, approaching
that of structured packings, result in high column
throughputs at low operating costs. A comparison
with Intalox Metal Tower Packing (IMTP) with the
same specific surface area [2] shows that the
effective surface of the RSR is about 15 % higher.
The advantages of RSR are explained in [1] with
the hydrodynamic optimization of the packing
geometry. The form of the packing element

* To whom all correspondence should be sent:
E-mail: dzhonova@bas.bg

consisting of sinus strips enables formation of
continuous films (characteristic for structured
packings). The recurring connection points of the
strips promote turbulence. The open geometry
provides uninterrupted cleaning of the packing
surface preventing from fouling and reduces drops
formation, which suppresses foaming. The place of
RSR packing is evident from the selection of its
industrial applications in [1], which includes
Natural gas plant, Methanol plant, Refinery plant,
Synthesis gas plant, Effluent water treatment,
Effluent gas plant, Sulfur plant, Ammonia plant,
Ethanol plant etc.

There is no universal methodology for
calculating the performance characteristics of RSR
packing. The equations for practical calculations
proposed in [3, 4, 5] are obtained on the base of a
uniform theoretical approach for random and
arranged packings with packing specific constants
for each individual packing type and size. A
prediction of the pressure drop of RSR packings is
presented in [5] with the assumption that the flow
through the packing is regarded as a flow through a
bundle of identical channels and the relation for an
empty tube is applicable. For the pressure drop of
dry packing the following equation (in our notation)
is proposed:

A_POZCPO{ 64 18 JiFGZl 1 M

H ReGl+Reg-f8 & 2 K,
where AP,is dry packing pressure drop, Pa, H is
packing height, m; Ree: is gas flow Reynolds
number
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Wodp1
Reg, = ———, 2
G1 (1_ )VG ( )
where wo is gas velocity with reference to the
column cross section, m¥m?; dy is particle
diameter defined as:

1-¢
d,=6 .
pl a

@)
Here ¢ is packing void fraction; v is gas phase

kinematic viscosity, m#/s; 6 = WovAG s gas
velocity factor, Pa®?; pg is gas density, kg/m?; K, is
wall factor, given by the relation
d

i=1+§ 1 N (4)
Ky 31-¢ d,
where d. is the column diameter, m.

For calculation of the pressure drop under and
over the loading point of irrigated packings Billet
and Schultes [5] offered the following equation:

15 0.3
AP 64 1.8 e—H, H,
— =Cro +t S 008 x
H Regs Regy & Ht0
X exp 13300
a*'2 [JFr,

2
where Fr ~ L2 s the Froude number; Hy is the
g9

®)

total holdup under the loading point m*m3; H; is
the total holdup for the corresponding regime,
m3/m3; L is the liquid superficial velocity, m¥/m?s; a
is packing specific surface area, m?m3 g is
acceleration of gravity, m/s2.

The packing specific constant Cpp, has been
obtained by processing experimental data,
including data for 6 metal and plastic RSR
packings, and the constant’s values are given in [5]
for each packing type and size.

The aim of the present study is on the basis of
own experimental data to propose general equations
for calculation of the pressure drop of metal
Raschig Super-Ring packings, which are common
for all investigated sizes shown in Table 1 and
reflect the influence of the packing geometry and
the column redumping.

EXPERIMENTAL

The experimental data are obtained in a
column of a 470 mm diameter with a system air-
water, scheme presented in [6]. The liquid
superficial velocity varies between 0 and 120
m3/(m?h). The packing height is 2400 mm. The
liquid phase packing pressure drop was measured
by means of an optical differential manometer with
an accuracy of 0.1 Pa. The distributor ensures 923
drip points per m?. At a pressure drop higher than
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200 Pa, a conventional U-tube differential
manometer was used. The investigated packing is
shown in Fig. 1, [7]. It can be seen that there are
three packing geometries differing in number of
strips and undulation pattern.

Fig. 1. Metal Raschig Super-Ring packings, source
[7]

The packing geometrical characteristics are
shown in Table 1. Here hsdenotes the strip width in
m, and h- the height of the packing element, m, Fig.
2.

Fig. 2. RSR packing element

The nominal diameter d, is the diameter of the
inscribed circle in the packing element in m. All
other geometrical characteristics are defined as
averages obtained from triplicate redumping of the
packing in the column.

Figs. 3 to 9 present our experimental results for
the pressure drop of all investigated packings at
different liquid superficial velocities versus the gas
velocity factor Fe. The obtained lines are typical
for random packings. They are in good agreement
with the data of the manufacturer Rraschig GmbH
[7] for close values of column diameters. It is
shown in [1] that the pressure drop of RSR is lower
compared to similar sizes of other high
performance packings, e.g. the pressure drop of
RSR No. 2 is 38% of the pressure drop of 50-mm
Pall-ring, (system cyclohexane/ n-heptane, 1.65 bar,
total reflux).
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Table 1. Geometrical characteristics of the investigated metal RSR packing

Surface Element Strip width Diameter of Hydraulic
Free . Number . . )
area height - inscribed Diameter
Name volume of strips circle
a 0 h hs dn dh
m3/m?3 e% mm n mm mm mm
Raschig Super-
Ring No. 0.5 236.2 96.5 15 4 3.8 21 16.3
Raschig Super-
Ring No. 0.6 180.5 97.5 20 6 3.3 27 21.6
Raschig Super-
Ring No. 0.7 175.9 97.7 20 5 4.0 34 22.2
Raschig Super- 155.5 98.0 25 6 4.2 34 25.2
Ring No.1
Raschig Super-
Ring No. 1.5 105.8 97.9 30 5 6.0 48 37.0
Raschig Super- 100.6 98.0 38 6 6.3 50 39.0
Ring No. 2
Raschig Super- 74.9 98.0 50 6 8.3 65 52.3
Ring No. 3
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Fig. 3. Pressure drop of metal RSR 0.5 at various
superficial liquid velocities vs. gas velocity factor.

It was found in [6] that at comparable values of
the specific area and the liquid superficial velocities
RSR juxtaposed to IMTP, have about 15% higher
effective area and over 35 % lower pressure drop
versus effective area, at the same gas velocity.

Fig. 4. Pressure drop of metal RSR 0.6 at various
superficial liquid velocities vs. gas velocity factor.

EQUATIONS

The present work accepts the usual channel
model for the flow through the packing, where H is
the height and dn the diameter of the hypothetical
vertical channels and therefore the relation for the
dry packing pressure drop is:
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Fig. 5. Pressure drop of metal RSR 0.7 at various Fig. 7. Pressure drop of metal RSR 1.5 at various
superficial liquid velocities vs. gas velocity factor. superficial liquid velocities vs. gas velocity factor.
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Fig. 6. Pressure drop of metal RSR 1 at various Fig. 8. Pressure drop of metal RSR 2 at various
superficial liquid velocities vs. gas velocity factor superficial liquid velocities vs. gas velocity factor.
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Fig. 9. Pressure drop of metal RSR 3 at various
superficial liquid velocities vs. gas velocity factor.
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equivalent to Euler number, AP, is dry packing

where y = is the resistance factor,

pressure drop, Pa; dj =% is packing hydraulic
diameter, m.

On the basis of dimensional analysis and
processing the experimental data for dry packings
by regression analysis, the following equation was
obtained:

h 0.72
y =40 d—SJ (ad,, )% (7
n

calculated
v RSRO0S5
v RSRO0.6
® RSRO0.7
& RSR15
® RSR1
O RSR2
A RSR3

1 ‘ ‘ ‘ \
500 1000 2000 5000 10000 20000
Reg

Fig. 10. Comparison of experimental data for dry
packings with results calculated by Eq. (7).

Fig. 10 presents a comparison of Equation (7)
with the data obtained for all the studied packings,

where Reg = V‘\:Od; is Reynolds number for the gas
G
phase.

The mean deviation of Equation (7) is 4.1%.
The precision of the obtained experimental
constants at 95% statistical reliability is given
below:

4.0 £ 0.46; 0.72+0.028; -0.48+0.075.

It was found that the resistance factor depends
on the geometrical characteristics of the packing
elements expressed by the simplexes hs/d, and ad,,
and is independent of Res, which speaks for
turbulent hydrodynamic regime of the gas flow in
the dry packing bed [8]. The range of Reg in Fig. 10
exhibits some lower limit of the fully developed
turbulent regime than that defined in [9] as
Res>1200, which confirms again that the form of
RSR promotes turbulence, [1].

The equations for determination of the irrigated
packing pressure drop under and over the loading
point are obtained using the relation proposed by
Zhavoronkov et al. [10]:

_ AR, ®)

- A)°
where A is a dimensionless value related to the
liquid holdup and represents the packing void
fraction occupied by the liquid phase. In [10, 11] it
is presented as a sum:
A=A +AA 9)

Ao is the value of A under the loading point and
AA - the increasing of A over the loading point.

Applying dimensional analysis and processing
the experimental data for packing pressure drop
below the loading point with regression analysis the
following expression was obtained:

Ay =0.26Re Y Fr, %% (10)
where Re;, = 4VL is Reynolds number for the liquid
L

a

2
phase; Fr; = LT“ is Froude number for the liquid

phase; v is liquid phase kinematic viscosity, m?/s.

The mean deviation of Equation (10) is 9.3%.
The precision of the obtained experimental
constants at 95% statistical reliability is given
below:

0.26 £0.051; 0.17+0.024; 0.27 £0.015.

For the experimental data for packing pressure
drop over the loading point the following equation
was obtained:

2 0.30

W,

AA, =0.17 FrL°'3°{+j (11)
e“gdy,
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The mean deviation of Equation (11) is 28%.
This value is acceptable because it corresponds to
only 8.9% mean deviation of AP. The precision of
the obtained experimental constants at 95%
statistical reliability is given below:

0.17+£0.040; 0.30+0.040; 0.30+0.110.

Fig. 11 shows the good agreement of the
predicted pressure drop of irrigated packing by
using Egs. (8) to (11) with our experimental data
below and over the loading point in the film regime
and the loading regime according to the definitions

in [11].
1000 =
800 N
600
A
400 Vel
YV 40
. 4% g0
200 :
E 4
3 +25% 4
& 100 A .
£
o’ % Ay
60 .
. — calculated
.- 0
. ® 25% VvV RSRO5
40 v v RSRO0.6
< ® RSRO.7
VN - ® RSR1
20 ©® RSR15
O RSR2
A RSR3
10 T
10 20 40 60 100 200 400 600 1000
P (Pa/m)

Fig. 11. Comparison of the experimental data for the
pressure drop of irrigated packings below and above the
loading point with the results calculated by Egs. (8) to
(112).

CONCLUSION

The experimental data for the packing pressure
drop obtained by the presented investigation have
proven the qualities and advantages of RSR
packing. Equations have been proposed, which
generalize our pressure drop data from 7 sizes of
metal RSR packing and constitute simple and
sufficiently precise mathematical model for
pressure drop prediction for engineering purposes.
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Equation (7) is in good agreement with our
measurements for the pressure drop of dry packing
with mean deviation of 4.1%, and the resistance
factor is independent of Reg, which speaks for
turbulent gas flow in the column. The equations for
the pressure drop of irrigated packing describe well
our experimental data under and over the loading
point with mean deviation of 8.9% in respect to the
pressure drop.
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XNAPABJIMYHO CBITPOTUBJIIEHUE HA BUCOKOED®EKTUBHU A ITBJIHEXK RASCHIG
SUPER-RING 3A KOJIOHHU AITAPATU

. B. JlxxonoBa-ArtanacoBa*, Cs. 11. Hakos, E. H. Paska3zoBa-Benkosa, H. H. Kones

Hucmumym no undicenepna xumus, bvreapcka akademus na nayxume
ya. “Axao. I'. Bonueg” on. 103, 1113 Cogus

Ioctenmna Ha 28 mapt 2014 1., npepaborena Ha 23 1oam 2015 T.
(Pestome)

B Hacrosimara pabota ca mpeiacTaBeHH W 00OOIIEHHM COOCTBEHHM EKCIIEPUMEHTAIHW JAaHHU 33 XHUIPABIMYHOTO
CHIIPOTHUBJIEHHME Ha BHCOKO edekTHBeH MeTajdeH mwiHexk Raschig Super-Ring (RSR) 3a KOJOHM ¢ ITBJIHEX.
ChbBpeMEHHHTE H3WUCKBAHUS KbM XHMHUYECKAaTa MPOMHIIUIEHOCT 3a OMa3BaHe Ha OKOJHATa cpefa u 0e30ThagHo
MPOM3BOJICTBO, BOJAT /IO 3aCHJIBAaHE HA MHTEpeca KbM TE3U alapaTrH 3a LeJd KaTo MPeYrCTBaHe HAa JUMHHU Ta30Be U
ormagad Boau. RSR e MonmepeH BHCOKOS(EKTHBEH HACHIICH ITBIIHEXK OT IIOCIETHO IIOKOJICHHE, KOMTO chyeraBa
e(heKTHBCH MacooOMeH, rojsiMa Mexayda3Ha MOBBPXHOCT U PAaBHOMEPHO paslpeciicHre Ha (a3uTe MO HAMpPEYHO
ceveHHe Ha amaparta. He chlllecTByBa yHUBEpCalHa METOIHUKA 3a MPECMATAaHEe HAa PAOOTHUTE XapaKTCPUCTHKH HA TE3U
mbJIHEKU. CHINECTBYBALIUTE YPABHCHUS CHIbPKAT KOHCTAHTH, ONPEHACICHU 3a BCEKU OTHeieH pasmep. llenra Ha
HacTosaTa paboTa ¢ Ja ce MOJydYaT MO-TOYHM ypPaBHCHHUS 3a MPECMITAHC HAa XHUAPABIMYHOTO CHIPOTHBICHHE HA
nbiHeK RSR, 00mu 3a BCHYKH pa3Mepu, KOUTO J1a OTPa3siBaT IEOMETPUsATA HA MBJIHEkKA W MPE3apexkITaHeTO Ha
KOJIOHATA.
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A trained version of Jouyban-Acree model is proposed employing 32 solubility data sets of 5 drugs in ethanol +
propylene glycol mixtures at various temperatures. Using this model, the solubilities of a drug in the mono-solvents and
the Abraham solvation parameters are required to predict the solubility in the binary solvent mixtures. The overall mean
percentage deviation for the correlated data was 11.0 %, and that of a predicted data set was 11.2 %.

Key words: Solubility prediction, Abraham solvation parameters, Jouyban-Acree model, Ethanol + propylene glycol.

INTRODUCTION

Solubility of a drug/drug candidate in a non-
aqueous solvent mixture is an interesting topic for a
pharmaceutical technologist. These solutions are
used in pharmaceutical formulations such as soft
gel capsules or to prepare liquid formulations of
ester, amide or other drugs to prevent their possible
hydrolysis. In addition, these mixtures provide
some facilities in crystallization or separation
processes in the pharmaceutical industry.
Temperature variation is another factor affecting
the solubility of pharmaceuticals in mixed solvents.
In spite of experimental determination of solubility
in mixed solvents at various temperatures, a
number of computational models have been
presented to calculate the solubility values [1, 2].
Previous results showed that the Jouyban-Acree
model is the most accurate one among similar
algorithms [1]. The model requires a number of
experimental data points to compute the numerical
values of its constants.

DISCUSSIONS

To cover this limitation, trained versions of the
model were reported to predict the solubility of
drugs. The aim of this communication is to present
such a generally trained model for predicting the
solubility of drugs in ethanol + propylene glycol

* To whom all correspondence should be sent:
E-mail: ajouyban@hotmail.com
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mixtures at various temperatures and discuss on the
capability of these types of model to be extended
for predicting the solubility in ternary solvent
mixtures. It is noteworthy that ethanol and
propylene glycol are the more widely used
cosolvents in the liquid dosage forms [3, 4].
Available solubility data of pharmaceuticals in
ethanol + propylene glycol mixtures at various
temperatures were collected from our earlier works
and used to train or check the prediction capability
of the trained model.
The Jouyban-Acree model is presented as [2]:
log X, = f,l0g X, + f, 10g X, +[%)[An + A - 1,)+ A - 1, ]
1)
where Xmt, X171 and X1 are the mole fraction
solubilities of the solute in the solvent mixture,
solvents 1 and 2 at temperature (T, K), f, and f, are
the solute free fractions of solvents 1 and 2, Ao, A:
and A, are the model constants computed using a
no-intercept least square analysis [5]. The solute
solubility in the solvent with higher solubility is
defined as X1 and for all solvent systems X;t >
Xo1. The trained versions of Eq. (1) were reported
for different solvent mixtures [2, 6]. In derivation
of the constants of Eq. (1) for these mixtures, it is
assumed that the solute-solvent interactions of
various drugs are the same and no indicator
parameter of the solutes was included in the model.
However this is not the case for drugs, water and
pharmaceutical cosolvents since they have various
functional groups and the solubility of a drug

© 2015 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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depends on its physical and chemical properties and
on those of the solvent system [7-10]. These
properties could be represented using various
computational physico-chemical properties such as
those reported by Abraham et al. [11]. The
Abraham solvation parameter models provided
numerical methods for prediction of solutes’
solubility in a wide variety of neat organic solvents.
The Abraham models employ five parameters for
each solute and six solvent coefficients that were
computed for a number of common solvents [11].
The basic model proposed for processes within
condensed phases is:

Iog(%}=c+e-E+s-S+a-A+b-B+v-V,(2)

where C4 and C,, are the solute solubility in the

organic solvent and water (in mole per liter),
respectively, E is the excess molar refraction, S is
dipolarity/polarizability of solute, Adenotes the
solute’s hydrogen-bond acidity, B stands for the
solute’s hydrogen-bond basicity and V is the
McGowan volume of the solute (for numerical
values of the Abraham parameters computed by
PharmaAlgorithm [12] see Table 1).

Table 1. The Abraham solvation parameters of the
investigated drugs computed using PharmaAlgorithm
software [12]

Solute E S A B )
Acetaminophen 1.12 166 091 093 1.17
Carvedilol 3.08 3.00 0.62 209 3.10
Ibuprofen 0.78 1.01 057 051 1.78

Indomethacin 244 249 057 124 253
Lamotrigine 279 281 050 1.09 1.65
Naproxen 154 149 057 0.75 178
Phenothiazine 195 153 0.13 050 1.48
Salicylic Acid 091 1.10 0.70 0.40 0.99
Triclocarban 200 223 077 071 205

As noted above, in Eq. (1), there is no solute
property to present the effects of different
functional groups on the solute-solvent interactions
in the solution. To include the possible interactions
using Abraham solute parameters, it is possible to
re-write Eq. (1) as:

log X,; = f,log X, + f,log X,

+(f1f2j[31 +J,E+3,8+J,A+J.B+JV]
T 3)
+(f1fz(le_f2)j[J7 +J,E+3,8+J,A+J,B+I,V]

2
+[W][JB +J,E 40,5+ A+J.B+I,V]

where J terms are the model constants. Solubilities
of  acetaminophen  [13], ibuprofen [14],
indomethacin [15], naproxen [14], triclocarban
[16], carvedilol [17], phenothiazine [18],
lamotrigine [19], and salicylic acid [20] in ethanol
+ propylene glycol mixtures were fitted to Eq. (3)
and the constants with the significance level of <
0.10 were included in the final model which is:

log X, = filog X ; + f,log X,
( f.f, ){ 491.408 +913.350E 1014.6948}

T )| +1288.138A—-53.474B + 75.883V

N (M][- 27.372E]

N [W][ss.maE]

The back-calculated solubilities using Eq. (4)
were  compared with  the corresponding
experimental values using the mean percentage
deviation (MPD):

MPD=1|(\)IOZ‘

Predicted Observed
X mT - X mT

X r(T?sterved Y (5)

as an accuracy criterion. The maximum (25.2 %)
MPD was observed for carvedilol at 25 °C and the
overall MPD (£SD) was 11.0 + 5.7 % (details are
listed in Table 2). Equation (4) was trained using
mole fraction solubility data of drugs in the binary
solvent mixtures and the solvent compositions were
expressed as mass fractions, however it is capable
of calculating the molar solubility of drugs and the
obtained MPD was 11.2 + 6.0 %. There was no
significant difference between 11.0 % (mole
fraction unit) and 11.2 % (molar unit) (t-test,
p>0.05), revealing that the trained model using
mole fraction data could be used to predict the
solubility of drugs in molarity. This is due to the
presence of experimental values of X, and Xz in
the model which normalize the data.

Theoretically, Eq. (4) could be used to predict
the solubility of drugs in ethanol + propylene glycol
mixtures at any temperature of interest. In most
pharmaceutical applications, the temperature range
lies at 20-40 °C, however due to the existence of T
term in the equation and linear relationship of
solubility and reciprocal absolute temperature
(according to van’t Hoff equation [22]), one might
use the developed Eq. (4) for solubility prediction
at temperatures <20 and > 40 °C.

To test the prediction capability of Eq. (4) for
other data, the solubility of acetaminophen in
ethanol + propylene glycol at 25 °C [21] was
predicted. It should be added that none of these data
points was used in the training process of Eq. (4),
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Table 2. Details of the investigated solubility data sets, number of data points in each set (N) and mean percentage

deviations (MRD) for mole fraction and molar solubilities

Eq.(4 Eq. (4
Solute Solvent1 T(C) N Ref (mole frgcgio)n data)(mol?ar(d;ta)

Acetaminophen Ethanol 20 11 [13] 1.3 3.7
25 11  [13] 1.0 3.4

30 11 [13] 33 6.3

35 11  [13] 3.7 45

40 11 [13] 6.8 5.4

Carvedilol Ethanol 25 11 [17] 25.2 20.5
30 11 [17] 13.6 10.4

35 11 [17] 11.4 8.6

40 11 [17] 14.5 8.2

Ibuprofen Ethanol 20 6 [14] 14.6 12.6
25 6 [14] 12.0 10.0

30 6 [14] 7.4 5.6

35 6 [14] 49 3.6

40 6 [14] 6.4 4.1

Indomethacin  Ethanol 20 11 [15] 18.8 22.1
25 11 [15] 15.4 18.3

30 11 [15] 14.7 17.7

35 11 [15] 13.4 16.7

40 11 [15] 8.7 13.2

Lamotrigine  Propylene Glyc 25 9 [19] . 14.9
Naproxen Ethanol 20 6 [14] 17.4 8.8
25 6 [14] 16.7 8.2

Naproxen Ethanol 30 6 [14] 14.3 6.1
35 6 [14] 16.7 8.2

40 6 [14] 11.9 4.8

Phenothiazine Ethanol 25 12 [10.2] 13.9 10.0
Salicylic acid  Ethanol 25 11  [20] 9.7
Triclocarban - oPylene 20 11 [16] 12.0 17.6

glycol

25 11  [16] 9.5 18.6

30 11 [16] 7.8 17.7

35 11 [16] 6.0 19.9

40 11 [16] 5.1 20.0

Overall (xSD)  11.0(x5.7) 11.2(x6.0)

and the only required data was the solubilities in
neat ethanol and propylene glycol. The obtained
MPD was 7.1 (x 5.6) % (N=11). It should be noted
that the solvent composition of the predicted data
set was expressed as volume fraction. When these
fractions were converted to mass fractions, and the
solubilities were predicted, the obtained MPD was
6.1 (£ 5.3) % and there was borderline difference
between two MPD values (paired t-test, p=0.12)
revealing that in order to obtain more accurate
predictions, the solvent composition of the solvent
mixture should be expressed as it was in the
training data set.

CONCLUSION

In conclusion, the trained model was capable of
providing accurate predictions for solubility of
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drugs in ethanol + propylene glycol mixtures at
various temperatures and could be recommended
for relevant computations and the required input
data are the solubilities in the neat mono-solvents
and the Abraham solvation parameters which could
be easily computed using an online software.
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IpemoxkeHa e TpeHUpaHa BepCcHs Ha Mojeiaa Ha Jouyban-Acree, usnoissamia Habop oT 32 pa3TBOPUMOCTH Ha IIET
JIEKapCcTBa B CMECH OT €TaHOJ M MPONWICH-TIIMKOI P pa3inuHu TeMieparypu. [IpejckazBaHeTo Ha pa3TBOPUMOCTHUTE
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The reactions of various aromatic and aliphatic aldehydes with ethylenediamine followed by N-iodosaccharin
treatment proceed at room temperature to give the corresponding dihydroimidazoles in high yields. The process is

simple, fast and convenient.

Key words: Imidazoline, Aldehyde, Ethylenediamine, N-lodosaccharin.

INTRODUCTION

Imidazoline derivatives exhibit significant
biological and pharmacological  properties
including antihypertension, antihistamine,

antihyperglycemia, antiinflammation,
antidepression and antitumor activities [1]. They
are also used as synthetic intermediates [2], chiral
catalysts [3] and ligands for asymmetric catalysis
[4] in organic synthesis.

Many methodologies for the synthesis of
2-imidazolines from nitriles [1], esters [5],
carboxylic acids [6], aldehydes [7], hydroxy amides
[8] and benzimidate [9] as starting materials have
been developed. Recently, several protocols for the
synthesis of imidazoline derivatives have been
reported by condensation of aldehydes with
ethylenediamine using various oxidants and
catalysts such as NBS [10], ceric ammonium nitrate
(CAN) [11], 12 [12,13], H20. [14], Ka[Fe(CN)s]
[15], and Al,Os-OK [16], etc. Some of these
procedures suffer from limitations including long
reaction time, high temperature, N. atmosphere,
use of strong oxidizing agent, difficult work-up and
limitation in the use of aliphatic and heteroaromatic
aldehydes as a substrate.

N-Halosaccharins (NXSac, X = CI, Br, 1) are
stable crystalline compounds, soluble in most
common organic solvents, insoluble in water [17,
18] and more electrophilic than their analogues
such as N-haloamides. N-halosaccharins are
oxidizing [19] and halogenating agents which are
often employed for the halogenation of alkenes,
activated aromatic compounds, enol acetates, 1,3-
diones, etc. [18, 20].

Herein, we report an efficient one-pot method

* To whom all correspondence should be sent:
E-mail: heshmat@umz.ac.ir

for the synthesis of 2-imidazolines from various
aldehydes and ethylenediamine  using  N-
iodosaccharin at room temperature (Scheme 1).

H,N NH, .
NISac
R—CHO > R— j
CH,CIL,, r.t. N
H
R :aryl,alkyl
Scheme 1

EXPERIMENTAL

Materials were purchased from Fluka and Merck
companies. NISac was prepared according to the
reported  procedure [17b]. Products  were
characterized by their spectroscopic data *H NMR,
13C NMR and FT-IR) and physical properties and
comparison with authentic samples.

General procedure for the synthesis of
imidazoline

A mixture of aldehyde (1  mmol),
ethylenediamine (2 mmol) and N-iodosaccharin (2
mmol) in CH:Cl, was stirred at room temperature
for the appropriate time according to Table 1. After
completion of the reaction, NaOH (10%) aq or sat.
NaHCOs; was added to the reaction mixture and
extracted with CH»Cl,. The organic layer was dried
over NaySQ, the solvent was removed under
reduced pressure and the corresponding
2-imidazoline was obtained in 90-95% yield.

Some Product Characterization Data

2-(4-Bromophenyl)imidazoline (Table 2, entry
10): IR (KBr): 3150, 2930, 2870, 1625, 1475, 1290,
820 cm™. *H NMR (400MHz, CDCls): 6=7.66 (d,
J=8.4 Hz, 2H), 7.56 (d, J=8.4 Hz, 2H), 3.811(s,
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4H). 3C NMR (100 MHz, CDCl5): 5= 161.8, 131.6,
130.6, 128.0, 124.0.

2-(4-Cyanophenyl)imidazoline (Table 2, entry
12): IR (KBr): 3150, 2930, 2200, 1590, 1270, 840
cmt. 'H NMR (400MHz, CDCls): 6=7.9 (d, J=8.4
Hz, 2H), 7.6 (d, J=8.4 Hz, 2H), 3.729 (s, 4H). °C
NMR (100 MHz, CDCls): 164.0, 135.5, 131.2,
125.7,119.1, 114.0.

2-(2-Furyl)imidazoline (Table 2, entry 15): IR
(KBr): 3125, 2925, 2860, 1640, 1505, 1170, 975
cm?t, 'H NMR (400MHz, CDCls): 8=7.49 (d, J=4,
1H), 7.02 (d, J=4 Hz, 1H), 6.5 (q, J=4 Hz, 1H),
3.79 (s, 4H).

RESULTS AND DISCUSSION

The reaction conditions were optimized using
ethylenediamine and benzaldehyde as model
substrates. Therefore, benzaldehyde (1 mmol) was
treated with ethylenediamine (2 mmol) in the
presence of different amounts of N-iodosaccharin
in various solvents at room temperature. It was
observed that this reaction goes well in
dichloromethane among the commonly used
organic solvents such as dichloroethane, ethanol
and acetonitrile (Table 1, entries 1-4).

After choosing the solvent, we changed the
amount of NISac to 1, 1.5 and 2.5 mmol and the
product was obtained in 50-93% yields (Table 1
entries 5-7). Using higher amounts of NISac did not
affect the yield and reaction time (Table 1, entry 7).
Also, we decreased the amount of ethylenediamine
from 2 to 1.5 mmol and the yield of the reaction
decreased, while the reaction time increased (Table
1, entry 8).

Table 1: Optimization of reaction conditions.

After optimization of the reaction conditions, the
reaction of other aldehydes with ethylenediamine
was carried out in the presence of NISac and the
results are presented in Table 2. As shown in Table
2, several substituted aromatic, heteroaromatic and
aliphatic aldehydes were used successfully in this
procedure.

Aromatic aldehydes having electron donating
groups such as methoxy and methyl (Table 2,
entries 2-7) or electron withdrawing groups such as
chloro, bromo and nitro (Table 2, entries 8-12)
were converted to the corresponding imidazolines
in excellent vyields. Similarly, heteroaromatic
aldehydes such as pyridine, furan and thiophen
carbaldehyde reacted with ethylenediamine to give
the desired compounds without any problem in 93-
95% vyields (Table 2, entries 13-16). Finally,
butanal as an aliphatic aldehyde (Table 2, entry 17)
successfully afforded 2-propylimidazoline in
excellent yield under the optimal reaction
conditions. It is important to note that no iodinated
or over-oxidized products (i.e. imidazole) were
found in the reaction mixtures. The yields of the
reactions were dependent on the substituents
present on the substrates. Reactions with substrates
having electron-withdrawing groups proceeded at
faster rates than those with electron-donating
groups.

In Table 3, we compared our results with those
obtained by a reported procedure for the synthesis
of 2-(2-pyridyl)imidazoline. The data presented in
this table show the promising feature of this method
in terms of reaction rate and the yield of product
compared with that reported in the literature.

Entry Solvent NISac (mmol) Ethylenediamine (mmol) Time (h) VYield (%)?
1 MeOH 2 2 5 70
2 CH3CN 2 2 5 73
3 CICH2CH:CI 2 2 5 75
4 CHCl: 2 2 2 93
5 CHCl: 1 2 4 65
6 CH.Cl: 1.5 2 4 75
7 CH.Cl: 25 2 2 93
8 CH.Cl; 2 1.5 5 70

Yields refer to isolated products.
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Table 2. Reaction of aldehydes with ethylenediamine in the presence of NISac @

Br

Entry Substrate Product Time (h) Yield (%) M.p. (°C) [Ref.]
CHO )
1 ©/ ©)\N 2 03 100-102 [10a]
CHO I
2 /©/ /©)\N 35 92 181-182 [13]
Me
Me
HN
CHO -
3 C[ N 0.2 90 72-74 [10a]
OMe
OMe
MeO CHO HI
4 O/ '\"eO\@)\N 15 90 100-102 [10a]
CHO HN\
5 O /©)\N 4 90 135-137 [104]
MeO
MeO
CHO B
6 O/ O)\N 25 90 299-301 [1a]
HO
HO
CHO Y
7 O /©)\ N 2 93 255-257 [13]
(Me),N (Me),N
CHO HN\
8 /©/ /©)\N 25 92 183-185 [10a]
cl
cl
cl CHO | HN\
9 \©/ C \©)\N 25 90 134-136 [21]
CHO A
10 /©/ /©)\N 15 90 239-241 [7a]
Br
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Table 2 continued

Entry Substrate Product Time (h) Yield (%) M.p. (°C) [Ref.]
CHO Y
11 /©/ J@)\ 1 95  232-233 [7a]
O,N
O,N
CHO HN
12 /©/ 1 90  196-198 [7a]
NC
CN
HN
A ~
13 - XN 0.25 95 99-100 [22]
N~ ~CHO |/N
_~ CHO B
14 | NN 0.25 93 135-136 [22]
Ny
N~
/ \ HN
15 (/Z\LCHO Q—«N 3 93 180-181[22]
/ \ HN
16 QCHO R 3 94 175-176 [22]
HN
17 CH,(CH,),CHO /\)=N 1 90 43-45 [23]

aThe reaction was carried out at room temperature using aldehyde (1 mmol), ethylenediamine (2 mmol),

NISac (2 mmol) and CH2Cl2 (5 mL).

Table 3. Comparison of some other procedures
with the present method for synthesis of 2-(2-
pyridyl)imidazoline from 2-pyridine carbaldehyde.
Entry Oxidant Reaction conditions Time Yield(%) [Ref]

1 NISac rt 15 min 95

2 I, 70°C (under Ar) 3h 97 [12]

3 NBS 0°C-rt overnight 100 [10]

4 CAN reflux 50 min 65 [11]
CONCLUSION

We have developed a mild, simple one-pot
method for the synthesis of 2-imidazoline from
aldehydes and ethylenediamine using an efficient
oxidizing agent (NISac). This method is performed
at room temperature and many functional groups
such as halogen, amine and nitrile can be
introduced without any problem. It needs no heat or
inert atmosphere and has high product yields and
short reaction time.
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In this study, barium aluminate nano-powder was synthesized via homogeneous precipitation method and was
investigated for its activity on the Knoevenagel condensation reaction of malononitrile with benzaldehyde. The obtained
samples were characterized by X-ray diffraction (XRD), field emission scanning electron microscopy (FE-SEM),
Fourier transform infrared spectroscopy (FT-IR) and energy-dispersive X-ray spectroscopy (EDAX). The XRD pattern
showed a single phase of hexagonal structure. Two distinctive phases of BaAl,Os are present in the FE-SEM
micrographs. The first phase is an irregular shape of agglomerated BaAl,O4 nano-powders, and the second - diffused
nano-spheres of BaAl,O4 on the outer surface of the nano-powder. The BaAl.O. nano-spheres have an average size of
about 70 nm. The BaAl,O4 nano-powder was shown to be a highly efficient catalyst for the Knoevenagel condensation
reaction of malononitrile with benzaldehyde under reflux conditions in ethanol as solvent. The effects of catalyst
concentration, temperature and solvent on the reaction were investigated.

Keywords: BaAl,O4; Knoevenagel reaction; malononitrile; benzaldehyde
INTRODUCTION get much fewer applications in chemical reactions.

Solid base catalysts are non-stoichiometric, non-
In view of homogenous and heterogeneous

corrosive and reusable which can be a good option
catalysis, basic-type catalysts and especially solid

for the replacement of liquid bases [12-14].
base catalysts are a challenging goal of catalysis to
play a conclusive role in a lot of chemical reactions.
Various solid base catalytic systems such as
hydroxides, zeolites, mixed oxides, immobilized
amines, metal-organic frameworks and clays are
samples of the reported references [1-7].

Nowadays there is a driving force for using
heterogeneous catalysts in various industries due to
the environmentally friendly effect achieved, thus
replacing  traditional ~ homogeneous-catalyzed
reactions. Noncorrosive and environmentally
benign characteristics which create fewer disposal
problems are the main advantages that patronize
this driving force. In addition, heterogeneous
catalysts usually have higher activity, selectivity
and longer catalyst life over liquid homogeneous
catalysts [8-11]. However, among various acid and
base heterogeneous catalysts, solid base catalysts

Aluminates are known to have mild basic
characteristics among various bases. They are
widely used in ceramics, cements, pigments, glazes,
and also as industrial catalysts with superior
physical properties. Among various aluminates
barium aluminate (BaAl,Q.) is of great interest in
catalysis as it can be used in the treatment of air
pollutions as a catalyst, for the preparation of
humidity sensors and phosphor materials [15-21].

In view of the above advantages, in the present
study an investigation on the phase formation of
barium aluminate nano-powders and evaluation of
their catalytic activity in the Knoevenagel
condensation reaction of malononitrile with
benzaldehyde [22-25] was taken up (Scheme 1).

BaAl,O,
nano-powder
Ethanol ;

N CN
CHO | Nne™en CN
reflux

Scheme 1. Knoevenagel condensation reaction of malononitrile with benzaldehyde
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EXPERIMENTAL

All reagents were purchased from Merck and
Aldrich and were used without further purification.
The powder X-Ray diffraction patterns were
recorded with Bruker AXS Dg Advance
diffractometer using Cu-Ka irradiation. FE-SEM
was taken on a Hitachi S-4160 instrument to
examine the shape and metallic composition of the
samples. The FT-IR spectra of the materials were
recorded by the standard KBr pellet technique with
a Perkin Elmer 781 spectrophotometer in the range
of 400-4000 cm'™.

Preparation of BaAl.O4 nano-powder

Two different solutions were prepared as

follows: solution A: a solution of Ba(ll), and Al(111)
was prepared by dissolving barium chloride (20
mmol), and aluminum chloride (20 mmol) in 50 mL
of water. Solution B: a solution of 2-amino ethanol
(200 mmol) in 50 ml of ethanol / water (50/50 v/v).
Solution B was slowly poured into solution A under
vigorous magnetic stirring. The resulting mixture
was aged for 5 h until a gel was formed. Finally, the
gel was filtered, washed with water three times,
dried and calcinated at 700 °C for 2 h.
Knoevenagel condensation reaction of
malononitrile with benzaldehyde: typical procedure
A mixture of benzaldehyde (1 mmol), malononitrile
(1.3 mmol) and BaAl;Os nano-powder (0.01 — 0.1
g) was refluxed for 10 h. The progress of the
reaction was monitored by TLC. After completion
of the reaction, the catalyst was separated by simple
filtration. Removal of the solvent under reduced
pressure afforded the pure product as a white solid
after recrystallization from ethanol.

RESULTS AND DISCUSSION

The XRD spectrum of the BaAlOs nano-
powder is presented in Figure 1. The diffraction
patterns demonstrated the formation of a single
phase, as peak splitting for the presence of two
phases could not be detected. It can be seen from
the patterns that the synthesized material showed
hexagonal structure with the corresponding
diffractions of 28.3, 34.3, 39.8, 40.1, 45.0, 54.5,
57.8, 89.4 (2Theta [°]).

The morphology of the nano-particles was
investigated using FE-SEM analysis (Figure 2).

As can be seen from the FE-SEM micrographs, two
distinctive particles of BaAlO4 are present. The
first phase is an irregularly shaped agglomerate of
BaAl,O4 nano-powders, and the second is diffused
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nano-spheres of BaAl,O4 on the outer surface of the
nano-powder. As can be seen in Figure 2, the
BaAl;Os nano-spheres have an average size of
about 70 nm for 20 particles.

The FT-IR absorption spectrum of the sample
calcinated at 700 °C for 2 h is presented in Figure
3. The peak appeared at 1630 cm™ is related to the
Al-O stretching vibration and the other peak at
around 1437 cm? indicated the formation of the
BaAl;Os phase. The intense and broad peaks
observed in the 400- 900 cm™ region may be due to
the stretching and bending vibrations of Al-O and
Ba-O bonds [26-27].

Caunts

Mo |
1% FN%‘I'}.}J
Yo
W'Y
4 |l. {n . 'li- | |
41- ||lf “F”#HI'I‘W" ﬁ":]'wi’\b\dﬁ;ﬂlmwhﬁyﬁ‘
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n n 40 50 &0 T g0

Pasition [*2Thata]

Fig. 1. XRD pattern of BaAl,Os nano-powder
calcined at 700 °C

Catalytic test

The BaAl;O. nano-powder was assessed for its
catalytic activity by studying the Knoevenagel
condensation reaction of malononitrile with
benzaldehyde to form 2-benzylidenemalononitrile
as the targeted molecule (Scheme 1).

Solvent Selection

Initially the Knoevenagel condensation reaction
of benzaldehyde and malononitrile was carried out
in different solvents such as acetonitrile, ethanol,
ethyl acetate, dichloromethane, n-hexane, H.O and
solvent-free using BaAl:Os nano-powder as a
catalyst (Table 1). The reaction was carried out
under reflux conditions, until the starting materials
disappeared (TLC indicating technique). In order to
compare the catalytic performances of the different
solvents, the yield of the reaction was used as
indicator of catalytic activity. The use of solvent
media led to higher product yields when compared
with solvent-free conditions. Among the various
solvents screened, ethanol was chosen as the
approved reaction medium due to its higher product
yield (Table 1).
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Fig. 2. FE-SEM photographs of BaAl,O4 nano-powder calcined at 700 °C for 2 h
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Fig. 3 FT-IR spectra of BaAl,O4 nano-powder calcined at 700 °C

Table 1. Solvent screening

Entry Conditions Yield (%)?
1 BaAl>O4 nano-powder (0.20 mmol, 0.05 g), Ethanol (10 ml), reflux 80
2 BaAl,04 nano-powder (0.20 mmol, 0.05 g), Acetonitrile (10 ml), reflux 71
3 BaAl,04 nano-powder (0.20 mmol, 0.05 g), Ethyl acetate (10 ml), reflux 61
4 BaAl;04 nano-powder (0.20 mmol, 0.05 g), Dichloromethane (10 ml), reflux 10
5 BaAl,04 nano-powder (0.20 mmol, 0.05 g), n-Hexane (10 ml), reflux 15
6 BaAl,04 nano-powder (0.20 mmol, 0.05 g), H,O (10 ml), reflux 45
7 BaAl,04 nano-powder (0.20 mmol, 0.05 g), Solvent-free, (80 °C) 55

3lsolated yield, reaction time: 10 h

811


https://mail.google.com/mail/u/0/h/3fp12ffg5rum/?&v=c&d=u&s=q&ser=0&q=momayezan&n=1&th=1472de2db609f3d0%23m_1472dd9df382c3ec

M. Momayezan et al.: Barium aluminate nano-spheres grown on the surface of BaAl2O4: a versatile catalyst for ...

Influence of temperature and catalyst concentration

To clarify the effect of catalyst concentration,
the Knoevenagel condensation reaction of
benzaldehyde and malononitrile over BaAl.O4
nano-powder was carried out using ethanol as a
solvent.

Initially, in order to determine the conditions for
maximum conversion of benzaldehyde, the reaction
was performed at a temperature ranging from 25 to
80 °C for 10 h with a catalyst concentration of 0.05
g (Figure 4). As it is seen from Figure 4, with
increasing temperature, the conversion increased
and the complete conversion was achieved at a
temperature of 80 °C.

100
80
60 —+—250C

—=—500C

40 800C

Benzaldehyde conversion (%)

1 2 3 4 5 6 7 B ) 10
Timeihj)

Fig. 4. Benzaldehyde conversion as a function of
time for different reaction temperatures. Reaction
conditions: BaAl,O. nano-powder (0.05 g), ethanol (10
mL), reflux, 10 h

The percentage of benzaldehyde conversion was
calculated as follows:

Benzaldehyde conversion (%): [1-ng] < 100
where n; is the remaining amount (in mmol) of
benzaldehyde at time t.

The benzaldehyde conversion capacity of
BaAl,O, nano-powder was calculated using
following equation:

Benzaldehyde conversion capacity: [1-nJ>V/m
V is the volume of the reaction solvent and m is the
mass of the catalyst in g (Figure 5).

200

100

Benzaldehyde conversion capacity

1 2 3 4 5 5] 7 g 9 10
Time{h)

Fig. 5. Benzaldehyde conversion capacity of
BaAl,O4 nano-powder as a function of time. Reaction
conditions: BaAl,O. nano-powder (0.05 g), ethanol (10
mL), reflux (80 °C), 10 h
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To perform a Kkinetic analysis of the
Knoevenagel condensation reaction, an excess of
malononitrile was used to achieve pseudo first-
order conditions. The data from the benzaldehyde
conversion was further used to analyze the rate of
the reaction by the following equation which can be

further simplified as follows:
dc

Rate = =kC
dt
Co 01 . Inn; = -kt
In c, =kt In S, =kt — In m =kt — t

C: can be calculated from the division operator
of n; (mmol amount of benzaldehyde at time t) to
10 mL (volume of ethanol as solvent).

The kinetic study shows that the conversion of
benzaldehyde follows pseudo-first order Kinetics
and nearly linear relation of -Ln(n) vs. t is
observed (Figure 6).

-In[henzaldehyde]

35 4
3 4
25 4
2 4
15 4
1 4

035 4

0

Time (h)

Fig. 6. Pseudo first order Kkinetics of -Ln
[benzaldehyde] vs time for the Knoevenagel
condensation  reaction  of  malononitrile  with
benzaldehyde. Reaction conditions: BaAl,Os nano-
powder (0.05 g), ethanol (10 mL), reflux (80 °C), 10 h

Since n¢ is the remaining amount (in mmol) of
benzaldehyde at time t and t is the time of reaction
process.

It was observed that this relationship follows
from the equation:

-In (ny) =kt or -In[benzaldehyde] = kt

The nearly linear relationship between -Ln(ny)
and t indicates that the conversion of benzaldehyde
follows first-order kinetics. k is the constant of the
reaction rate and can be determined from the
straight-line slope of the fitted values by means of
linear regression. The k value was determined as
0.007 (s1).

With these results in hand and in order to find
the conditions for complete conversion of
benzaldehyde, five experiments with different
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concentrations of catalyst were performed at 80 °C
(reflux conditions) for 10 h. The molar ratio of
benzaldehyde / malononitrile was 1/1.3. The results
are shown in Figure 7. It shows that the initial
reaction rates increase with increasing catalyst
concentration. At a catalyst amount lower than
0.025 g, the conversion of benzaldehyde is low
(43%). With increasing the catalyst amount above
0.025 g, complete conversion of benzaldehyde was
achieved. The increase in the number of active sites
of the catalyst at higher catalyst dosage leads to an
increase in the conversion of the starting materials.

——0.01g

—8-0.025¢
0058

——0.075g

Benzaldehyde conversion (%)

—0lg

Time (h)

Fig. 7. Benzaldehyde conversion as a function of
time for different catalyst concentrations. Reaction
conditions: ethanol (10 mL), reflux (80 °C), 10 h.

The effect of catalyst concentration on the
product yield was investigated by performing four
runs of the Knoevenagel condensation reaction of
benzaldehyde and malononitrile over different
dosages of BaAl;Os nano-powder ranging from
0.025-0.1 g (Table 2). Higher yield was obtained
using 0.05 g of catalyst and increasing the amount
of catalyst did not significantly improve the yield.

Table 2. Effect of the amount of BaAl,O4 nano-
powder as a catalyst on the product yield (%)

Entry Catalyst () Yield (%)?
1 0.025 72
2 0.05 80
3 0.075 73
4 0.1 70

dsolated yield, reaction conditions: time: 10 h,
solvent: ethanol (10 ml), reflux (80 °C)

Thus the optimized conditions are: 0.05 g of
BaAl,O4 nano-powder as the catalyst and ethanol as
solvent under reflux.

It was found that complete conversion of
benzaldehyde can be achieved when BaAl,O4 nano-
powder (0.05 g, 0.2 mmol) was used. With other
metal oxides such as BaO (0.2 mmol, 80%), CaO
(0.2 mmol, 89%) and Al>O3 (0.2 mmol, 30%) in the
same conditions a lower conversion efficiency was
achieved.

The proposed mechanism for the Knoevenagel
condensation reaction of benzaldehyde and
malononitrile over BaAl,O4 nano-powder is shown
in Scheme 2. In this reaction, BaAl,O4 could act as
a bifunctional catalyst, by activating both the
carbonyl oxygen in the aldehyde and the acidic
hydrogen in malononitrile. Since BaAl.O, contains
Ba atoms attached to O atoms, it is likely that Ba?*
would be released in situ, and this species would
act as a catalyst in the reaction medium leading to a
considerable increase in the electrophilicity of the
aldehyde (intermediate a).

It is proposed that BaAl,Os produces two
different species: Ba** and AlO,*. The latter
species reacts with malononitrile to form a
carbanion form (intermediate b). This reaction is
followed by the attack of intermediate b on the
activated carbonyl to afford intermediate (c). The
reaction proceeds till the recovery of BaAl,O4 and
the formation of 2-(hydroxy(phenyl)methyl)
malononitrile. The reaction could be continued with
the removal of water to afford the targeted
molecules, as is shown in scheme 2.

@
_Ba
® .-
@) p.S)
O BaAl,O
M — Ph)l\H + Al
Ph” ~H a
)CN 2 CN ©
+ AlL,O + HAIL,O
NC 24 NC)@ 24
b
0O-Ba
atbh —— CN
Ph c
CN
© OH
¢ + HALO
24 Ph)\/CN + BaAl,0,
CN
OH BaAl,O, H
x_CN
Ph)\/CN -H,0 Ph
CN CN

Scheme 2: Plausible Knoevenagel condensation
reaction of benzaldehyde and malononitrile over
BaAl,04 nano-powder as a catalyst.

Catalyst reusability

Our attention then turned to the possibility of
recycling the catalyst from the reaction medium
since the recovery and reuse of the catalyst are
preferable for a green process. At the completion of
the reaction, the solid catalyst was separated by
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simple filtration, dried and reused for subsequent
reactions. The reusability of the catalyst was
investigated in the Knoevenagel condensation
reaction of malononitrile with benzaldehyde. After
10 recycles, the catalyst still had a high activity and
gave the corresponding product in good yield
(Figure 8).

a5

20

‘5 I I I I I
60
1 2 3 4 5 & 7 -1 9 10

Time (h)

Fig. 8. Reusability of BaAlO4 nano-powder.

~

Yield (%)

o

i

CONCLUSION

The in-situ preparation of BaAlO4 nano-powder
via homogeneous precipitation was reported. The
prepared sample was characterized using XRD, FT-
IR, FE-SEM and EDAX analysis. The XRD pattern
shows only hexagonal phase of BaAl;Os. The
average particle size determined by FE-SEM is
about 70 nm. The BaAl:O4 nano-powder was
shown to be a highly efficient catalyst for the
Knoevenagel condensation reaction of
malononitrile with benzaldehyde under reflux
conditions in ethanol as a solvent.
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HAHOC®EPHU OT BAPUEB AJTYMUHAT, U3PACTHAJIA HA IIOBBPXHOCTTA HA
BaAl204: OBLO ITPHUIJIOXNUM KATAJIM3ZATOP 3A KOHAEH3ALIMATA 110
KNOEVENAGEL HA MAJIOHUTPWJI C BEH3AJIJIEX1 /]

M. Momaessin®, M. Famanr*?, C.A. Xacanzazne-Ta6pu3u?

! Paswupen uscnedoeamencku yenmup no mamepuanosuanue, Paxyimem no MamepuaiosHanue u unxcenepcmeo, Kion
Haoocagpabao, Ucnamcku ynusepcumem ,, A3a0“, Haoscaghabao, Upan

2 lenapmamenm no xumus, Hayuen paxynmem, Knon Haoxcagpabao, Hcnsmcku ynusepcumem ,, Azao “, Hadxcagabao,
Ecgaxan, Upan

[ocrpnuna na 20 aBrycr, 2014 r.; xopurupana Ha 3 nexemBpu, 2014 1.

(Pesrome)

CuHTE3upaH € HaHO-TIPaxX OT OapHeB aTyMHHAT [0 METOJAa Ha XOMOI'CHHOTO yTasBaHE M M3CJIeBAaH KaTAINTHYHATA
MY AaKTHBHOCT 3a KOHJCH3auusTa II0 Knoevenagel Ha MaloHUTpua ¢ Oemzamaexuia. l[lomyuenure oOpasuu ca
OXapakTepu3WpaHd upe3 peHTreHo-cTpykrypeH anamu3 (XRD), mnomeBa eMHCHOHHA CKaHHpalla eJeKTPOHHA
mukpockonusi (FE-SEM), wundpadepsena cmextpockomnusi ¢ @Dypue-tpancdopmarms (FT-IR) u mucnepcruonnHa
pentrenoBa crektpockonus (EDAX). PentreHorpaMure mokasBarT eAWHHYHA (ha3a ¢ XCKCaroHallHa CTpyKTypa. J[Be
obocobenn ¢a3u Ha BaAl,Os ca Hanuie Ha FE-SEM-mukpocaumkuTte. [IppBara ¢aza uma HeperymspHu ¢opmu Ha
arnoMepupaH HaHo-mpax ot BaAl;Os, a BTopata — audy3uu Hano-cdepu ot BaAl,O4 Ha BbHIIHATA OBBPXHOCT HA
HaHo-mipaxoBeTe. Cdepute ot BaAl,04 umaT cpenen pazmep okoso 70 nm. ITokazaHo e, ue HaHO-npaxbT 0T BaAl,O4 ¢
BHCOKO-¢()EKTHBCH KaTaM3aTOp Ha KOHACH3alMOHHATa peakuus Ha Knoevenagel Mexxny MaJIOHUTPUI U OeH3aIIexXug
¢ pehiryke Ha paszTBoputens (eTaHoi). M3ciienBaHO € BIMSHHETO Ha KOHICHTPALMATA Ha KaTalu3aTopa, TeMIieparypaTa
U Pa3TBOPUTEJIS BBPXY PEaKLUsiTa.
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Preparation and optical properties of colloidal europium(l1l) diphenanthroline nitrate
hydrate
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Preparation and optical properties of [Eu(phen)2](NOs)s'xH20 colloids with potential application as an attractive UV
sensor is discussed depending on preparation conditions. Excitation / luminescence spectroscopy, UV-Vis spectroscopy
and AFM — microscopy including roughness analysis are used to characterize the hybrid colloidal microparticles.
Luminescence / excitation spectroscopy confirms formation of red emitting hybrid Eu(lll) luminescence centers with
site symmetry Cy, or lower during preparation. A strong energy transfer from the organic ligand to europium at 350 nm

excitation is demonstrated.

Key words: Sol-Gel, Europium, Hybrid Composites, UV sensor.

INTRODUCTION

Sol-gel technology is a powerful method for
preparation of hybrid materials at room
temperature. By variation of synthesis conditions
different kinds of amorphous or nanocrystalline
materials such as hybrid composites, thin films,
xerogels or aerogels can be obtained. The strong
luminescence of hybrid materials which contain
lanthanide complexes incorporated in sol-gel
networks, is based on an efficient energy transfer.
These hybrid composite materials usually contain
two components — amorphous or nanocrystalline
matrix /sol-gel silica or zirconia/ and an optical
active complex. Often, rare earth ion complexes are
used as an optical active component due to their
strong pure emission: Eu®** (615 nm), Tb** (540
nm), Ho%*" (540 nm), Sm** (590 nm) [1-4].

Lanthanide complexes, however, display some
disadvantages which have to be compensated for
during sol-gel preparation by wvariation of pH,
temperature and drying conditions. Many
lanthanide complexes have very low solubility and
low kinetic stability in solid matrices, thus the
optical properties of the obtained complexes
strongly depend on the preparation procedure
which concerns the optical properties of
SiOz:[Eu(ntac)s][pphendcn] [1-3]. As it was
previously described in our prior studies, we
proposed a new method for functionalization of

* To whom all correspondence should be sent:
E-mail: sgutzov@chem.uni-sofia.bg

Eu®** doped silica nanoparticles with 1,10-
phenantroline with a quantum efficiency of 20-40%
[1]. The concept of this method was to replace the
doping procedure of the complex by a surface
functionalization of inorganic oxides, containing
lanthanide ions, as SiO,: Eu or ZrO;: Eu. The
organic ligands (e.g. 1, 10 — phenanthroline) can be
used as surface functionalization agents for in situ
formation of complexes. Thus, by applying the
method of surface functionalization of europium
doped silica microparticles we achieved a high time
stability and improved the luminescent properties
of the prepared material SiO.:[Eu(phen)2](NOs)s [1
-9].

A third way for preparation of hybrid sol-gel
composites is by incorporation into silica or
zirconia matrices of functionalized microparticles
containing rare earth ions with a high quantum
yield [5-8]. Appropriate materials for such an
incorporation could be microparticles containing
Eu(phen)2(NO3);xH,O because of the excellent
optical properties of this complex. Such approach,
however, requires physico-chemical
characterization of colloidal Eu(phen),(NOs)s'xH.O
materials, but also additional efforts for obtaining
reproducible results.

The aim of this contribution is to obtain
reproducible colloidal [Eu(phen);](NOs)s'xH20
microparticles starting from Eu.Os and to describe
their optical properties depending on the
preparation strategy in the framework of
preparation and characterization of high-quantum
yield hybrid materials.
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EXPERIMENTAL

The preparation of red emitting Eu(NO3)3.xH20
microparticles functionalized with 1,10-
phenanthroline was performed in several steps
(figure 1). First, a 0.57 M solution with pH = 2-3
was prepared using Eu,0s as precursor and HNO;
at 40-50 °C. After that, 10 ml of EtOH was added to
10 ml of the initial 0.57 M aqueous solution of
Eu(NOs)s. The so formed solid Eu(NO3)s'xH>O was
dried at that temperature for 1 h. After this the solid
Eu(NOs)s'xH,0 was dissolved in EtOH. The next
step of the preparation of the colloidal solution was
to add a mild alkalizing agent — 450 ul of 0.14 M
EtOH solution of NHs. Note that this colloidal
solution does not display visible red emission even
after excitation with UV light. To achieve a strong
red emission at UV light excitation the colloidal
Eu(NOs)s'xH,O solution was impregnated with
EtOH solution of 1.1 M 1,10-phenanthroline for 48
h under constant stirring at room temperature.

The impregnation procedure was done in excess
of 1,10-phenanthroline in neu/Npnen=9.4:103. The
final  concentration of europium in the
functionalized solution was c;=0.01 M.

As a result of the ammonia addition, the
composition of the so prepared colloidal particles
could be Eu(OH)x(NOs)sx. The functionalization
with 1,10-phenanthroline leads to a formation of
[Eu(phen)2](OH)«(NOs)s.«. According to general
chemical considerations, and the chemistry of
[Eu(phen)](NOs)s,  the  transformation  of
[Eu(phen)](OH)«(NOs)s.x  with time to the
thermodynamically stable [Eu(phen)2](NOs);xH,0
is very probable [5-8]. The exact microcomposition
determination, however, needs additional
investigations, which will be published in a next
contribution.

In a second scheme, Eu,Os micropowders were
used instead of Eu(OH)x(NOs)s.« microparticles, but
the functionalization conditions remained the same.
The resulting sol did not luminesce, which means
that the process of functionalization has not been
successful. This means that the ammonia addition,
which led to the formation of Eu(OH)x(NOs)s
microparticles, is an important step in the
functionalization process.

A Varian Cary Eclipse spectrophotometer was
used  for  excitation/luminescence  spectra
measurements of the sol at room temperature.
Room temperature UV/Vis absorption spectra of
solutions were measured on a Perkin Elmer
Lambda 35 spectrophotometer. The Eu content in
all prepared samples was checked using an LA-
ICP-MS unit.

10 ml 0.57 M Eu(NO,),

10 ml EtOH

Solid Eu(NO,);.xH,0

8 ml EtOH
¢,=0.71 M

450 pl 0.14 M NH,
€,=0.67 M

EtOH solution of 1.1 M
1,10-phenanthroline
| ¢;=0.01 M

Fig. 1. Preparation of colloidal solution of
[Eu(phen);](NO3)sxH20. The calculated Eu
concentration is given in the different steps of
preparation.

The sample preparation for AFM imaging
involved a deposition of colloidal solution of
Eu(OH)x(NOs)sx or [Eu(phen)2](NOs)3'H.O on
freshly cleaved mica surface. Freshly cleaved
guadratic mica Grade V-4 Muscovite (Structure
Probe Inc. / SPI Supplies, West Chester, PA) with
sizes 10x10 mm glued to the metal pads were used
for the deposition of about 100 uL of colloidal
solution. Then the samples were left for 10 min and
were gently blown with a flow of nitrogen gas to
dry out. AFM imaging was performed on the
NanoScopeV system (Bruker Inc.) operating in
tapping mode in air at room temperature. We used
silicon cantilevers (Tap 300 Al-G, Budget Sensors,
Innovative solutions Ltd, Bulgaria) with 30 nm
thick aluminum reflex coating. According to the
producer’s datasheet the cantilever spring constant
was in the range of 1.5-15 N/m and the resonance
frequency was 150 = 75 kHz. The tip radius was
less than 10 nm. The scan rate was set at 1 Hz and
the images were captured in height mode with
512x512 pixels in a JPEG format. Subsequently, all
the images were flattened by means of Nanoscope
software.

RESULTS AND DISCUSSION

In Figure 2, absorption, excitation and
luminescence spectra of the prepared colloidal
[Eu(phen)2](NO3);xH>O are shown. The absorption
spectrum shows peaks at 231 nm (strong), 265 nm

817



S. Gutzov et al.: Preparation and Optical Properties of Colloidal Europium(I11) Diphenanthroline Nitrate Hydrate

(strong), 324 nm (weak) and 350 nm (shoulder).
The absorption peaks of the colloidal
[Eu(phen)2](NO3);xH,0 in this study are close to
those of the SiOz: [Eu(phen);]J(NOs)s and ZrO;:
[Eu(phen)2](NOs)s [1-3]. More details about the
optical properties of this complex are given in [5].

There are significant differences in the

excitation spectrum of colloidal
[Eu(phen)2](NOs)s'xH>O compared to that of bulk
[Eu(phen)2](NOs);s or hybrid sol-gel materials
containing  [Eu(phen)2](NOs)s. In the excitation
spectra of [Eu(phen)2](NOs)sxH20, only one sharp
excitation band at 350 nm is visible and it is in
agreement with the absorption spectra shoulder at
the same wavelength. The excitation channels at
A<330 nm are closed in the case of colloidal
solution (figure 2).
In the excitation spectra of the bulk polycrystalline
powders a broad excitation window down to 270
nm has been described [1]. In the excitation spectra
of ZrOz:[Eu(phen)z](N03)3, SiOzZ
[Eu(phen)2](NOs)s a broad band between 270 nm
and 370 nm, also centered at 350 nm [1-3] has been
detected. In this way the as prepared colloids could
be an attractive sensor for 350 nm radiation. The
differences in the excitation spectra of bulk and
colloidal [Eu(phen)2](NO3)sxH20 require
additional theoretical and experimental
investigations.

The absorption and excitation spectrum in fig. 2
confirms the occurrence of a strong energy transfer
in the colloidal [Eu(phen),](NOs)s'xH-O solution,
where the excitation energy is absorbed by the 1,10
— phenanthroline molecule (T:1 level, 265 nm)
followed by inter-system crossing (ISC) to the S;
level at 350 nm and transfer to the °D, term of the
Eu® ion [5,9,10].

The luminescence spectrum of the colloidal
[Eu(phen)2](NOs)s'xH>O solution consists of a
strong red emission, coming from the well-known
Eu®* *Do—'F; electronic transitions. We detected
one peak in the region of the *Do—'F, transition
(582 nm), two lines in the region of the *Do—'F4
transition (594 nm), one peak in the region of the
’Do—'F, transition (615 nm), one weak peak at 650
nm (*Do—'F3) and two lines in the *Do—'F4
transition (684 nm and 700 nm) using second
derivative luminescence spectrum analysis. The
results of luminescence spectra — structure analysis
suggest a site symmetry Cyy or lower of europium
ions [11-13]. The spectra — structure analysis
results in this study are in agreement with our
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recent results, which suggests that the most
probable site symmetry in the case of
ZrOz:[Eu(phen)2](NOs)s, SiO2: [Eu(phen)z](NOs)s
and bulk [Eu(phen)2](NOs)s is Cav or D, [11-13].
The  °Do—'Fo transition in colloidal
[Eu(phen)2](NOs)sxH,O, however, shows a site
symmetry lowering and / or a change of chemical
surroundings.

In the luminescence spectrum of colloidal
[Eu(phen)2](NO3);xH>0 a weak blue emission with
maximum at about 420 nm, coming from the 1,10 -
phenanthroline ligand is visible, which is close to
the blue luminescence described in our recent
contribution [2,14].

The morphology of the films from nanoparticles
deposited on freshly cleaved mica surface was
investigated by Atomic Force Microscopy (AFM).
Typical topographical images of non-functionalized
Eu(OH)x(NOs)sx and functionalized with 1,10 —
phenanthroline [Eu(phen);]J(NOs)s'xH.O films are
depicted in figures 3A+C and figures 3D=+F,
respectively where the significant differences in
topography of the obtained films are easily
detectable. In figures 3A+C are presented typical
AFM  height images of non-functionalized
Eu(OH)x(NOs)s« films where the height images are
presented in 2D- (figure 3A) and 3D- format (figure
3C) and also images of functionalized with 1,10 -
phenanthroline Eu (OH)x(NO3)s.x films (figures 3D,
F). The images are accompanied with sections
across the films’ surface presented in figure 3B and
figure 3E, respectively. The films from non-
functionalized Eu(OH)x(NOs)s-x have relatively flat
morphology. Only few individual 3D-structures
(white spots in figure 3A) with heights of about
25+40 nm which are spread irregularly on the film
surface can be observed. On the contrary, the films
obtained from [Eu(phen),](NOs)sxH>O exhibit a
granule-like pattern and are composed of
heterodisperse nanoparticles with different shapes
and sizes in the range of 40 nm to more than 100
nm.

The roughness analysis of the height AFM
images also showed a profound difference in the
film structure. It gives reasoning for various non-
functionalized Eu(OH)x(NOs3)sx films. The main
roughness Ra value is 4.5 nm, while for
functionalized [Eu(phen);](NOs)s'xH-0 it is more
than 6 times bigger, i.e. Ra= 31 nm.
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Fig. 2. Optical spectra of [Eu(phen)2](NQOs)s'xH20 colloidal solutions. Luminescence spectrum at 355 nm
excitation (3) and excitation spectrum monitoring the 615 nm transition (2) are displayed. The ’Do—’F; emission
transitions of Eu®* ion are denoted as 0-1, 0-2, 0-3 and 0-4. The Eu — concentration is 5:10° mol/l in absorption
spectra measurements (1) and 0.01 mol/l in excitation / luminescence spectra measurements (2,3).
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Fig. 3. AFM images of non-functionalized Eu (OH)x(NOs)sx and functionalized with 1,10 - phenantroline
[Eu(phen)2](NO3)s-xH,0 films. (A) 2D height image of non-functionalized Eu (OH)x(NOs)s« film with the scanning
XV area 5x5 pm? and the z-range z=50 nm; (B) Cross-section of image (A); (C) 3D height image of the same non-
functionalized Eu (OH)x(NO3)sx film; (D) 2D height image of functionalized with 1,10-phenantroline
[Eu(phen)2](NO3)s'xH20  film with the scanning XV area 5x5 um? and the z-range z=200 nm; (E) Cross section of
image (E); (F) 3D height image of the same functionalized with 1,10 - phenantroline [Eu(phen)2](NO3)s xH,O film.
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CONCLUSIONS

In the present article we demonstrate a
promising  sol-gel technique for colloidal
preparation of a red emitting sol containing
[Eu(phen)2](NO3)sxH,O with potential application
as an attractive UV sensor. The preparation
procedure is based on intermediate formation of
Eu(OH)x(NO3)sx microparticles. The most
probable symmetry of the Eu®* ion in the hybrid
colloidal microparticles is Cy, or lower. A strong
energy transfer from the organic ligand at 350 nm
excitation is demonstrated. There are differences in
the optical properties of colloidal
[Eu(phen)2](NO3)sxH,0O, compared to that of bulk
[Eu(phen)2](NOs)s. AFM height images of non-
functionalized Eu(OH)x(NOs)sx films exhibit
relatively flat morphology with a small number of
individual 3D-structures with irregular shapes and
sizes of about 25+40 nm, while the films from
[Eu(phen)](NOs)sxH,O  are  composed  of
nanoparticles with sizes in the range of 40 + 100
nm.
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[IPUT'OTBSAHE U OIITUYHU CBOMCTBA HA KOJIOMJIEH EBPOITMEB (III) HUTPAT
JUOEHAHTPOJIMH XUAPAT

C. I'yuos! *, I1. Crosinosa!, K. banames?, H. Jlanuosal, C. CtosiHOB?

Kameopa no gusuxoxumus, Coguiicku ynueepcumem ,, Ce. Knumenm Oxpudcku”, @axyimem no xumus u gpapmayus
oya. . Bayuep Nel, 1164 Coghus, Bvacapus
2Kameopa no opaanuuna xumus, Coguiicku ynusepcumem ,, Ce. Knumenm Oxpudcku”, @axyrmem no xumus u
Gdapmayus ", oya. [owc. Bayuep 1, 1164 Cogus, bvreapus
ITonmydena Ha 6 aBryct 2014 r., peBusupana Ha 25 nHoemBpu 2014 1.

(Pesrome)

JluckyTHpaHa ¢ Bph3KaTa MEKIY YCIOBHSA 3a MONy4YaBaHE M ONTHYHH CBOMCTBA HA KOJOWIHU MUKPOYACTHUIIM ChHC
cberaB [Eu(phen)2](NO3)s.xH20 ¢ moTeHmManHo NPUIIOKEHHE KAaTO JIYMHHECHEHTHH CEH30PH 3a YITPaBHOJIETOBO
abucHHe. XWUOPUIHHUTE KOJOMIHH MHKPOYACTHIM Ca OXapaKTepusdpaHW C MOMOLITA Ha IJIyMHHECIEHTHA
CIIEKTPOCKONHUSI U CHEKTPH Ha BB30YXKIaHE, YIATPABHOJIETOBA CIEKTPOCKONMSA M aTOMHO-CHJIOBA MHKPOCKOIIHS.
M3non3BanuTe CHEKTPOCKONICKA METOIH JOKA3BaT, Ye CHMETPHUTA HA €BPOIMEBHS HOH B MONYYCHUTE MATEPHAIH C
WHTEH3MBHA YepBeHa iymuHecueHuus ¢ Coyv. HabnonaBau e edekrrBeH eHeprieH TpaHcep OT OPraHUYHUTE JTUTAH K
KBbM eBpomnueBus ioH npu 350 nm.
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Application of cyclic voltammetry for determination of the mitochondrial redox
activity during subcellular fractionation of yeast cultivated as biocatalysts
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In this study, cyclic voltammetry is proposed as an alternative method for determination of mitochondrial
localization during subcellular fractionation of Candida melibiosica 2491 yeast cultivated under polarization. The
obtained electrochemical activity of the fractions is compared to the determined cytochrome c activity in the presence

and absence of rotenone.

Keywords: yeast-based biofuel cell; mitochondrial electrochemical activity; cytochrome c oxidase.

INTRODUCTION

Mitochondria play a crucial role in eukaryotic
cellular bioenergetics. Most eukaryaotic cells rely on
mitochondrial oxidative phosphorylation as the
major pathway for synthesis of adenosine
triphosphate (ATP) — the main energy source for
the cellular metabolism. Recent advances in the
proteomic analyses provide important information
about the mitochondrial function, as well as the
species and tissue specificity of mitochondrial
protein composition [1-3]. However, the precise
mechanisms, by which mitochondrial respiration
and ATP synthesis are controlled in the cells, are
still not completely understood [4]. Besides
elucidation of these mechanisms, in recent years
there has been an increase in research of
mitochondria, concerning their involvement in cell
aging or apoptosis [5, 6]. A key technique used is
the subcellular fractionation, by which the cellular
proteins are separated into defined enriched
subcellular fractions. In most cases, the protocols
for purification of mitochondrial fractions are based
on disruption (homogenization) of the intact cells or
tissue samples followed by consecutive differential
and density gradient centrifugation of the cell
homogenate [7, 8]. The purity of the obtained
mitochondrial fractions is usually demonstrated by
enzymatic marker detection assay, most often by a
cytochrome c¢ oxidase (COX) assay [9, 10].
Although the COX activity is wide-accepted as a
primary marker for localization of intact

* To whom all correspondence should be sent:
E-mail: jolinahubenova@yahoo.com

mitochondria in isolated subcellular fractions, some
complications connected with the isolation
procedure [11-13], rearrangement of light and
heavy mitochondria in different subcellular
fractions [14] and fast electron transport from the
ferricytochrome ¢ to the oxygen may compromise
the data acquisition and interpretation.

In this paper, we propose an alternative
approach for determination of mitochondria
localization in subcellular fractions, based on the
measurement of their electrochemical activity in the
presence and absence of specific mitochondrial
inhibitor. The presented results, obtained by means
of cyclic voltammetry (CV) carried out with
subcellular  fractions isolated from Candida
melibiosica 2491  yeast, cultivated under
polarization conditions in biofuel cell in the
presence and absence of rotenone, are compared
with data collected by colorimetric COX activity
assay.

EXPERIMENTAL

Cultivation of Candida melibiosica 2491 in biofuel
cell

C. melibiosica 2491 yeast cells were cultivated
in the anodic compartment of double-chamber
biofuel cell. The yeast was suspended in 50 ml of a
YPs, sterile medium previously determined as
optimal [15]. The quantity of yeast inoculum was
unified by adjusting its optical density ODsy to
0.670. 0.1M K;s[Fe(CN)g)] in PBS, pH 7, served as
a catholyte. The biofuel cell compartments were
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connected with a salt bridge to avoid any possible
mixing of the anolyte and the catholyte. Pieces of
carbon felt (SPC-7011, 30 g/m?, Weibgerber GmbH
& Co. KG) with a rectangular shape (4 x 4 cm)
were used as both anodes and cathodes. The
cultivation was carried out in a thermostat at 28°C
on an orbital shaker at 100 rpm in the presence and
absence of 30uM rotenone (Sigma-Aldrich:
R8875). The yeast suspension was cultivated in a
batch-regime under constant polarization by
switching on 1 kQ load resistor.

Subcellular fractionation

Two ml of anolyte from yeast suspension
cultivated in biofuel cells in the presence and
absence of rotenone were collected and centrifuged
at 5100 g for 5 min. After washing the cells with
PBS buffer (pH 6.8), the obtained yeast pellets
were re-suspended in homogenizing buffer,
consisting of 0.4 M sucrose, 50 mM Tris-HCI
(pH7.5), 3mM EDTA and 1mM PMSF, in
proportion 1:4, and disintegrated by sonication (5-
times, 10 s, in an ice-bath). The homogenates were
centrifuged at 1000 g for 10 min. After nuclei
removal, the supernatants were centrifuged at
3000 g for 5 min. The obtained supernatants in this
step were further centrifuged at 10000 g for 20 min.
The obtained pellets (Piooo) were mixed with
homogenization buffer and introduced on a freshly
prepared sucrose density gradient, composed of
overlayered 45%, 35% and 25% sucrose solutions.
The fractionation was carried out by centrifugation
at 13000g for 30 min. The sucrose density
fractions were collected and investigated for COX
activity and protein content. In parallel, the
fractions were analyzed by means of cyclic
voltammetry.

Specific cytochrome c oxidase activity

The COX activity was determined by means of
colorimetric assay, based on observation of the
decrease in absorbance at 550 nm of
ferrocytochrome ¢ caused by its oxidation to
ferricytochrome ¢ by cytochrome ¢ oxidase. The
substrate stock solution was freshly prepared from
cytochrome ¢ (Sigma 30398) in concentration
2.7 mg/ml and reduced prior to use by addition of
12 pl of 10 mg/ml sodium hydrosulfite. The
reaction mixture consisted of 0.25 % Triton X-
100/PBS (pH 6.8), 0.25 M sucrose, reduced
cytochrome ¢ (90:9:10) and 10 ul sample. The
absorption decay was recorded
spectrophotometrically at 550 nm during the first
10 sec of the reaction. The COX activity, defined as
1.0 pmol oxidized cytochrome ¢ per min at 25°C
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and pH 6.8, was estimated by the following
equation:

UnitS/mI = (AASSO/mln) X Vreact / Vsamp X 185

where AAsso/min = Asso/min (sample) - Asso/min
(blank); Vreact is the reaction volume in ml; Vsamp iS
the volume of sample in ml; 18.5 mM™ cm? is the
difference in millimolar absorptivity between
reduced and oxidized cytochrome c [16].

The specific cytochrome c oxidase activity is
presented as enzyme activity per milligram protein
(Units/mg). The protein content was determined by
using a modified Bradford method (Merck
1.10306.0500). The intracellular protein
concentration was estimated in mg/ml by using
BSA- calibration curve.

Electrochemical analyses

The electrochemical behavior of the yeast
fractions was investigated by means of cyclic
voltammetry (CV). The CV was carried out in a
three electrode arrangement, using Pt-wires as
working and counter electrodes and Ag/AgCl as a
reference electrode. PalmSens handheld
potentiostat/galvanostat was used for the analyses.
The potential was swept with a scan rate 10 mV/s.

The experiments were performed in duplicate.

RESULTS AND DISCUSSION

Yeast cells were harvested from the suspension
used as an anolyte in the biofuel cell and
fractionated by means of differential centrifugation
for gathering the cellular organelles. The organelle
enriched fractions were further fractionated by
sucrose density centrifugation, i.e. rearranged due
to the specific organelle density [17]. For
determination of the mitochondrial location during
this procedure, the COX activity of all obtained
fractions was analyzed (Fig. 1, solid columns). The
purification factor was expressed for the individual
step - the specific COX activity of the Pigooo
fraction was admitted as unit of measurement. The
highest specific activity was observed in 35%-
sucrose gradient fraction. The purification factor of
this fraction amounted to 0.9 and denoted as
mitochondrial fraction. The results show that the
most yeast mitochondria are situated in the fraction
with density 1.1513 g/cm®. The light mitochondria
were located in the 25% fraction, however the
purification factor was twice lower (0.4). The
negligible values of the determined COX activity in
the 15%- and 45%- fractions lead to the supposition
that these fractions do not contain mitochondria.
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In the presence of rotenone, the COX activity of
P1oooo Was lower with two orders of magnitude. As
an inhibitor of electron transport chain (ETC)
complex 1, the addition of rotenone to the yeast
suspension leads to dysfunction of the ETCs.
Having in mind that rotenone blocks the electron
passage from Fe-S centers of complex | to
ubiquinone (CoQ), the lower electron passage
between the ETC complexes leads to COX activity
deactivation (Fig. 1, sparse columns).
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rotenone.
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Fig. 2. Cyclic voltammograms of the organelle
enriched fractions (Pioo00) Obtained in the presence and
absence of rotenone compared to cytochrome c as a
standard.

In parallel, the electrochemical activity of the
organelle enriched fractions (Pigo0o) in the presence
and absence of rotenone was analysed by means of
cyclic voltammetry (Fig. 2). Two anodic peaks at
potentials 0.3 V and 0.7 V and one cathodic peak at
0.03V  were clearly observed on the
voltammograms in the case without inhibition. We
considered that the anodic peak at 0.7 V and the
cathodic peak at 0.03 V represent the oxidation and
reduction of cytochrome c. Fig. 2 clearly shows that
the rotenone addition significantly decreased the
redox activity of the fraction in comparison with
that of the same fraction without inhibitor.
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Fig.3. Cyclic voltammograms of the sucrose density
gradient fractions obtained from yeast cultivated in
biofuel cells: a) without inhibition; b) in the presence of
rotenone.

After establishing the differences in the peaks on
the CV in the presence and absence of inhibitor,
cyclic voltammetry was carried out with the sucrose
density fractions (Fig. 3). Identical to P1o00 anodic
peaks appeared on the voltammograms of the
fractions in the case without inhibition (Fig. 3a).
The observed electrochemical activity
demonstrated the presence of cytochrome c type
molecules. It was considered that the peaks
appeared at relatively low concentrations of the
protein (5 x 10° mol/1) as described by Brabec et
al. [18], corresponding to a catalytic reaction, in
which some of haemins of ferricytochrome ¢ were
reduced to haems. These haemins could be
regenerated by chemical oxidation of the haem
residues with oxygen [18]. The decreased current
height of the peaks (l,) of the 15 %, 25 %, and
45% fractions showed significantly lower
concentrations of redox components. At the same
time, the obtained peaks currents of the
mitochondrial fraction were much higher than those
of the rest fractions. The highest electrochemical
activity of the mitochondrial fraction overlaps the
determined highest COX activity.
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The electrochemical activity of the sucrose
density gradient fractions obtained from yeast
cultivated in the presence of rotenone was also
explored (Fig.3b). The current height of the
observed peaks of the 15 %, 25 %, and 45 %
fractions was 50 % lower in comparison with the
same fractions without inhibitor. The 35%
(mitochondrial) fraction, however did not express
the anodic peak at a potential of 0.3 V. As far as
rotenone is a  specific mitochondrial
NADH:ubiquinone oxidoreductase inhibitor, the
result reveals that this peak represents the activity
of the oxidoreductase reaction [19]. The lack of
anodic peak on the CV of the mitochondrial
fraction coincided with the significantly decreased
specific COX activity determined in the presence of
rotenone.

CONCLUSION

The results obtained in this study offer a new
fast approach for determination of the
mitochondrial localization during fractionation. The
conduction of cyclic voltammetry in the presence
and absence of rotenone definitely shows the
rearrangement of these organelles due to their
maximal (without) and at the same time minimal
(with inhibitor) redox activity. The cyclic
voltammetry could be applied as an alternative
method to the conventional enzymatic method for
determination of cytochrome ¢ oxidase activity.
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In the present study, CoB, NiB and CoNiB catalysts were dip-coated on carbon felt by borohydride reduction. The
morphology and the elemental composition of the synthesized coatings were characterized by scanning electron
microscopy and energy-dispersive X-ray spectroscopy. The electrocatalytic activity of the produced materials towards
hydrogen evolution reaction in neutral electrolyte was investigated by means of linear voltammetry and
chronoamperometry. The highest intrinsic activity was evaluated for the NiB catalysts.

Keywords: dip-coated catalysts, borohydride reduction, electrocatalytic activity, hydrogen evolution reaction,

neutral electrolyte.

INTRODUCTION

Over the past few years, bioelectrochemical
systems (BESs), such as microbial fuel cells
(MFCs) and microbial electrolysis cells (MECs),
have attracted an increasing attention as a novel and
promising approach for utilization of organic
materials in wastewaters for production of electrical
energy or valuable chemicals [1-3]. Hydrogen
production in MECs is considered as a main goal of
this strategy. Although laboratory-scale MECs
operate with high electrical energy efficiency at
applied voltages even below the theoretical
electromotive force of water electrolysis (1.23 V),
numerous challenges need to be faced before the
microbial electrolysis can achieve practical
implementation as a feasible hydrogen production
technology. Because all types of BESs are based on
the same microbial-assisted anodic reactions, the
major task for improving the MECs performance is
connected with a development of high catalytically
active and cost-effective cathodes [3,4]. The
replacement of the expensive platinum-catalyzed
cathodes with alternative precious-metal free
catalysts is one of the main strategies in the field.

Nickel-based materials have been extensively
studied as cost-effective cathodes for hydrogen
production in MECs [1,3,4]. Promising results have
been reported for the use of different stainless steel
and nickel alloys [5], commercially available nickel

* To whom all correspondence should be sent:
E-mail: mitovmario@mail.bg

and stainless steel powder supported on carbon
cloth [6], NiMo and NiW electrodeposited onto a
carbon cloth [7] or carbon felt [8]. Recently, we
have demonstrated that carbon supported NiFe-,
NiFeP- and NiFeCoP-nanocomposites possess high
catalytic activity towards HER in neutral and weak
acidic solutions and could be applied as cathodes in
MECs [9]. Jeremiasse et al. [10] reported NiFeMo
and CoMo alloys as possible HER catalysts in an
MEC around neutral and mild alkaline pH.

Nanofabrication is considered as a perspective
approach for producing efficient electrocatalysts
due to the fact that nanomaterials possess unique
chemical, structural and electrical properties [11].
In our previous studies [12, 13], it was established
that CoB nanoparticles, produced by borohydride
reduction, could be applied as an electrode material
in alkaline batteries due to their ability for
electrochemically reversible hydrogen absorption/
desorption.  An electrocatalytic  activity  of
electrodes prepared from NiB nanosized powders
towards HER and hydrogenation of some organic
compounds was also found [14-16].

In the present study, CoB, NiB and CoNiB
catalysts were dip-coated on carbon felt by
borohydride reduction. The morphology and the
elemental composition of the produced coatings
were characterized and their electrocatalytic
activity towards HER in neutral electrolyte was
evaluated and compared.
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EXPERIMENTAL

Cobalt- and nickel-containing coatings were
deposited on carbon felt (SPC-7011, 30 g/m2,
Weibgerber GmbH & Co. KG) by borohydride
reduction. 10% Co(NOs); and 10% Ni(NOs), or a
mixture of both solutions in a volume ratio of 1:1
were used as a metallic precursor, and 5% NaBH.
in 1% NaOH was the reducing agent. Prior to use
the carbon felt samples (round-shaped with
geometric area of 1.4 cm?) were sonicated in
ethanol:acetone 1:1 (v/v) mixture for 10 min and
then rinsed with DI water. The carbon felt was
subsequently immersed into the precursor and the
reducing solutions for 10 s and finally washed with
DI water. The dip-coating procedure was repeated
several times in order to produce substantial
catalyst loading. The prepared catalysts were heated
at 100 °C for 2 h to enhance the adhesion between
the coatings and the support [17]. The weight
difference before and after the deposition was used
to calculate the catalyst loading.

The morphology of the developed materials was
analyzed by scanning electron microscopy (SEM)
using JEOL 6300 microscope. In addition, the
elemental content of the coatings was analyzed by
energy-dispersive X-ray spectroscopy (EDS).

The electrocatalytic activity of the produced
materials towards hydrogen evolution reaction
(HER) in phosphate buffer solution (PBS, pH 7.0)
was explored by means of linear voltammetry (LV)
and chronoamperometry (CA). The electrochemical
examinations were performed in a three-electrode
cell by using PJT 35-2 potentiostat/galvanostat
(Radiometer-Tacussel) by  automatic  data
acquisition via IMT-101 electrochemical interface.
The investigated material was connected as a

working electrode; a platinum wire was used as a
counter electrode and Ag/AgCl (3M KCI) as a
reference electrode.

The LV was carried out in a negative direction
with a scan rate of 2 mV/s. Three subsequent scans
were performed for each sample and the third scan
was used for data analysis.  During
chronoamperometric measurements, the working
electrode was polarized from -0.6 V to -1.2 V (vs.
Ag/AgCl) for 10 min at each potential step and the
current response was recorded. The hydrogen
generation rate at each potential was calculated
from the coulombs, determined by integration of
areas under CA curves, applying the Faraday’s law.

RESULTS AND DISCUSSION

Production and characterization of CoB-, NiB- and
CoNiB-coated carbon felt

Preliminary experiments have shown that a
single dip-coating cycle with the Co-containing
precursor results in approximately double catalyst
loading in comparison with the use of Ni-
containing solution. The results reported hereafter
in the paper are obtained with catalysts produced by
20 repetitions of the dip-coating process with the Ni
precursor and 10 repetitions with the Co and mixed
Co-Ni solution. The estimated loadings of the
coatings, obtained as a result of the described
procedure, are 9.6, 9.7 and 5.8 mg/cm? for the Ni-,
Co- and CoNi-containing catalysts, respectively.
These results indicate that the presence of Ni in the
precursor  solutions suppresses the coating
deposition on the carbon felt, probably due to more
favorable implementation of the reduction process
in the solution volume than on the support surface.

Fig. 1. SEM images of the investigated materials: a) CoB; b) CoNiB; c) NiB. Magnification: x 1000 (top) and

x 25000 (down).
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SEM images of the developed materials taken at
different magnifications are presented in Fig. 1. The
carbon felt used consists of randomly dispersed
fibres with a diameter between 8 and 10 um [18,
191, which provides a large surface area. The SEM
observations show that rugged coatings are formed
from all applied precursors, which cover not only
the surface, but also the fibres in a depth of the
carbon felt. The thickness of the coated fibres
increases from ca. 15 um for the deposits produced
from Ni precursor to over 50 pum for those prepared
from Co-containing solution, suggesting a
preferential reduction of Co(ll) on the carbon
surface. The developed CoNi-coatings enlarge the
fibres’ diameter to ca. 30 um. The higher
magnification reveals that the Co-containing
deposits possess a flakes-like shape, while the Ni-
based ones have a more dense cauliflower-like
structure. The CoNi-coating structure resembles
that of Co-deposits, however, the inclusion of
nickel results in a decrease of the flakes size.

The obtained EDS-spectra of the investigated
materials confirm the presence of cobalt and nickel,
and also indicate an existence of boron in the
deposits (Fig. 2). These findings suggest that the
produced coatings consist of CoB and NiB
(nano)particles, as previously described [12,13,20].
Assuming this, the coatings obtained in this study
will be further denoted as CoB, NiB and CoNiB.
Besides the close molar percentages of Co and Ni
in the mixed precursor solution, the atomic ratio of
both metals in the produced CoNiB-deposits was
determined as 61.7:38.3. The enriched Co content
supports the supposition for preferential deposition
of Co(ll) on the carbon felt surface.

Electrocatalytic properties for HER in neutral
electrolyte

The electrochemical behavior of the produced
coated carbon felt samples in neutral PBS was
investigated by means of LV. Linear
voltammograms, presenting the performance of the
studied electrodes in the cathodic region of
potentials, are plotted on Fig. 3. The
electrocatalytic activity in respect to HER was
evaluated by the onset potential (Ve) needed to
initiate hydrogen production as a measure of the
relative overpotential [21] and the current density
obtained at -1.0 V (vs. Ag/AgCI). The values of
both guantities, derived from LVs, are summarized
in Table 1.

Table 1. Values of Ve and current density at -1.0 V
(vs. Ag/AgCI), derived from LVs.

| Ve cg:urrent

Materia ' ensity,

V (vs. Ag/AgCl) MA cm?2
NiB/C-felt -0.467 1.53
CoNiB/C-felt -0.551 1.40
CoB/C-felt -0.695 1.34
C-felt -0.762 0.14

The obtained results indicate that CoB possesses
the highest overpotential for HER among the
explored modified electrodes. The increase of the
Ni content in the deposits shifts the V. values in
positive direction, thus, the hydrogen production on
NiB electrodes starts at the lowest onset potential
-0.467V (vs. Ag/AgCl). The augmentation of
nickel also results in enhancing the hydrogen
current production rate, evaluated by the current
density at -1.0V (vs. Ag/AgCl). All dip-coated
electrodes exhibit lower overpotentials and HER
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rates with an order of magnitude higher than the
bare carbon felt.

03
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-1,5 —— NiB/C-felt
10 08 06 04 02
E (vs. Ag/AgCl), V
Fig.3. Linear voltammograms obtained with

investigated materials in PBS, scan rate 2 mV/s.

The catalytic properties of the studied materials
towards HER were more precisely evaluated by
chronoamperometric measurements [22],
performed in the potential range from -0.6 to -1.2 V
(vs. Ag/AgClI). The chronoamperograms recorded
at the highest cathodic potential applied are
presented in Fig. 4. The electric charge values,
obtained by integration of the areas under the
current-time plots, were used for estimation of the
hydrogen production rates at different potentials,
shown in Fig. 5a. In general, the obtained results
confirm the findings from the LV-studies that the
electrocatalytic activity of the dip-coated electrodes
surpasses that of the non-modified carbon felt. The
highest hydrogen production rates at all applied
potentials were achieved with the NiB/carbon felt
electrodes, exceeding over twice those obtained

1200
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with the CoB- and CoNiB-catalysts. In order to
evaluate the intrinsic electrocatalytic activity of the
explored materials, the hydrogen production rates
were normalized to catalyst loadings. The results,
presented in Fig. 5b, show that the co-deposition of
Co and Ni enhances the intrinsic activity in
comparison to that of CoB, however, the highest
values were achieved with NiB catalysts. Although
these values are lower than those previously
reported for Pd-Au/carbon felt electrodes [22], the
absence of precious metals and the easy production
by the dip-coating method supposes the NiB/carbon
felt as a promising cost-effective cathode material
for hydrogen production from neutral electrolytes,
i.e. in microbial electrolysis cells.

-34
— Cfelt
-4 —— CoB/C-felt
CoNiB/C-felt
—— NiB/C-felt

300 400 500 600
t,s

i, mA.cm?

Fig. 4. Chronoamperograms obtained with different
materials at a potential of -1.2 V (vs. Ag/AgCl) in PBS.
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Fig. 5. a) Hydrogen evolution rates at different applied potentials, estimated from chronoamperometric
measurements; b) Intrinsic electrocatalytic activity of the investigated dip-coated catalysts towards HER, expressed as a
volume of generated hydrogen per hour normalized to the weight of the deposits and geometric area of the support.
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CONCLUSION

Carbon supported CoB, CoNiB and NiB
catalysts can be produced by borohydride reduction
applying a dip-coating procedure. The -catalyst
loading increases with augmentation of Co in the
precursor solution. The intrinsic electrocatalytic
activity of the synthesized catalysts towards HER in
neutral electrolyte increases in the order CoB <
CoNiB < NiB. The achieved hydrogen production
rates suggest the NiB/carbon felt as a promising
cost-effective cathode material for hydrogen
production from neutral electrolytes.
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CHUHTE3 1 OXAPAKTEPU3UPAHE HA CoB-, NiB- U CoNiB- KATAJIU3ATOPU
OTJIOXKEHHM BbPXY BBIJIEPOJHO KEYE

M. 1. Muros ¥, E. i1. Yop6amkuiickal, JI. Han6anmuan?, 1. B. XyGeHosa3

Kameopa Xumus, FOz03anaden ynueepcumem ,, Heogpum Puncku”, Bnazoeszpad, Bvnzapus
2Jlabopamopus no neopzanuunu mamepuanu, Mucmunmym no Xumudnu npoyecy u eHepautinu pecypcu,
Hayuno-uszcnedoeamencku u mexnonozuuen yeumvp — Xenac, Tepmu-Conyn, 'vpyus
3Kameopa Buoxumus u Mukpobuonozus, Ilnosouecku Yuusepcumem, Ilnosous, Bvizapus

Ionyuena Ha 21 ronu 2014 r.; kopurupana Ha 10 centemspu 2014 r.
(Pesrome)

B Hacrosmiara paspaGorka, CoB, NiB u CoONiB xkaramusaTopu ca OTIOXEHH BBPXY BBIVIEPOJHO Kedue dYpe3
OopxuapuaHa peayKius. MopdoorusiTa 1 eJIeMeHTHHAT ChCTaB Ha CHHTE3MPAHUTE MOKPUTHS Ca OXapaKTepU3MpaHu
4Ype3  CKaHUpallla eJeKTPOHHA  MHKPOCKOINHUSI ¥ CHEpPTUIHO-AKMCIEPHOHHA  PEHTICHOBA  CIIEKTPOCKOIIHS.
EnexTpoxuMHYHATa aKTUBHOCT HA MPOU3BEACHUTE MaTEpUald MO OTHOIICHHWE KaTOAHOTO OTIEJsIHE Ha BOAOPO] B
HEyTpaJieH eJCeKTPOJIUT € H3Cle[BaHa dYpe3 JIMHEeiHAa BONTAMIEPOMETpHUS U XpoHoamrepomerpusi. Haii-rosisma
crenuduIHa aKTUBHOCT € ycTaHoBeHa 3a NiB karanuzatopu.
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Solvent-free one-pot synthesis of highly functionalized benzothiazolediamides via
Ugi four-component reaction
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4-Benzothiazol-2-ylamino-4-oxo-2-butenoic acid, prepared by reaction of 2-aminobenzothiazole and maleic
anhydride, is used as an acid component in Ugi reaction, under solvent-free conditions, to produce unsaturated o-
benzothiazoleamidodipeptides in good yields using a tandem sequence.
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INTRODUCTION

There has been tremendous interest in
developing highly efficient transformations for the
preparation of organic compounds and biologically
active materials with potential application in the
pharmaceutical or agrochemical industries from
commercially available compounds. There is also a
need for synthetic chemists to find new, efficient,
and strategically important processes, which are
environmentally benign and lead to greater
structural variation in a short period of time with
high yields and simple work-up procedures.
Significant advances have been made to chemical
processes to achieve the ultimate goal of hazard-
free, waste-free, and energy-efficient syntheses [1].
In this context, multicomponent reactions [2-7]
have played an important role in these processes
[8]. The Ugi four-component reaction (U-4CR) [9]
is one of the milestones in this field and great
efforts have been devoted to the exploration of the
potential of this transformation [10]. In the U-4CR,
a primary amine, an aldehyde, a carboxylic acid
and an isocyanide react simultaneously to afford
peptide-like structures in high diversity. Small
peptides (oligopeptides) are a group of omnipresent
compounds in medicinal chemistry. Among them,
compounds with various activities can be found
[11-17].  Thus, the  synthesis of o-
benzothiazoleamidodipeptides that mimic natural
dipeptides, is very attractive. In recent years several
modifications of the classical U-4CR have been
described. Such modifications include variations of
one of the components or the introduction of a
linkage between two of them [18], the use of
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polyfunctional building blocks [19, 20] and the
employment of non-classical starting units [21]. As
part of our continuing interest in isocyanide-based
multi-component reactions [22-24], we describe the
synthesis of a dipeptide mimetic library based on 4-
benzothiazol-2-ylamino-4-oxo-2-butenoic acid, as a
new acid component in the Ugi reaction under
solvent-free conditions in a tandem reaction
(Scheme 1).

EXPERIMENTAL
Apparatus and analysis

Amines, alkyl isocyanides, and ketones were
obtained from Merck and were used without further
purification.  4-Benzothiazol-2-ylamino-4-o0xo-2-
butenoic acid was synthesized by reaction of 2-
aminobenzothiazole and furan-2,5-dione. Melting
points were recorded on an Electrothermal-9100
apparatus. IR spectra were recorded with a
Shimadzu IR-460 spectrometer. *H- and *C-NMR
spectra were recorded with a Bruker DRX-300
Avance instrument using CDCI; as the deuterated
solvent containing tetramethylsilane as internal
standard, at 300 and 75 MHz, respectively; ¢ in
parts per million, J in Hertz. EIMS (70 eV): Mass
spectra were obtained with a Finnigan-MAT-8430
mass spectrometer, in m/z. Elemental analyses (C,
H, N) were performed with a Heraeus CHN-O-
Rapid analyzer.

General procedure for preparation of compound 1

A mixture of 2-aminobenzothiazole (0.30 g, 2
mmol) and maleic anhydride (0.20 g, 2 mmol) in 5
mL of CH3CN was stirred for 12 h at r.t. The yellow
precipitate was filtered and washed with cold
CH3CN. The product 1 was used in the next step
without further purification.
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General procedure for the preparation of
compounds 5

The carboxylic acid (1, 1 mmol) was added to a
mixture of amine (2, 1 mmol) and 0.5 ml (excess)
of ketone or aldehyde 3. Then, the alkyl isocyanide
(4, 1 mmol) was added. The mixture was stirred for

S O
(el
N

COOH

r.t.

—_—

solvent free

12 h at r.t. The volatiles were evaporated under
reduced pressure at 50 °C to leave a residue that
was purified by column chromatography (SiOy;
hexane/EtOAc 5:2) to afford pure desired products.

R2 R3

o) *Tl o)
S
N o)
5

+
+ N\ Ne
Rz)J\ Rs 5 R, R, Rs Yield (%)
a Et Me Me 92
3 4 b Bn Me Me 94
c "Bu Me Me 79
d Et Me Et 92
e Bn Me Et 90
f "Bu Me Et 80
g Et Et Et 87
h Bn Et Et 90
i "Bu Et Et 83
j Et (CH,)s 85
k Bn (CH2)5 82
| "By (CH,)s 78
m Et (CH,)4 87
n Bn (CHo)a 90
(0] nBU (CH2)4 75

Scheme 1. Ugi reaction of isocyanide and ketones in the presence of amines.

N1-(Benzothiazol-2-yl)-Na-(1-(cyclohexylamino)-2-
methyl-1-oxopropan-2-yl)-Ns-ethyl fumaramide
(52)

Light yellow solid; m.p: 160-163 °C; yield: 0.40
g ( 92%); IR (KBr): (vma/cm™) = 3365, 3173,
1637, 1543, 1435, 1266, 1180, 754; EI-MS: m/z
(%) = 442 (M*, 1.2), 294 (32), 231 (58), 211 (18),
168 (24), 148 (100), 29 (23); Anal. calcd. for
C23H30N40sS (442.57): C, 62.42; H, 6.83; N, 12.66;
Found: C, 62.58; H, 7.04; N, 12.98%; ! H NMR
(CDCl3): 6 = 1.16-1.97 (10 H, m, 5 CHy), 1.20 (3
H, t, 3J 6.9 Hz, CHs), 1.45 (6 H, s, 2 CH3), 3.54 (2
H, g, 3 6.9 Hz, CH2N), 3.79-3.82 (1 H, m, CH),
6.40 (1 H, d,%) 12.0 Hz, CH), 6.65 (1 H, d, 3] 12.0
Hz, CH), 6.86 (1 H, d, 3J 8.6 Hz, NH), 7.28-7.84 (4
H, m, 4 CH), 8.53 (1 H, br s, NH) ppm; 3C NMR
(CDCls): &6 = 17.1 (CHas), 25.2 (CH), 25.8 (2
CHa), 26.0 (2 CHy), 33.0 (2 CHy), 40.9 (CHy), 49.4
(CH), 63.1 (C), 120.9 (CH), 121.8 (CH), 123.7
(CH), 124.9 (CH), 127.1 (CH), 131.9 (CH), 139.4
(C), 147.6 (C), 158.9 (C=N), 163.1 (C=0), 167.4
(C=0), 174.3 (C=0) ppm.

N1-(Benzothiazol-2-yl)-Ns-benzyl-N4-(1-
(cyclohexylamino)-2-methyl-1-oxopropan-2-yl)
fumaramide (5b)

Light yellow solid; m.p: 180-182 °C; yield: 0.47
g (94%); IR (KBr): (vma/cm®) = 3347, 3127, 1655,
1635, 1550, 1266, 1173; EI-MS: m/z (%) = 504
(M*, 1), 355 (23), 273 (22), 231 (26), 168 (10), 148
(100), 91 (59); Anal. calcd. for CisH32N4O3S
(504.64): C, 66.64; H, 6.39; N, 11.10; Found: C,
66.89; H, 6.94; N, 11.73%;*H NMR (CDCls): & =
1.19-2.01 (10 H, m, 5 CHy), 1.56 (6 H, s, 2 CHs),
3.83-3.86 (1 H, m, CH), 4.78 (2 H, s, CH2N), 6.22
(1 H, d,3J 16.0 Hz, CH), 6.61 (1 H, d, *J 16.0 Hz,
CH), 6.66 (1 H, br s, NH), 7.36-7.86 (9 H, m, 9
CH), 8.61 (1 H, br s, NH) ppm; *C NMR (CDCly):
8 = 25.0 (2 CHa), 25.8 (2 CHy), 26.0 (CH>), 33.1 (2
CHz), 49.3 (CH:N), 50.3 (CH), 63.9 (C), 121.1
(CH), 122.8 (CH), 124.4 (CH), 124.8 (CH), 126.6
(2 CH), 126.9 (CH), 127.5 (C), 127.9 (CH), 129.3
(2 CH), 132.2 (CH), 138.1 (C), 148.1 (C), 158.9
(C=N), 163.2 (C=0), 168.2 (C=0), 174.0 (C=0)
ppm.
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N1-(Benzo[d]thiazol-2-yl)-N4-butyl-N4-(1-
(cyclohexylamino)-2-methyl-1-oxopropan-2-
yDfumaramide (5c)

Light yellow solid; m.p: 160-163 °C; yield: 0.37
g (79%); IR (KBr): (vmax/cm™) = 3382, 3214, 1782,
1659, 1543, 1252, 1183; EI-MS: m/z (%) = 470
(M*, 1.4), 320 (25), 239 (19), 231 (56), 168 (20),
148 (100), 57 (24); Anal. calcd. for CasH3aN4O3S
(470.24): C, 63.42; H, 6.83; N, 12.66; Found: C,
63.98; H, 7.24; N, 13.08%;*H NMR (CDCls): 6 =
0.93 (3H,t,%6.9Hz, CHs), 1.13-1.95 (14 H, m, 7
CHy), 1.62 (6 H, s, 2 CHs), 3.45 (2 H, t, % 7.2 Hz,
CH:N), 3.81-3.84 (1 H, m, CH), 6.48 (2 H, ABq, *J
12.1 Hz, Av 96.3 Hz, 2 CH), 6.85 (1 H, d, 3 7.8 Hz,
NH), 7.38 (1 H, t, % 7.3 Hz, CH), 7.46 (1 H, t, 3]
7.6 Hz, CH), 7.82 (1 H, d, 3J 7.3 Hz, CH), 7.85 (1
H, d, 8 7.6 Hz, CH), 10.95 (1 H, br s, NH) ppm;
13C NMR (CDCls): 6 = 12.9 (CHs), 19.1 (CHy),
23.9 (CHy), 25.1 (CH), 25.5 (2 CH3), 26.1 (2 CHy),
33.2 (2 CHy), 44.5 (CH), 495 (CH), 64.3 (C),
121.5 (CH), 122.0 (CH), 123.6 (CH), 125.1 (CH),
126.8 (CH), 130.8 (CH), 138.5 (C), 145.7 (C),
158.5 (C=N), 162.5 (C=0), 166.7 (C=0), 174.2
(C=0) ppm.

N1-(Benzo[d]thiazol-2-yl)-N4-(1-
(cyclohexylamino)-2-methyl-1-oxobutan-2-yl)-N4-
ethyl fumaramide (5d)

Light yellow solid; m.p: 229-230 °C; yield: 0.43
g ( 92%); IR (KBr): (vma/cm?) = 3410, 3207,
1665, 1557, 1432, 1244, 1174; EI-MS: m/z (%) =
456 (M*, 1.5), 330 (16), 306 (26), 231 (60), 225
(28), 182 (22), 148 (100), 29 (18); Anal. calcd. for
C24H32N4OsS (456.60): C, 63.13; H, 7.06; N, 12.27;
Found: C, 63.98; H, 7.54; N, 12.98%; ! H NMR
(CDClg): 6 = 0.93 (3 H, t,3] 7.3 Hz, CHjs), 1.20-
1.98 (10 H, m, 5 CH,), 1.24 (3 H, t, 3] 7.0 Hz,
CHs), 1.27 (2 H, q, ) 7.3 Hz, CH,), 1.58 (3 H, s,
CHs), 3.52 (2 H, g, J 7.0 Hz, CH;N), 3.78-3.84 (1
H, m, CH), 6.32 (1 H, d, 3] 12.1 Hz, CH), 6.68 (1
H, d, % 12.1 Hz, CH), 6.75 (1 H, d, 3J 7.3 Hz, NH),
7.38 (1 H,t,3) 7.5 Hz, CH), 7.48 (1 H, t, ] 8.0 Hz,
CH), 781 (1 H, d, %) 8.0Hz CH), 7.84 (1 H,d,?3J
7.5 Hz, CH), 11.96 (1 H, br s, NH) ppm; **C NMR
(CDCl3): 6 = 10.8 (CHs), 17.6 (CHz3), 24.8 (2 CHy),
25.3 (CHs), 25.5 (CH2), 26.0 (CH2), 32.5 (2 CHy),
41.7 (CH,), 50.1 (CH), 64.6 (C), 119.8 (CH), 121.8
(CH), 124.6 (CH), 125.8 (CH), 126.5 (CH), 131.6
(CH), 138.2 (C), 145.8 (C), 159.1 (C=N), 162.4
(C=0), 166.5 (C=0), 173.2 (C=0) ppm.
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Ni-(Benzo[d]thiazol-2-yl)-N4-benzyl-N4-(1-
(cyclohexylamino)-2-methyl-1-oxobutan-2-yl)
fumaramide (5e)

Light yellow solid; m.p: 179-181 °C; yield: 0.47
g ( 90%); IR (KBr): (vma/cm?) = 3337, 3118,
1645, 1624, 1540, 1256, 1163; EI-MS : m/z (%) =
518 (M*, 1.3), 392 (23), 368 (25), 287 (31), 231
(29), 182 (11), 148 (100), 91 (61), 29 (8); Anal.
calcd. for C9H34N4O3S (518.67): C, 67.15; H, 6.61;
N, 10.81; Found: C, 67.45; H, 7.01; N, 10.89%; * H
NMR (CDCls): 8 = 0.91 (3 H, t,3J 7.1 Hz, CHa),
1.11-1.93 (10 H, m, 5 CHy), 1.46 (3 H, s, CHs),
1.77 (2 H, q, % 7.2 Hz, CH), 3.73-3.76 (1 H, m,
CH), 4.65 (2 H, s, CHzN), 6.33 (1 H, d, 3J 16.0 Hz,
CH), 6.71 (1 H, d, 3J 16.0 Hz, CH), 6.86 (1 H, br s,
NH), 7.21-7.88 (9 H, m, 9 CH), 9.51 (1 H, br s,
NH) ppm; *C NMR (CDCls): § = 9.9 (CHs), 21.2
(CHs), 24.8 (2 CHy), 25.7 (CHy), 27.4 (CHy), 33.3
(2 CHy), 46.6 (CH2N), 50.3 (CH), 72.3 (C), 119.3
(CH), 121.8 (CH), 123.3 (CH), 124.5 (CH), 127.0
(CH), 127.9 (2 CH), 128.5 (2 CH), 130.8 (C), 134.5
(2 CH), 138.4 (C), 149.2 (C), 158.8 (C=N), 162.2
(C=0), 166.3 (C=0), 174.0 (C=0) ppm.

N1-(Benzo[d]thiazol-2-yl)-Ns-butyl-N4-(1-
(cyclohexylamino)-2-methyl-1-oxobutan-2-yl)
fumaramide (5f)

Light yellow solid; m.p: 170-172 °C; yield: 0.39
g (80%); IR (KBTr): (vma/cm™) = 3378, 3185, 1746,
1672, 1590, 1251, 1143; EI-MS: m/z (%) = 484
(M*, 1.5), 358 (18), 333 (27), 253 (38), 231 (51),
182 (23), 148 (100), 57 (21), 29 (10); Anal. calcd.
for C26H36N4038 (484.65)3 C, 64.43; H, 7.49; N,
11.56; Found: C, 63.95; H, 7.85; N, 11.23 %; ' H
NMR (CDCl3): & = 0.91 (3 H, t,%] 7.1 Hz, CHa),
0.94 (3 H,1,% 6.9 Hz, CH3), 1.10-1.95 (14 H, m, 7
CHy), 1.44 (3 H, s, CHs), 1.76 (2 H, g, %] 7.2 Hz,
CHy), 3.60 (2 H, t,%] 7.2 Hz, CH:N), 3.81-3.84 (1
H, m, CH), 6.48 (2 H, ABq,3J 12.1 Hz, Av 96.3 Hz,
2 CH), 6.86 (1 H, d,%J 7.8 Hz, NH), 7.38 (1 H, t, 3J
7.3 Hz, CH), 7.46 (1 H, t, 3J 7.6 Hz, CH), 7.82 (1
H, d, % 7.3 Hz, CH), 7.85 (1 H, d, %] 7.6 Hz, CH),
10.93 (1 H, br s, NH) ppm; C NMR (CDCls): § =
9.5 (CH3), 13.6 (CH3), 20.1 (CHy), 24.2 (CHy),
25.1 (2 CHy), 25.7 (CH3), 26.1 (CH2), 29.5 (CHy),
33.2 (2 CHy), 44.5 (CH:N), 49.8 (CH), 70.3 (C),
121.4 (CH), 122.2 (CH), 123.5 (CH), 125.6 (CH),
126.9 (CH), 130.7 (CH), 138.5 (C), 146.3 (C),
159.3 (C=N), 163.5 (C=0), 165.7 (C=0), 174.1
(C=0) ppm.
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N1-(Benzothiazol-2-yl)-Na-(3-
(cyclohexylcarbamoyl)pentan-3-yl)-Na-
ethylfumaramide (5g)

Light yellow solid; mp: 160-163 °C; yield: 0.43
g (87%); IR (KBr): (vma/cm™) = 3380, 3187, 1742,
1674, 1592, 1257, 1148; EI-MS: m/z (%) = 470
(M*, 1.1), 344 (17), 320 (25), 239 (36), 231 (49),
196 (21), 148 (100), 29 (19); Anal. calcd. for
C25H34N4OsS (470.63): C, 63.80; H, 7.28; N, 11.90;
Found: C, 64.08; H, 8.78; N, 12.28%; 'H NMR
(CDCl3): 6 = 0.89 (6 H, t, %) 7.2 Hz, 2 CH3), 1.08-
1.97 (10 H, m, 5 CH,), 1.31 (3 H, t, ] 6.7 Hz,
CH3), 1.77 (2 H, q, %) 7.3 Hz, 2 CHy), 3.50 (2 H, q,
3] 6.7 Hz, CH:N), 3.79-3.81 (1 H, m, CH), 6.18 (1
H, br s, NH), 6.56 (2 H, ABq, ®J 12.5 Hz, Av 139.0
Hz, 2 CH), 7.37-7.87 (4 H, m, 4 CH), 11.51 (1 H,
br s, NH) ppm; C NMR (CDCl3): 6 = 11.8 (2
CHa), 17.6 (CHa), 25.8 (2 CH,), 26.1 (CH,), 30.6 (2
CHy), 33.5 (2 CHy), 40.9 (CH,), 49.3 (CH), 67.6
(C), 120.5 (CH), 122.1 (CH), 124.7 (CH), 124.8
(CH), 126.7 (CH), 131.5 (CH), 138.4 (C), 145.7
(C), 158.6 (C=N), 163.4 (C=0), 166.4 (C=0),
172.4 (C=0) ppm.

N1-(Benzo[d]thiazol-2-yl)-Ns-benzyl-Na-(3-
(cyclohexylcarbamoyl)pentan-3-yl)fumaramide (5h)

Light yellow solid; m.p: 183-185 °C; yield: 0.48
g (90%); IR (KBr): (vma/cm™) = 3340, 3125,
1658, 1629, 1540, 1262, 1175; EI-MS: m/z (%) =
532 (M*, 1.5), 406 (25), 382 (22), 301 (20), 231
(28), 196 (12), 148 (100), 91 (58), 29 (15); Anal.
calcd. for CsoHssN4O3S (532.7): C, 67.64; H, 6.81;
N, 10.52; Found: C, 67.04; H, 6.92; N, 10.32 %; !
H NMR (CDCls): &6 = 0.93 (6 H, t, %) 7.2 Hz,
2CH3), 1.19-2.02 (10 H, m, 5 CHy), 1.76 (4 H, t,%J
7.3 Hz, 2 CHy), 3.83-3.86 (1 H, m, CH), 4.78 (2 H,
s, CHzN), 6.22 (1 H, d,3J 16.0 Hz, CH), 6.61 (1 H,
d, 3J 16.0 Hz, CH), 6.66 (1 H, br s, NH), 7.36-7.86
(9 H, m, 9 CH), 8.72 (1 H, br s, NH) ppm; 3C
NMR (CDCls): 6 = 10.4 (2 CHs), 24.9 (2 CHy),
25.8 (2 CHy), 26.0 (CHy), 33.1 (2 CHy), 49.3
(CH2N), 50.3 (CH), 745 (C), 122.1 (CH), 1245
(CH), 124.8 (CH), 124.9 (CH), 126.7 (2 CH), 126.9
(CH), 127.5 (C), 127.9 (CH), 129.4 (2 CH), 132.3
(CH), 138.2 (C), 149.1 (C), 158.9 (C=N), 164.2
(C=0), 168.3 (C=0), 174.1 (C=0) ppm.

Ni-(Benzo[d]thiazol-2-yl)-Na-butyl-N4-(3-
(cyclohexylcarbamoyl)pentan-3-yl) fumaramide
(51)

Cream powder; m.p: 165-167 °C; yield: 0.41 g
(83%.); IR (KBr): (vma/cm™) = 3370, 3185, 1740,
1672, 1590, 1253, 1143; EI-MS: m/z (%) = 498
(M*, 1.2), 372 (18), 348 (26), 267 (37), 231 (50),
196 (22), 148 (100), 57 (21), 29 (15); Anal. calcd.

for C27H33N4038 (498.68)3 C, 65.03; H, 7.68; N,
11.24; Found: C, 64.54; H, 7.86; N, 11.35 %; 'H
NMR (CDCls): 6 = 0.90 (6 H, t,3J 7.2 Hz, 2 CHs),
0.93 (3H,t,3]6.9Hz, CHs), 1.08-1.97 (14 H, m, 7
CHy), 1.75 (4 H, 1,3 7.2 Hz, 2 CHy), 3.50 (2 H, t,3]
6.7 Hz, CH2N), 3.79-3.81 (1 H, m, CH), 6.18 (1 H,
brs, NH), 6.58 (2 H, ABq, %] 12.5 Hz, Av 139.0 Hz,
2 CH), 7.37-7.87 (4 H, m, 4 CH), 11.45 (1 H, br s,
NH) ppm; C NMR (CDCls): § = 10.5 (2 CH3),
13.5 (CH3), 20.1 (CHy), 24.7 (2 CHy), 25.6 (CH>),
27.2 (2 CHy), 295 (CHy), 33.3 (2 CHy), 43.9
(CH2N), 49.5 (CH), 65.6 (C), 121.5 (CH), 122.0
(CH), 123.6 (CH), 125.1 (CH), 126.8 (CH), 130.8
(CH), 138.5 (C), 145.7 (C), 158.5 (C=N), 162.5
(C=0), 166.7 (C=0), 174.2 (C=0) ppm.

N1-(Benzothiazol-2-yl)-N.-(1-
(cyclohexylcarbamoyl)cyclohexyl)-Na-
ethylfumaramide (5j)

Light yellow solid; m.p: 167-169 °C; yield: 0.41
g (85%); IR (KBr): (vmas/cm®) = 3380, 3173, 1732,
1631, 1542, 1265, 1164; EI-MS: m/z (%) = 482
(M*, 1.8), 356 (15), 332 (24), 251 (30), 231 (58),
208 (18), 148 (100), 83 (17), 29 (16); Anal. calcd.
for CxH3aN4OsS (482.64): C, 64.70; H, 7.10; N,
11.16; Found: C, 64.93; H, 7.35; N, 11.03%; 'H
NMR (CDCl3): 6 = 1.12-2.20 (20 H, m, 10 CH,),
1.35 (3 H,t,%7.0Hz CHs), 371 (2H,q,% 7.0
Hz, CH:N), 3.79-3.82 (1 H, m, CH), 6.54 (2 H,
ABq,3J 12.2 Hz, Av 108.6 Hz, 2 CH), 7.05 (1 H, d,
8] 8.3 Hz, NH), 7.32-7.90 (4 H, m, 4 CH), 9.89 (1
H, br s, NH) ppm; ¥C NMR (CDCl3): 8 = 16.5
(CH3), 21.6 (2 CHy), 24.7 (2 CHy), 25.3 (CHy),
26.0 (CHy), 31.2 (2 CHy), 33.1 (2 CHy), 415
(CH2N), 50.2 (CH), 69.5 (C), 121.0 (CH), 1225
(CH), 123.9 (CH), 125.8 (CH), 127.7 (CH), 131.4
(CH), 134.9 (C), 144.9 (C), 158.9 (C=N), 162.5
(C=0), 166.1 (C=0), 172.6 (C=0) ppm.

Ni-(Benzo[d]thiazol-2-yl)-N4-benzyl-N4-(1-
(cyclohexylcarbamoyl)cyclohexyl)fumaramide (5k)

Light yellow solid; m.p: 187-189 °C; yield: 0.45
g (82%); IR (KBr): (vmax/cm™) = 3352, 3127, 1655,
1634, 1542, 1258, 1174; EI-MS: m/z (%) = 544
(M*, 1.1), 394 (25), 313 (20), 231 (28), 208 (15),
148 (100), 91 (57); Anal. calcd. for CsiH3sN4O3S
(544.71): C, 68.35; H, 6.66; N, 10.29; Found: C,
68.75; H, 7.11; N, 10.39%; *H NMR (CDCls): § =
1.09-2.35(20 H, m, 10 CHy), 3.74-3.77 (1 H, m,
CH), 4.35 (2 H, s, CH2N), 6.25 (1 H, d, 3J 16.0 Hz,
CH), 6.53 (1 H, d, 3J 16.0 Hz, CH), 6.85 (1 H, br s,
NH), 7.21-7.88 (9 H, m, 9 CH), 9.65 (1 H, br s,
NH) ppm; *C NMR (CDCls): 3 = 21.5 (2 CHy),
24.6 (2 CHy), 25.8 (CH2), 26.2 (CH>), 33.1 (2 CHy),
34.2 (2CHy), 47.8 (CH2N), 49.9 (CH), 69.2 (C),
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120.1 (CH), 121.8 (CH), 124.2 (CH), 124.6 (CH),
126.7 (2 CH), 126.9 (CH), 127.8 (CH), 129.2 (2
CH), 132.2 (CH), 135.3 (C), 138.4 (C), 149.5 (C),
158.8 (C=N), 162.9 (C=0), 165.6 (C=0), 173.7
(C=0) ppm.

N1-(Benzo[d]thiazol-2-yl)-N4-butyl-N4-(1-
(cyclohexylcarbamoyl)cyclohexyl)fumaramide (51)

Cream powder; m.p: 170-172 °C; vyield: 0.40 g
(78%); IR (KBr): (vms/cm™) = 3382, 3217, 1782,
1651, 1545, 1258, 1176; EI-MS: m/z (%) = 510
(M*, 1.6), 360 (24), 279 (19), 231 (58), 208 (22),
148 (100), 57 (26); Anal. calcd. for CasH3sN4O3S
(510.69): C, 65.85; H, 7.50; N, 10.97; Found: C,
66.13; H, 7.78; N, 10.82%;*H NMR (CDCls): 6 =
0.94 (3 H, t, %] 6.8 Hz, CH3), 1.11-2.22 (24 H, m,
12 CHy), 3.29 (2 H, t, 3] 7.2 Hz, CH:N), 3.65-3.68
(1 H, m, CH), 6.52 (2 H, ABq, 3J 12.1 Hz, Av 96.4
Hz, 2 CH), 6.93 (1 H, d, 3 7.8 Hz, NH), 7.36 (1 H,
t,3J 7.3 Hz, CH), 7.44 (1 H, t,%) 7.6 Hz, CH), 7.79
(1 H, d, 3 7.3 Hz, CH), 7.89 (1 H, d, %] 7.6 Hz,
CH), 10.75 (1 H, br s, NH) ppm; ®C NMR
(CDClg): 6 = 12.7 (CHs), 19.5 (CHz2), 20.9 (2 CHy),
24.7 (2 CHy), 25.0 (CH2), 25.6 (CH>), 26.2 (CHy),
30.3 (2 CHy), 33.2 (2 CHy), 43.8 (CH2N), 49.9
(CH), 68.9 (C), 120.3 (CH), 122.2 (CH), 123.8
(CH), 125.7 (CH), 127.8 (CH), 132.8 (CH), 138.6
(C), 148.8 (C), 158.8 (C=N), 163.5 (C=0), 164.7
(C=0), 173.7 (C=0) ppm.

Ni-(Benzothiazol-2-yl)-Na-(1-
(cyclohexylcarbamoyl)cyclopentyl)-Na-
ethylfumaramide (5m)

Cream powder; mp: 160-163 °C; yield: 0.43 g
(87%); IR (KBr): (vmaw/cm™) = 3371, 3174, 1734,
1634, 1543, 1262, 1167; EI-MS: m/z (%) = 468
(M*, 1.8), 342 (12), 319 (23), 237 (27), 231 (56),
194 (16), 148 (100), 29 (15); Anal. calcd. for
C2sH32N4OsS (468.61): C, 64.08; H, 6.88; N, 11.96;
Found: C, 64.38; H, 7.04; N, 12.08%; ! H NMR
(CDClg): 6 =1.23 (3 H, 1,33 7.0 Hz, CH3), 1.38 (4
H, t,3] 9.1 Hz, 2 CH,), 1.41-2.74 (14 H, m, 7 CH,),
3.51 (2 H, g, 3J 7.0 Hz, CH:N), 3.78-3.80 (1 H, m,
CH), 6.54 (2 H, ABq, 3J 12.2 Hz, Av 108.6 Hz, 2
CH), 7.01 (1 H, d, 3J 8.3 Hz, NH), 7.34-7.90 (4 H,
m, 4 CH), 11.91 (1 H, br s, NH) ppm; *C NMR
(CDCls): 6 = 19.2 (CHas), 25.1 (2 CH), 25.8 (2
CHy), 26.0 (CH,), 33.1 (2 CHy), 35.4 (2 CH,), 41.5
(CH), 49.3 (CH), 73.7 (C), 121.1 (CH), 1224
(CH), 123.8 (CH), 125.6 (CH), 127.8 (CH), 130.4
(CH), 1329 (C), 143.9 (C), 158.9 (C=N), 163.3
(C=0), 164.8 (C=0), 172.2 (C=0) ppm.
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N1-(Benzo[d]thiazol-2-yl)-N4-benzyl-N4-(1-
(cyclohexylcarbamoyl)cyclopentyl)fumaramide (5n)

Cream powder; m.p: 182-184 °C; yield: 0.48 g
(90%.); IR (KBTr): (vmax/cm™) = 3350, 3125, 1653,
1632, 1540, 1256, 1172; EI-MS: m/z (%) = 530
(M*, 1.2), 380 (22), 299 (25), 231 (29), 194 (12),
148 (100), 91 (54); Anal. calcd for CsoH3aN4O3S
(530.68): C, 67.83; H, 6.46; N, 10.56; Found: C,
67.85; H, 6.57; N, 10.73%; *H NMR (CDCls): § =
1.19-2.25 (18 H, m, 9 CH), 3.84-3.87 (1 H, m,
CH), 4.67 (2 H, s, CH2N), 6.13 (1 H, d,3J 16.0 Hz,
CH), 6.32 (1 H, d, 3J 16.0 Hz, CH), 6.89 (1 H, br s,
NH), 7.23-7.89 (9 H, m, 9 CH), 9.15 (1 H, br s,
NH) ppm; C NMR (CDCls): § = 24.8 (2 CHy),
25.3 (2 CHy), 26.0 (CH2), 33.1 (2 CHy), 354 (2
CHy), 46.6 (CH:N), 49.9 (CH), 72.1 (C), 121.2
(CH), 122.8 (CH), 124.4 (CH), 124.8 (CH), 126.6
(2 CH), 126.9 (CH), 127.5 (C), 127.9 (CH), 129.2
(2 CH), 132.2 (CH), 138.1 (C), 148.7 (C), 158.9
(C=N), 162.5 (C=0), 166.4 (C=0), 172.0 (C=0)
ppm.

N1-(Benzo[d]thiazol-2-yl)-N4-butyl-N4-(1-
(cyclohexylcarbamoyl)cyclopentyl)fumaramide (50)

Cream powder; m.p: 158-160 °C; yield: 0.37 g
(75%); IR (KBr):(vmax/cm™) = 3372, 3215, 1772,
1649, 1540, 1255, 1173; EI-MS: m/z (%) = 496
(M*, 1.5), 346 (24), 265 (18), 231 (58), 194 (21),
148 (100), 57 (25); Anal. calcd. for Ca7H3sN4O3S
(496.66): C, 65.29; H, 7.31; N, 11.28; Found: C,
64.93; H, 7.55; N, 11.35%; *H NMR (CDCls): & =
0.92 (3 H, t, ®J 6.8 Hz, CH3), 1.21-2.15 (22 H, m,
11 CHy), 3.35 (2 H, t, 3J 7.2 Hz, CHN), 3.80-3.83
(L H, m, CH), 6.43 (2 H, ABq, 3J 12.1 Hz, Av 96.3
Hz, 2 CH), 6.87 (1 H, d, 3J 7.8 Hz, NH), 7.38 (1 H,
t,3J 7.3 Hz, CH), 7.45 (1 H, t, 3 7.6 Hz, CH), 7.82
(L H,d 373 Hz CH), 7.86 (1 H, d, 3 7.6 Hz,
CH), 10.85 (1 H, br s, NH) ppm; *C NMR
(CDCl): 6 = 13.8 (CHa), 19.7 (CHy), 23.9 (CHy),
24.7 (2 CHy), 25.3 (2 CHy), 25.9 (CHy), 33.2 (2
CHy), 35.3 (2 CHy), 43.9 (CH:N), 50.1 (CH), 72.4
(C), 121.4 (CH), 122.1 (CH), 123.6 (CH), 125.2
(CH), 126.7 (CH), 131.8 (CH), 138.5 (C), 148.7
(C), 158.7 (C=N), 162.7 (C=0), 165.6 (C=0),
173.2 (C=0) ppm.

RESULTS AND DISCUSSION

The optimized reactant ratios were found to be
1.0 equiv. benzaldehyde, 1.0 equiv. benzamidine,
and 1.0 equiv. malononitrile in the presence of
potassium carbonate (20 mol %) in 3 ml of
aqueous ethanol (1:1, H,O-EtOH). The expected
4-amino-2,6-diphenyl-5-pyrimidinecarbonitrile
was produced in 90% vyield after 5 min at 40 °C
(Scheme 1).
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Structures of compounds 5a-50 were
characterized by IR, 'H-NMR and C-NMR
spectral data. The mass spectra of compounds 5a-
50 displayed molecular ion peaks at appropriate
m/z values. The IR and *H NMR spectra of 5a-50
exhibited three characteristic peaks NH moieties.
The 'H NMR spectra of 5a-50 exhibited two
doublets with 3J = 12-16 Hz, which confirms the
trans geometry for the carbon-carbon double bond.
The proton decoupled **C NMR spectra of 5a-50
showed four distinct resonances for C=0 and C=N
groups. For example, the IR spectrum of 5b
indicated two absorption bands (vmax = 3127, 3347
cmt) for NH stretching frequencies. The 'H NMR
spectrum of 5b in CDCl; showed a singlet (6 =1.56
ppm) for two identical methyl groups, a singlet (6 =
4.78 ppm) for methylene protons of the ArCH:N
moiety and two doublets (6 = 6.22, 6.61 ppm) with
3) = 16.0 Hz for the vinylic CH along with two
signals (8 = 6.66, 8.61 ppm) for NH protons. The
CH proton chemical shifts of double bond in some
of the products are close together and have created

ABq system. For example the *H NMR spectrum of
5¢ in CDCl; showed an ABq (8 = 6.48 ppm, 3J =
12.1 Hz, Av = 96.3 Hz) for the protons of CHs
double bond. The protons of phenyl groups for 5b
exhibited certain signals in areas (6 = 7.36-7.86
ppm). The ¥C-NMR spectrum of 5b showed 23
signals in agreement with the proposed structure.
Partial assignments of aromatic, C=N, carbonyl,
and cyclohexyl resonances are given in the
experimental section. Although the mechanistic
details of the above reaction are unknown, a
plausible pathway may be advanced to rationalize
product formation (Scheme 2). Presumably, the
imine 6 produced from the reaction between the
amine 2 and the oxo compound 3 is protonated by
acid 1 to generate intermediate 8. This intermediate
is attacked by the isocyanide 4 to afford 10, which
is attacked by the anion 9 to produce 11. The latter
would then undergo acyl transfer reaction to form
dioxolane derivative 12, which is converted to a-
benzothiazoleamidodipeptides 5 by ring opening.
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Scheme 2. Proposed mechanism for synthesis of 5
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CONCLUSION

In conclusion, we report a simple and highly
efficient one-pot approach to the synthesis of
complex a-benzothiazoleamidodipeptides  from
simple and readily available inputs without any
activation or modifications. The work-up procedure
is fairly simple and the products do not require
further purification. The advantage of the present
procedure is that the reaction is performed without
solvent by simple mixing of the starting materials.
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EJHOCTAUMHA CUHTE3A HA BUCOKO-®YHKIIMOHAJIHU BEH30THA30JI-
JMAMUJUN BE3 PA3TBOPUTEJI YPE3 UETUPU-KOMITIOHEHTHA PEAKIIMA HA UGI

®. lleiixonecnamu-dapaxanu 1, A.C. [llaxBenastu

2

Ylenapmamenm no xumus, Knon @upysxky, Hcasamcku yuueepcumem ,, Azao “, @upysxy, Upan
2lenapmamenm no xumus, Hcasmcku ynueepcumem ,, Azao“, Knon Hlaxp-e Peii, Hpan

Iocrenuna va 17 centemspy, 2014 r.; xopurupasa Ha 2 ssHyapy, 2015 r.

(Pesrome)

4-6eH30THA30I-2-U aMHHO-4-0KCO-2-0yTeHOBA KHCEIHMHA, MOJAYYeHA Ype3 peakius Ha 2-aMHHOOCH3THA30m H
MaJIeHHOB aHXWIPH]] € M3MOJI3BaHa KATO KHUCEJIWHEH KOMITOHEHT B peaknusta Ha UQi B ycimoBus 6e3 pa3TBopuTen 3a
MOJIy9aBaHETO Ha HEHACUTCHH 0-OCH30THA30JI-aMUI0IUNICTITHIN C TOOBP TOOUB.
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This study was designed to synthesize, characterize and evaluate the pharmacological activity of schiff base
derivatives of benzothiazepine. Purity of the synthesized compounds was ascertained by TLC and melting points were
determined by an open capillary tube method. The compounds were characterized by IR, NMR and mass spectroscopic
methods. Antidepressant activity of all synthesized compounds was evaluated by despair swim test using Sprague
Dawley Rats. Standard drug imipramine was used as the control. In the despair swim test, all synthesized derivatives
showed antidepressant activity. QSAR for the title compounds was performed using TSAR 3.3 software and results
were found satisfactory. These results are useful for the future investigations.

Keywords: Antidepressant activity, Despair swim test, QSAR, Sprague Dawley Rat.

INTRODUCTION

As estimated by WHO, depression shall become
the second largest illness in terms of morbidity by
another decade in the world; already one out of
every five women, and every twelve men have
depression. Not only adults, but two percent of
school children, and five percent of teenagers also
suffer from depression, and these mostly go
unidentified. Depression has been the commonest
reason why people come to a psychiatrist, although
the common man's perception is that all
psychological problems are depression [1-2].
Current treatments for depression either fail to
produce recovery or induce unwanted side effects.
So there is still a large unmet clinical need [3-5].
The main aims in the development of new
antidepressants are greater efficacy, absence of side
effects, lack of toxicity in over dose and earlier
onset of action [7]. Elaborate research work has
been carried out in the past and continues in the
present to synthesize new compounds to meet
depression. The forced swim test (behavioral
despair test) in the rat is widely used for the initial
screening of antidepressants. These tests have good
predictive validity and allow rapid and economical
detection  of  substances  with  potential
antidepressant-like activity. The majority of
clinically used antidepressants decrease the
duration of immobility [4].

* To whom all correspondence should be sent:
E-mail: nachiket1111@rediffmail.com

EXPERIMENTAL
Materials &Methods

Melting points were determined by an open
capillary method and are uncorrected. The *H-NMR
spectra were recorded on the sophisticated
multinuclear FT-NMR  spectrometer  model
Advance-Il (Bruker) using dimethylsulfoxide-d6 as
solvent and tetramethylsilane as internal standard.
IR spectra were recorded on Jasco FT-IR-
spectrophotometer using KBr disc method.
Antidepressant  activity of all synthesized
compounds was evaluated by despair swim test
using Sprague Dawley Rats. Pharmacological
screening values therein were converted into log (%
Inh) and were used for multiple correlation analysis
with descriptors generated using TSAR 3.3
software.

QSAR Methodology

All molecules were drawn in Chem draw ultra
8.0 module in Chemoffice 2004 software and
imported into TSAR software. Charges were
derived using Charge 2-Derive charges option and
optimized by using Cosmic-optimize 3 D option in
the structure menu of the project table. Substituents
were defined and descriptors were calculated for
the whole molecule as well as for the substituents.
Several equations were generated correlating both
log (% Inh) with physicochemical parameters
(descriptors) by multiple linear regression analysis

© 2015 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 837



N. S. Dighe et al.: QSAR study, synthesis and anti-depressant studies of some novel schiff base derivatives...

(MLR) method. Data was standardized by range
and one method was used for cross validation.
Models were excluded if correlation was exceeding
0.9 for more rigorous analysis. Correlation matrix
was generated to find any intercorrelation between
the descriptors. Intercorrelation between the
descriptors in the final equation was less than 0.2
[7].

Pharmacology: Rat-Sprague Dawley (220-255
gm), 8-12 weeks old, were obtained from the
National Institute of Bioscience, Pune. They were
housed in autoclaved polypropylene cages in
groups of 2-3 rats per cage and kept in a room
maintained at 19 to 25 ° C and humidity 45 to 65 %
with a 12-h light/dark cycle. They were allowed to
acclimatize for four days before the experiments
and were given free access to a standard sterilized
extruded rodent diet provided ad libitum. Reverse
osmosis water treated with UV light was provided
ad libitum in autoclaved polypropylene bottles and
autoclaved corn cob was used as bedding material.
All procedures of the present study were in
accordance with the standard operating procedures
of the Prado Pvt. Ltd. guidelines provided by the
Committee for the Purpose of Control and
Supervision of Experiments on Animals (CPCSEA)
as published in The Gazette of India, December 15,
1998. Prior approval of the Institutional Animal
Ethics Committee (IAEC) was obtained before
initiation of the study (IAEC-13-004)
Antidepressant Activity (Forced Swim Test in Rat):

Behavioral despair or forced swim test (FST)
was proposed as a model to test antidepressant
activity by Porsolt et al. [8]. It was suggested that
mice or rats when forced to swim in a restricted
space from where they cannot escape are induced to
a characteristic behavior of immobility. This
behavior reflects a state of despair which can be
reduced by several agents which are therapeutically
effective in human depression. The behavioral
despair test is employed to assess the antidepressant
activity of synthesized derivatives. Sprague-Dawley
rats of 200-270 g in a group of two each were used
and on the first day of the experiment (pretest
session), rats were individually placed in a
cylindrical recipient (plexiglass cylinder) of
dimensions (diameter, 10 cm; height, 25 cm)
containing 10 cm of water at 25°C. The animals
were left to swim for 6 min before being removed,
dried and returned to their cages. The procedure
was repeated 24 h later, in a 5 min swim session
(test session). The synthesized compounds (25 mg
kg-1), and imipramine, as a reference
antidepressant drug (25 mg kg*) were suspended in
a 0.5 % aqueous solution of Na CMC (carboxy
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methyl cellulose). The drugs were given by gavage
in a standard volume of 10 ml/kg body weight, 1 h
prior to the test. Control animals received 0.5 %
aqueous solution of Na CMC. This test was
performed after 1 h, 5 h and 24 h of dose
administration. For individual animals video
recording was made. Then, the rats were dropped
individually into the plexiglass cylinder and left in
the water for 6 min. After the first 2 min of the
initial vigorous struggling, the animals were
immobile. Immobility time is the time spent by rat
floating in water without struggling, making only
those movements necessary to keep the head above
the water. The total duration of immobility was
recorded during the last 5 min of the 6 min test
session.

Step I: Synthesis of ethyl-4-methyl-2-substituted -
2,5-dihydro-1,5-benzothiazepine-3 carboxylate.

An equimolar mixture of 2-aminothiophenol,
substituted benzaldehydes and ethyl acetoacetate, in
20 ml ethyl alcohol was refluxed for 50 min at 70-
90°C. Completion of the reaction was monitored by
TLC [eluent: ethyl acetate/petr. ether (3:7)]. After
completion of the reaction, the reaction mixture
was poured onto crushed ice; the solid crude
product was washed with water. The crude product
was purified by recrystallisation with hot ethanol.

(1)

Step I1: Synthesis of 4-methyl-2-substituted -2,5-
dihydro-1,5-benzothiazepine-3-carbohydrazide

A mixture of 0.01 mole of I; and 0.01 mole of
hydrazine was added in 05 ml ethyl alcohol. The
reaction mixture was refluxed at 60-80 ° C for 45
min. The reaction mixture was cooled to room
temperature, the residue was poured onto crushed
ice and the solid separated was filtered and dried
through pump to afford the corresponding 4-
methyl-2-substituted-2,5-dihydro-1,5-
benzothiazepine-3-carbohydrazide. (1)

Step I11: Synthesis of 4-methyl-2-phenyl-N'-[(E)-
phenylmethylidene]-2,5-dihydro-1,5-
benzothiazepine-3-carbohydrazide

A mixture of 0.01 mole of I, and 0.01 mole of
substituted benzaldehydes was added in 05 ml ethyl
alcohol. The reaction mixture was refluxed at 80-90
0 C for 60 min. The reaction mixture was cooled to
room temperature, the residue was poured onto
crushed ice and the solid separated was filtered and
dried through pump to afford the corresponding
schiff base derivatives of 1,5-benzothiazepine. (Ai-
A11).
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Spectral data

A:: IR (KBr) cm®: 3213.45 (-NH str.), 3010.23
(Ar-CH str.), 1682.11 (-C=0 str.), 1525.32 (-C=N
str), 3565.23 (-OH str.), 1245.36 (-C-N str). H
NMR: 4.50 (1H thiazipine), 8.54 (1H-N=CH), 9.61
(1H -NH sec. amine), 8.54 (1H-NH sec. amide),
9.43 (1H-OH), 6.8-7.2 (12H phenyl), 3.66 (3H-
CH3-C-N), 2.26 (3H CHs). m/e(100%): 367.14

Az: IR (KBr) cm™: 3010.23 (Ar-CH str.), 1682.11
(-C=0str.), 3213.45 (-NH str.), 1525.32 (-C=N str),
1245.36 (-C-N str), 3600.24 (-OH str.), 1260.02 (-
C-O str). *H NMR: 4.50 (1H thiazipine), 8.54 (1H-
N=CH), 9.61 (1H-NH sec. amine), 8.54 (1H-NH
sec. amide), 9.43 (1H-OH), 6.8-7.2 (12H phenyl),
2.26 (3H CHs). m/e(100%): 353.13

As: IR (KBr) cm?: 3310.23 (-CH=CH str.),
3213.45 (-NH str.), 3010.23 (Ar-CH str.), 1682.11
(-C=0 str.), 1525.32 (-C=N str), 3650.12 (-OH str.),
1245.36 (-C-N str). 'H NMR: 6.32-6.53 (-2H -
CH=CH), 3.90 (1H thiazipine), 8.54 (1H-N=CH),
9.61 (1H-NH sec. amine), 854 (1H-NH sec.
amide), 11.43 (1H-OH), 6.8-7.2 (13H phenyl), 2.26
(3H CHzs). m/e(100%): 366.15

As: IR (KBr) cm®: 3213.45 (-NH str.), 3010.23
(Ar-CH str.), 1682.11 (-C=0 str.), 1525.32 (-C=N
str), 1245.36 (-C-N str), 940.23 (-C-ClI str.),
3620.32 (-OH str.). *H NMR: 4.50 (1H thiazipine),
8.54 (1H-N=CH), 9.61 (1H —NH sec. amine), 8.54
(1H —NH sec. amide), 9.43 (1H-OH), 6.8-7.2 (12H
phenyl), 3.66 (3H-CHs -C-N), 2.26 (3H CHa).
m/e(100%): 371.14

As: IR (KBr) cm™: 3010.23 (Ar-CH str.), 1682.11
(-C=0str.), 1525.32 (-C=N str), 1245.36 (-C-N str),
930.21 (-C-Cl str.), 1260.02 (-C-O str), *H NMR:
4.50 (1H thiazipine), 8.54 (1H-N=CH), 9.61 (1H-
NH sec. amine), 8.54 (1H-NH sec. amide), 6.8-7.2
(12H phenyl), 2.26 (3H CHjs). m/e(100%): 357.12
As: IR (KBr) cm: 3213.45 (-NH str.), 3010.23
(Ar-CH str.), 1682.11 (-C=0 str), 1525.32 (-C=N
str), 1245.36 (-C-N str), 1260.02 (-C-O str),
1255.36 (-N-O str). 'H NMR: 4.50 (1H thiazipine),
8.54 (1H-N=CH), 9.61 (1H-NH sec. amine), 8.54
(1H-NH sec. amide), 6.8-7.2 (12H phenyl), 3.82
(3H-CH3, —C-0), 2.26 (3H CHs). m/e(100%):
355.13

Az: IR (KBr) cm®: 3213.45 (-NH str.), 3010.23
(Ar-CH str.), 1682.11 (-C=0 str.), 1525.32 (-C=N
str), 1245.36 (-C-N str), 940.21 (C-Cl str.), 3600.12
(-OH str.). *H NMR: 4.50 (1H thiazipine), 8.54
(1H-N=CH), 9.61 (1H-NH sec. amine), 8.54 (1H-
NH sec. amide), 9.43 (1H-OH), 6.8-7.2 (12H
phenyl), 3.86 (3H-CHs; -C-O), 226 (3H
CHs).m/e(100%): 331.11

As: IR (KBr) cm™: 3010.23 (Ar-CH str.), 1682.11
(-C=0 str.), 1255.36 (-N-O str.), 1525.32 (-C=N
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str), 1245.36 (-C-N str), 3616.11 (-OH str.). H
NMR: 4.50 (1H thiazipine), 8.54 (1H-N=CH), 9.61
(1H-NH sec. amine), 8.54 (1IH-NH sec. amide),
9.43 (1H-OH), 6.8-7.2 (12H phenyl), 2.26 (3H
CHs).m/e(100%): 317.09

Ao IR (KBr) cm?: 3213.45 (-NH str.), 3010.23
(Ar-CH str.), 1682.11 (-C=0 str.), 1525.32 (-C=N
str), 1245.36 (-C-N str), 3616.11 (-OH str.).H
NMR: 4.50 (1H thiazipine), 8.54 (1H-N=CH), 9.61
(1H-NH sec. amine), 8.54 (1H —NH sec. amide),
9.43 (1H-OH), 6.8-7.2 (12H phenyl), 2.26 (3H
CHzs). m/e(100%): 315.10

Aio: IR (KBr) cm?: 3010.23 (Ar-CH str.), 1689.78
(-C=0 str), 1525.32 (-C=N str), 1245.36 (-C-N str),
1255.36 (-N-O str.), 940.21 (-C-Cl str.). *H NMR:
4.50 (1H thiazipine), 8.54 (1H -N=CH), 9.61 (1H-
NH sec. amine), 8.54 (1H-NH sec. amide), 6.8-7.2
(12H phenyl), 2.26 (3H CH3).m/e(100%): 354.14
Au: IR (KBr) cm®: 3208.12 (-NH2 str.), 3010.23
(Ar-CH str.), 1689.78 (-C=0 str), 1525.32 (-C=N
str), 1245.36 (-C-N str), 3600.12 (-OH str.). H
NMR: 4.50 (1H thiazipine), 8.54 (1H-N=CH), 9.61
(1H-NH sec. amine), 8.54 (1H-NH sec. amide),
9.43 (1H-OH), 6.8-7.2 (12H phenyl), 2.26 (3H
CHzs). m/e(100%): 369.15.

Statistical evaluation of the equations is in the
accepted range. The correlation coefficient is high
with a low standard error. The residual value and
residual variance for each series is also low
indicating good predictive power of the models.
From equation 1 it is observed that two electronic
parameters: dipole moment Z component (whole
molecule) and VAMP HOMO (whole molecule)
negatively contribute (-0.218 and -1.576) for the
activity, so electron withdrawing groups may
enhance the activity (% Inh).

RESULTS AND DISCUSSION

The structures, yields and melting points of the
compounds are given in Table 1. Melting points of
the synthesized compounds were sharp indicating
that the compounds were pure; the yield values of
the compounds also suggested that the chemical
methods were reliable for the synthesis of the
compound. All compounds showed characteristic
peaks in the IR and NMR spectroscopic studies.

Antidepressant Activity

All synthesized compounds were subjected to
antidepressant activity study on Sprague-Dawley
rats by despair swim test. Imipramine was used as
standard control. The results showed that all
compounds displayed antidepressant activity.
Among them two compounds (As and As) showed
significant antidepressant activity compared with
the standard control imipramine (Table 2).
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Table 1. Analytical and physicochemical data of the synthesized compounds (Ai-A1a).

Elemental analyses

Comp. Mol. Formula Mol. Wt. '\:I'P' Yield Calcd (found)
Code C %
C H N
68.10 571 10.48
Aq Ca6H26N402S 458.18 195-200 72 (67.80) (5.50) (10.10)
66.80 491 9.74
A; C24H21N303S 431.13 235-238 75 (66.50) (4.51) (9.61)
70.72 5.25 9.52
As C26H23N302S 441.54 205-207 67 (70.65) (5.10) 9.23)
64.06 4.48 9.34
Ay C24H20CIN30,S 449.95 230-232 71 (65.80) (4.20) (9.05)
64.72 4,78 9.06
As C25H2CIN30,S 463.11 202-205 78 (64.60) (4.40) (8.95)
63.28 4.67 11.81
As CasH22N404S 474.14 265-267 69 (63.01) (4.25) (11.20)
64.06
4.48 9.34
Ar C24H20CIN303S 449.10 230-233 72 (65.85) (4.10) (9.01)
62.60 4.38 12.17
As C24H20N404S 460.50 234-238 65 (62.10) (4.12) (12.01)
62.60 4.38 12.17
Ag C24H20N404S 460.50 210-215 65 (62.10) (4.31) (11.95)
60.19 4.00 11.70
Ao C24H19CIN4O3S 478.09 185-190 71 (60.02) (3.75) (11.20)
62.60 4.38 12.17
An C24H20N404S 460.12 240-242 62 (62.10) (4.10) (11.95)
Table 2. Antidepressant activity of the compounds in despair swim test on rats.
d cod Immobility time % Immobility
Compound code 1h 5h 24h 1h 5h 24h
Aq 141 148.5 157.5 81.97 81.36 80.76
A; 148.5 153.5 156 86.33 84.10 80.00
Az 1435 149 153.5 83.43 81.64 78.71
Ay 150 156 158 87.20 85.47 81.02
As 153.5 157.5 163.5 89.24 86.30 83.84
As 140 143 145 81.39 78.35 74.35
Ar 1435 146.5 157.5 83.43 80.27 80.76
As 140 150 159 81.39 82.19 81.58
Ag 153 161 160 88.95 88.21 82.05
Aio 146 153.5 153.5 84.88 84.10 78.71
An 158.5 162.5 162.5 92.15 89.40 83.33
Control 172 182.5 195 100 100 100
Imipramine (std.) 136.5 150.5 154.5 79.41 82.49 79.26
Table 3. Equations generated between log (% Inh) and descriptors
Sr. No. Equation N S R r’ e F

series (A1-Ag and B1-Bg) Y =-0.218*X3- 1.576 X2 - 13.218

11 0.364 0.835

0.697 0.487 13.816

where Y = log (% Inh) ; X1: ClogP; X2 = VAMP HOMO (whole molecule); X3 = dipole moment Z component (whole
molecule); X4 = inertia moment 2 length (whole molecule)
Significance of the terms —N= No. of molecules; s = standard error --- less is better; r = correlation coefficient — higher is better >
0.7 ; rcv = cross validated r? - higher is better > 0.5, F value = higher is better; observed and predicted data and graphs are presented
in Table 4 and Graph | for the series

841



N. S. Dighe et al.: QSAR study, synthesis and anti-depressant studies of some novel schiff base derivatives...

Table 4. Observed and predicted log (% Inh) value data for 11 compounds

Comp. No. Observed Value Predicted Value Residual Value Residual Variance
Aq 1.842983 1.83868347 -0.0043 0.0057
Az 1.821448 1.825048019 0.0036 0.0078
As 1.828724 1.819724327 -0.009 0.0049
Ay 1.722634 1.718733923 -0.0039 0.0198
As 1.835881 1.840780732 0.0049 0.0073
As 1.828724 1.836424327 0.0077 0.0044
Az 1.821448 1.807048019 -0.0144 0.0347
As 1.835881 1.829880732 -0.006 0.0184
Ag 1.828724 1.830024327 0.0013 0.0092
Ao 1.828724 1.836424327 0.0077 0.0044
Au 1.828724 1.830024327 0.0013 0.0092

WIS

1Hr
SHr

=24H

effects of

Fig.1. Antidepress;lﬁf schiff base
derivatives of benzothiazepine compared with the
control group, imipramine used as standard compound.

Fig. 2. Antidepressant activity (Forced Swim Test in
Rat) of the synthesized compounds

CONCLUSION

We investigated the importance of functional
group substitutions in the structural framework of
the compounds for their antidepressant activity. All
compounds showed significant antidepressant
activity at a dose of 25 mg/kg. The compounds A;
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and As showed better activity. Finally, the
encouraging result of the antidepressant activity
displayed by these compounds may be of interest
for further structural modifications to the lead
compound and for next level studies in the hope of
finding a new potent antidepressant prescription.
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QSAR-U3CJIEABAHE, CUHTE3A U AHTU-AEITPECAHTHO U3CJIEJIBAHE HA HAKOU
HOBU ITPOM3BOAHU HA SCHIFF‘OBU BA31 C BEH30TUA3EITMH

H. C. Qurxe ™, I1. C. Illungae?, C. B. Buxxe!, C. B. [luxxe?, 1. C. Mycmane®

YUlenapmamenm no gpapmayeemuuna xumus, Cerckocmonanckiu papmayeemuuen Konemic
Ipasapa “, Jlonu, Unous
2 enapmamenm no gapmaronoaus, Cenrckocmonancku papmayesmuyen konevic ,, Ilpasapa“,
Jlonu, Hnoua
3 enapmamenm no (papmayesmuuna xumus, Konesxic no gpapmayeemuuno o6yuenue u
uscnedsanus, Konapeaown, Unous

Toctenmna Ha 16 stHyapu, 2015 r.; xopurupana Ha 29 anpmi, 2015 r.

(Pesrome)

B Tasu pabora ce cbhoOIIaBa 3a CHHTE3UPAHETO, OXAPAKTEPU3MPAHETO M OICHSIBAHETO Ha (hapMaKOJIOTHYHATA
aKTHBHOCT Ha HAKOM HOBHM mpom3BoanHu Ha Schiff'oum 0Gasm ¢ Genzormasenuu. UwcToTaTa Ha CHHTE3MPaHHUTE
ChEJIMHEeHUsI € TOTBHPJCHA C TOMOINTA HAa THHKOCIOWHA Xpomarorpadus. TodykuTe Ha TOIEHE ca ONPEJCNICHH MO
kammsipaust Metonl. ChenuHeHusTa ca oxapaktepusupanu ¢ IR, NMR u mac-criekrpockonus. AHTH-IenpecaHTHATa
aKTHBHOCT Ha BCUYKW CHHTE3MPAHW CheJHHEHMS € OLCHEHa ¢ TecTa ,,despair swim*“ epxy Sprague Dawley-murpxose.
KaTo koHTpoJia € U3M0JI3BaH MMHUITPaMHUH. BCHUKH CHHTE3MpaHU ChEAMHEHHUS MTOKa3BaT aHTH-JENPECAaHTHA aKTUBHOCT.
QSAR-m3cnenBaHe Ha ONMMCAHWUTE CHEIMHEHUS € W3BBPIICHO ¢ M3Moia3BaHeTo Ha codryep TSAR 3.3 u pesynrarure ca
3aJI0BOJIMTENHH. [losTydeHuTe pe3yaTaTH e ca MoJie3HH 3a ObeIH N3CIIeABAHMS.
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A new nickel, zinc, cobalt, copper and metal-free phthalocyanine was synthesized by nucleophilic aromatic

substitution reaction of

(E)-3-(3-hydroxyphenyl)-1-phenylprop-2-en-1-one  with

4-nitrophthalonitrile  and

cyclotetramerisation of (E)-4-(3-(3-oxo-3-phenylprop-1-enyl)phenoxy) phthalonitrile. The new compounds were
characterized by a combination of IR, 'H NMR, 3C NMR, UV-Vis, elemental analysis and MS spectral data. The
thermal stabilities of the phthalocyanine compounds were determined by thermogravimetric analysis.

Keywords: Phthalocyanine; Macrocyclic; Phthalonitrile; Chalcone; Thermogravimetric Analysis.

INTRODUCTION

Phthalocyanines (Pcs) form nowadays an
important group of organic compounds that belong
to the most studied subjects of organic functional
materials [1]. However, although no
phthalocyanines have been identified in the nature
yet, they were some of the first macrocycles that
were synthesized and used as model compounds to
mimic the biologically important porphyrines[2, 3].
Microwave irradiation is an important improvement
in the synthesis of metallophthalocyanines. The
most  important  industrial  application  of
phthalocyanines is the formation of colored
complexes with metal cations that are used as
highly stable pigments and dyes [4]. In recent
years, the applications of metallophthalocyanine
(MPc) complexes have expanded to areas such as
photosensitizers  in  photodynamic  therapy,
photoconducting agents in photocopying machines
and electrocatalysts. In addition, they can find
commercial applications as: photovoltaic materials
in solar cells [5-7], systems for fabrication of light
emitting diodes (LED) [8, 9], liquid crystalline [10]
and non-linear optical materials [11, 12], sensitizers
for photodynamic (PDT) cancer therapy [13, 14],
photoconductors in xerography [15], dyes at
recording layers for CD-R and DVD-R optical
storage discs [16], as well as diverse catalytic
systems [17, 18].

In medicine, phthalocyanines have been found
to have applications as phototoxic drugs for
photodynamic therapy [19-22]. Chalcones belong
to the largest class of plant secondary metabolites,

* To whom all correspondence should be sent:
E-mail: afsinkaya@hotmail.com

which, in many cases, serve in plant defense
mechanisms to counteract reactive oxygen species
(ROS) in order to survive and prevent molecular
damage and damage by microorganisms, insects,
and herbivores. They are known to possess
antioxidant character of different extents [23].

Closed shell diamagnetic ions such as Zn?*, AI**
and Ga** give phthalocyanine complexes with both
high triplet yields and long lifetimes of the excited
triplet state. Thus, these complexes are expected to
exhibit strong photochemical and photodynamic
activities due to a higher efficiency in generating
reactive oxygen species than porphyrins [19].

Some studies showed that a convenient route for
the synthesis of metal-free phthalocyanine (H:Pc)
from phthalonitrile and metallophthalocyanines
from phthalonitrile, phthalimide and phthalic
anhydride using hexamethyldisilazane (HMDS). In
spite of the potential utility of this approach,
reaction times necessary for these reactions are very
long at relatively high temperature. For example,
the reaction times are 10-24 h at 100-150 °C when
metal-free phthalocyanine is synthesized from
phthalonitrile, 10-48 h at 150 °C when
metallophthalocyanines are synthesized from
phthalimide or phthalic anhydride and 10-12 h at
100-125 °C in the case of phthalonitrile [24, 25].

Microwave-promoted organic reactions are well
known as environmentally benign methods that can
accelerate a great number of chemical processes. In
particular, the reaction time and energy input are
supposed to be mostly reduced in the reactions that
are run for a long time at high temperatures under
conventional conditions [26].

In this article, we describe the synthesis and
characterization of metal-free phthalocyanine 4 in
1.8-diazabicyclo[5.4.0]undec-7-ene (DBU) and n-
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pentanol in a Schlenk tube wunder N, and
metallophthalocyanines  5-8 by  microwave
irradiation.

EXPERIMENTAL

All reactions were carried out under dry nitrogen
atmosphere using standard Schlenk techniques. The
IR spectra were recorded on a Perkin Elmer 1600
FTIR spectrophotometer, using potassium bromide
pellets. *H and *C NMR spectra were recorded on
a Varian Mercury 200 MHz spectrometer in CDCls,
and chemical shifts are reported (3) relative to
Me,Si as internal standard. Mass spectra were
measured on a Varian 711 and VG Zapspec
spectrometer. UV-visible absorpion spectra were
measured by a Unicam UV-visible spectrometer.
Melting points were measured on an Electrothermal
apparatus. Domestic oven (Arcelik MD 823, 350
W) was used for the synthesis of
metallophthalocyanines. A Seiko Il Exstar 6000
thermal analyzer was used to record the DTA
curves under nitrogen atmosphere with a heating
rate of 20 °C min in the temperature range of 30 to
900 °C using platinum crucibles. Domestic oven
was used for all syntheses of phthalocyanines.

Synthesis of (E)-4-(3-(3-0x0-3-phenylprop-1-
enyl)phenoxy)phthalonitrile (3)

(E)-3-(3-hydroxyphenyl)-1-phenylprop-2-en-1-
one (1) [31]. (1 g, 4.46 mmol) was dissolved in dry
DMF (15 ml) under N, atmosphere and 4-
nitrophthalonitrile (2) (0.773 ¢, 4.46 mmol) was
added to the solution. After stirring for 10 min
finely ground anhydrous K,COsz; (3.07 g, 22.3
mmol) was added portionwise within 2 h under
efficient stirring. The reaction mixture was then
stirred under N; at 50 °C for 72 h. Then the solution
was poured into ice-water (100 ml) and was stirred
in the course of 1 day. The solid product was
filtered, washed with water and dried in vacuo over
P.Os. The product was recrystallized from ethanol.
Yield: 1.19 g ( 76 %), mp: 132 °C; 'H NMR
(CDCl3, 200 MHz) &: 8.02-7.10 (m, Ar-H, olefinic
C-H) ; ¥*¥C NMR (CDCls, 100 MHz) &: 190.29,
161.66, 154.34, 143.05, 138.07, 137.97, 135.80,
133.43, 131.53, 129.00, 128.79, 126.65, 123.84,
122.61, 121.89, 121.76, 120.25, 117.98, 109.43,
115.58, 115.14; IR (KBr) v: 3076, 2926-2872,
2227, 1668, 1596, 1490, 1314, 1283, 1250, 1229,
1145, 1019, 844, 781, 688; MS (ES*) m/z: 350
[M]*. Anal. calcd for Co3H14N20, : C 78.84, H 4.03,
N 8.00; found C 78.54, H 4.06, N 8.02.

Preparation of metal-free phthalocyanine (4)

(E)-4-(3-(3-0x0-3-phenylprop-1-enyl)phenoxy)
phthalonitrile (3) (300 mg, 0,86 mmol), DBU (five
drops) and dry n-pentanol (4 ml) were added in a
Schlenk tube. The mixture was heated and stirred at
160 °C for 24 h under Na. Thereafter the reaction
mixture was cooled to 30 °C and precipitated by
adding ethanol. The solid product was filtered and
washed with ethanol. The green solid product was
chromatographed on silica gel with
chloroform/methanol (9:1) as an eluent. Yield: 48
mg (16 %), UV-vis (chloroform) Amax: 705(2.85),
669(2.79), 642(2.45), 605(2.25), 396(2.35),
341(2.68) nm; *H NMR (CDCls, 200 MHz) §8: 7.73-
6.72(m, Ar-H, olefinic C-H); *C NMR (CDCls,
100 MHz) o: 176.12, 172.22, 172.74, 163.30,
162.42, 157.28, 154.46, 146.21, 134.14, 131.12,
130.86, 127.94, 126.42, 124.31, 123.64, 122.89,
118.26, 116.42, 114.18; IR (KBr) v: 3426, 3060,
2923-2853, 1662, 1571, 1464, 1376, 1269, 1119,
852, 750, 692; MS (ES*) m/z: 1404 [M+1]*. Anal.
calcd for CoHssNsOs C 78.66, H 4.13, N 7.98,
found C 78.62, H 4.11, N 7.96.

Nickel (1) phthalocyanine (5)

A mixture of (E)-4-(3-(3-oxo-3-phenylprop-1-
enyl)phenoxy) phthalonitrile (3) (200 mg, 0,57
mmol), anhydrous metal salt NiCl, (18.5 mg, 0.14
mmol), and 2-(dimethylamino)ethanol (3 ml) was
irradiated in a microwave oven at 175 °C, 350 W
for 8 min. After cooling to room temperature the
reaction mixture was refluxed with ethanol to
precipitate the product which was filtered off and
dried in vacuo over P;Os. The obtained green solid
product was purified by column chromatography on
silica gel with chloroform-methanol (5:1) as an
eluent. Yield: 69 mg (33 %), UV-vis (chloroform)
Amax: 678(2.88), 653(2.51), 436(2.57), 353(3.21)
nm; 'H NMR (CDCls, 200 MHz) &: 7.90-6.32 (m,
Ar-H, olefinic C-H); 3C NMR (CDCls, 100 MHz)
8:199.44, 173.32, 168.71, 162.03, 156.41, 143.80,
142.99, 139.73, 138.06, 133.21, 130.85, 128.79,
125.60, 124.29, 122.86, 121.81, 119.99, 113.81,
113.08, 112.27, 111.86, 110.24,107.59; IR (KBr) v:
3060, 2927-2846, 1665, 1577, 1473, 1446, 1330,
1236, 1147, 1093, 1017, 977, 772, 689; MS (ES")
m/z: 1460 [M]*; Anal. calcd for CgHssNsOsNi : C
75.60, H 3.83, N 7.67; found C 75.63, H 3.81, N
7.69.

Zinc (1) phthalocyanine (6)

A mixture of (E)-4-(3-(3-0xo0-3-phenylprop-1-
enyl)phenoxy) phthalonitrile (3) (200 mg, 0,57
mmol), anhydrous metal salt Zn(CHs;COQ). (29
mg, 0.14 mmol), and 2-(dimethylamino)ethanol (3
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ml) was irradiated in a microwave oven at 175 °C,
350 W for 6 min. After cooling to room
temperature the reaction mixture was refluxed with
ethanol to precipitate the product which was filtered
off and dried in vacuo over P,Os. The obtained
green solid product was purified from the column
chromatography on silica gel with chloroform-
methanol (6:1) as an eluent. Yield: 107 mg (51 %),
UV-vis (chloroform) Ama: 682(3.12), 651(2.45),
400(2.99), 353(3.16) nm; *H NMR (CDCls, 200
MHz) &: 7.98-6.87 (m, Ar-H, olefinic C-H) ; °C
NMR (CDCls, 100 MHz) &: 186.44, 174.23,
171.02, 166.88, 161.54, 157.44, 151.13, 146.97,
141.85, 132.72, 130.16, 129.58, 128.78, 124.88,
121.42,120.13, 119.17, 118.42, 110.02, 105.00; IR
(KBr) v: 3061, 2927-2851, 1664, 1578, 1484, 1393,
1314, 1236, 1179, 1089, 1045, 977, 880, 773; MS
(ES*) m/z: 1467 [M+1]*; Anal. calcd for
Co2Hs6NsgOsZn @ C 75.26, H 3.82, N 7.63; found C
75.24, H 3.86, N 7.62.

Cobalt (1) phthalocyanine (7)

A mixture of (E)-4-(3-(3-0x0-3-phenylprop-1-
enyl)phenoxy) phthalonitrile (3) (200 mg, 0,57
mmol), anhydrous metal salt CoCl, (18.5 mg, 0.14
mmol ) and 2-(dimethylamino)ethanol (3 ml) was
irradiated in a microwave oven at 175 °C, 350 W
for 8 min. After cooling to room temperature the
reaction mixture was refluxed with ethanol to
precipitate the product which was filtered off and
dried in vacuo over P,Os. The obtained green solid
product was purified by column chromatography on
silica gel with chloroform-methanol (5:1) as an
eluent. Yield: 95 mg (46 %), UV-vis (chloroform)
Amax: 672(2.75), 618(2.32), 302(3.16) nm; IR (KBr)
v: 3061, 2927-2846, 1665, 1577, 1473, 1329, 1237,
1179, 1095, 1017, 977, 881, 773, 689; MS (ES")
m/z: 1460 [M]*; Anal. calcd for Cy2HssNsOsCo: C
75.59, H 3.83, N 7.67; found: C 75.94, H 3.60, N
7.31.

Copper (11) phthalocyanine (8)

A mixture of (E)-4-(3-(3-0xo-3-phenylprop-1-
enyl)phenoxy) phthalonitrile (3) (200 mg, 0,57
mmol), anhydrous metal salt CuCl, (19.1 mg, 0.14
mmol) and 2-(dimethylamino)ethanol (3 ml) was
irradiated in a microwave oven at 175 °C, 350 W
for 5 min. After cooling to room temperature the
reaction mixture was refluxed with ethanol to
precipitate the product which was filtered off and
dried in vacuo over P,Os. The obtained green solid
product was purified by column chromatography on
silica gel with chloroform-methanol (6:1) as an
eluent. Yield: 73 mg (35 %), UV-vis (chloroform)
Amax: 684(2.83), 618(2.42), 298(3.17) nm; IR (KBr)
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v: 3061, 2928-2846, 1664, 1577, 1479, 1446, 1314,
1237, 1146, 1092, 1017, 977, 773, 690; MS (ES")
m/z: 1466 [M+1]* ; Anal. calcd for CgHssNsOsCu:
C 75.35, H 3.82, N 7.64; found C 75.33, H 3.85, N
7.62.

RESULTS AND DiSCUSSION

Synthesis of (E)-4-(3-(3-0x0-3-phenylprop-1-
enyl)phenoxy) phthalonitrile 3 was carried out by
the reaction of 4-nitrophthalonitrile (2) and (E)-3-
(3-hydroxyphenyl)-1-phenylprop-2-en-1-one (1) in
the presence of K,COsz; in dry DMF. Final
purification of the phthalonitrile derivative 3 by
recrystallization afforded 3 with satisfactory
elemental analysis and mass spectral data. In the
IH-NMR spectrum of the phthalonitrile derivative
3, the OH group of compound 1 disappeared as
expected. The disappearance of OH and the
presence of C=N functional group at 2227 cm? in
the IR spectrum of compound 3 confirm the
formation of the desired compound 3. The %3C-
NMR spectrum of the phthalonitrile derivative 3
indicated the presence of nitrile carbon atoms at
115.58, 115.14 (C=N) ppm.

The metal-free  phthalocyanine 4  was
synthesized by heating a mixture of phthalonitrile
derivative 3, DBU and dry n-pentanol in a Schlenk
tube. The IR spectrum of the metal-free
phthalocyanine 4 shows 3426 cm?® (N-H)
vibrations. The disappearance of the C=N
stretching vibration in the IR spectrum of
phthalonitrile derivative 3 suggested the formation
of compound 4. In the *H-NMR spectrum of this
compound 4 the inner core protons of Pc-2H could
not be observed due to strong aggregation of
molecules [27]. The mass spectrum of this
compound at (m/z): 1404 [M+1]" supports the
proposed formula for this structure. The elemental
analysis confirmed the structure of compound 4
(Fig. 1). The transition metal complexes were
prepared from the phthalonitrile derivative 3 and
the corresponding metal salt by microwave
irradiation in 2-(dimethylamino) ethanol at 175°C,
350 W. The IR spectra of the metal-free compound
4 and the metallophthalocyanine compounds 5-8
are very similar. The significant difference is the
presence of (N-H) vibrations of the inner
phthalocyanine core which are assigned to a weak
band at 3426 cm'* in the metal-free molecule. These
bands disappear in the spectra of the
metallophthalocyanine complexes. The
disappearance of the C=N stretching vibration in
the IR spectra of compound 3 suggested the
formation of compounds 5-8. The NMR
characteristics of the nickel compound 5 and zinc
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the compound 6 were similar to those of the
precursor dicyano compound 3 and the metal-free
phthalocyanine compound 4. In the mass spectrum
of Ni, Zn, Co and Cu phthalocyanines, the presence
of molecular ion peaks at (m/z): 1460 [M]*, 1467
[M+1]*, 1460 [M+1]* , 1466 [M+1]* respectively,
confirmed the proposed structures (Fig. 1). The
elemental analyses of the metallophthalocyanines
5-8 were satisfactory.

: 0
CN
T e T
| - 1T
= ON CN
1
OH 2

dey DMF| K;CO;
50°C | Nz

F TR
|
0
N= =N %,
o ke T~
= 18 kA =\
A b
L&)
0
=2
T | o
0
Compound 4 5 6 7 8
M 2H Ni(Il) zn(ll) Co(ll) Cu(ll)

Fig. 1. Synthesis of metal-free phthalocyanine and
metallophthalocyanines

The UV-vis absorption spectra of compounds 4-
8 in chloroform at room temperature are shown in
Figs. 2 and 3. In general, phthalocyanines show
typical electronic spectra with two strong
absorption regions, one in the UV region at about
300-350 nm related to the B band and the other in
the visible region at 600-700 nm related to the Q
band. The split Q bands in compound 4, which are
characteristic for metal-free phthalocyanines, were
observed at Amax= 705, 669 nm, respectively. These
intense Q bands indicate monomeric species, as
species with Dy, symmetry show two intense
absorption bands around 700 nm [28]. Such split Q
band absorptions are due to the m—x* transition

from the HOMO to the LUMO of the
phthalocyanine ring related to the fully conjugated
18n electron system. The presence of strong
absorption bands in compound 4 in the near UV
region at Ama= 341 nm also shows Soret region B
bands which have been ascribed to the deeper
n—mn* levels of LUMO transations [29].

2
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Fig. 2. UV-vis spectra of H:Pc(—),NiPc(—) and
ZnPc(—) complexes
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Fig. 3. UV-vis spectra of CoPc(—) and, CuPc(—)
complexes

The UV-vis absorption spectra of the
metallophthalocyanines 5-8 show intense Q band
absorptions at Amax = 678, 682, 672, 684 nm,
respectively. The single Q bands in the
metalloderivatives and the split form in their metal-
free derivatives are characteristic [30].

The thermal behaviour of the
metallophthalocyanines were investigated by
TG/DTA. Although the thermal stabilities of
phthalocyanines are well known, the
phthalocyanine compounds are not stable above
292 °C. The initial and main decomposition
temperatures are given in Table 1. The initial
decomposition temperatures decreased in the order:
8>6 >7 >5.

Table 1. Thermal
metallophthalocyanines

properties  of  the

Initial Main
Compound M decomposition decomposition
temperature  temperature
in°C in°C
5 Ni 292 336
6 Zn 308 391
7 Co 300 399
8 Cu 357 393

847
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CONCLUSION

In this work, we describe the synthetic
procedure and characterization of new metal-free
and metallophthalocyanines. A dinitrile monomer
was synthesized by nucleophilic aromatic
substitution of (E)-3-(3-hydroxyphenyl)-1-
phenylprop-2-en-1-one onto 4-nitrophthalonitrile.

The newly developed methods for the synthesis
of phthalocyanine are easier, more economical, and
less time-consuming. The microwave energy
facilitates the synthesis. In addition, the thermal
properties of the new phthalocyanines were
examined by  thermogravimetric  analysis.
Phthalocyanines are known as compounds of high
thermal stability. So this property enables the use of
phthalocyanines as technological materials.
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CHHTE3A, XAPAKTEPU3UPAHE U TEPMHWYHO ITOBEJEHUE HA HOBU
OTAJIOIMAHNHU, HOCEIIN XAJIKOHOBATA I'PYIIM HA IIEPU®EPHU ITO3ULTNN

A. A. Kas

Yuunuwe 3a 30pase, Ynusepcumem I'omowixane, TR-29000 I'omwowxane, Typyus
Iomyuena na 21 suyapwu, 2015 r., peBusupana Ha 15 Anpm, 2015 T.
(Pesrome)

HoBu ¢ranonuanuay Ha HUKEN, [IMHK, KOOAJIT, MeI W HEKOMIUIEKCEH (rajommuaHuH OsXa CHHTE3UpaHH dYpe3
peakiss Ha HykieodmiHo apomatHo 3amectBane Ha (E) -3 - (3-xuapokcudenun) -1l-penunnpon-2-eH-1-on ¢ 4-
HUTPOQTATOHUTPUI U IuKIoTeTpamepusanus Ha (E) -4- (3- (3-okco-3-¢penmmnpon-1-eHui) peHOKCH) (TaTOHUTPHUIL.
HoBute chenuHeHus ca oxapakrtepusupanu upe3 komoOmnanus ot MY, 1H SAMP, 13C SIMP, YB cnekrpomeHTpus,
CJIEMCHTCH aHAJIM3 M MACCICKTPAIIHU JaHHU. TepMHUYHHTE CTaOWIHOCTH Ha ()TAJONMAHWHOBU CHEIUHCHUS Osixa
OTIPEJICIICHU Upe3 TePMOTPABUMETPUYCH aHAIIH3.
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In this study, the most probable reaction paths of aminotoluene (o-toluidine) molecule with OH radical were
analyzed. The optimized geometry was calculated via Gauss View 5. Subsequently, the lowest energy status was found
out through geometric optimization via Gaussian 09 programme. The geometric structure analysis and bond lengths
were also calculated. This study aims to determine the most probable path for the product distribution of aminotoluene
and OH radical interaction in gas phase and aqueous media. Quantum mechanical methods were used to indicate the
impact of reaction rate over primary intermediate, hydroxylated intermediate, and finally the impact of water solvent.

With the aim to determine the intermediates occurring at the reaction of aminotoluene degradation, geometric
optimization of the reactant and transition status complexes were realized through Density Functional Theory (DFT)
method. Based on the Quantum mechanical calculation, all probable rate constants of reaction paths were calculated by
using Transition Status Theory (TST). For the determination of the transition status of the reaction, C-O bonds were
taken as reference. Activation energy for probable reaction paths of all transition status complexes, and their most stable
state were calculated from the thermodynamic perspective for the gas phase and aqueous media. The impact of water

solvent was investigated by using COSMO as the solvation model.

Key words: Aminotoluene, hydroxyl radical, DFT calculation, TST, COSMO

INTRODUCTION

Volatile aromatic compounds constitute a major
part of air and water contaminants. They are mainly
emitted into the environment from anthropogenic
sources such as combustion processes, vehicle
emissions and industrial sources, as well as from
biogenic processes [1,2]. Organic contaminants
exist at very low concentrations in water [3].
Therefore, it is essential that the organic
contaminants be removed from drinking water [4].
Natural purification of water systems such as rivers,
creeks, lakes, and pools is realized by solar light on
earth. Sunbeams initiate the degradation reaction of
big organic molecules into smaller and basic
molecules, finally providing the formation of COo,
H0, and other molecules [5, 6].

In its reactions with organic molecules, OH
behaves as an electrophile whereas O is a
nucleophile. Thus, OH readily adds to unsaturated
bonds while O does not. Both forms of the radical
abstract H from C-H bonds and this can result in
the formation of different products when the pH is
raised to a range where O rather than OH is the
reactant. For example, if an aromatic molecule
carries an aliphatic side chain, O attacks there by H
abstraction whilst OH adds preferentially to the
aromatic ring [7]. Hydroxyl radical which is the
most reactive type known in biological systems

* To whom all correspondence should be sent:
E-mail: yyalcin@nku.edu.tr

reacts with every biomolecule it encounters
including water. Potentially, every biomolecule is a
hydroxyl radical scavenger at different speeds [8].
Aromatic compounds are good detectors since they
hydroxylate. In addition, the position of attack to
the ring depends on the electron withdrawal and
repulsion of previously present substituents. The
attack of any hydroxyl radical to an aromatic
compound results in the formation of a
hydroxylated product [9].

While an intermediate in aminotoluene herbicide
synthesis is used in the production of more than 90
paints and pigments, rubber, chemicals and
pesticides, it is also used as a hardening agent for
epoxy resin systems, a reactive material for the
glucose analysis and fibre dying in clinic
laboratories [10]. Due to the damaging effects of
living organisms emitting resistant bad smell, and
because of their solubility, aminotoluenes and their
derivatives  constitute an important  water
contaminant group. Although many methods are
available for the removal of these molecules from
water, every method has its own inconvenience
[10-13].

In this study, the kinetics of the degradation
reaction of aminotoluene and hydroxyl derivatives
was analyzed theoretically. With the aim to
determine the intermediates obtained from the
reaction of aminotoluene degradation, geometric
optimization of the reactant and transition status

© 2015 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 849
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complexes were realized through the Density
Functional Theory (DFT) method. Based on the
guantum mechanical calculation, all probable rate
constants of reaction paths were calculated by using
Transition Status Theory (TST).

COMPUTATIONAL SET-UP AND
METHODOLOGY

Computational models

The molecular models were created by using the
mean bond distances, the geometric parameters of
the benzene ring, tetrahedral angles for sp3-
hybridized carbon and oxygen atoms, and 120° for
sp?-hybridized carbon atoms. In the calculation of
the hydroxylated radicals, the aromatic ring was left
planar except for the position of attack. The
attacking *«OH radical was assumed to form a
tetrahedral angle with the C-H bond due to the
change in the hybridization state of the carbon at
the addition center from sp? to sp® [2].

Molecular Orbital Calculations

It is possible that in the photocatalytic
degradation reactions of organic contaminants,
more harmful products may occur than in the
original material. Therefore, before experimentally
realizing a photocatalytic degradation reaction, it is
essential to know what the primary intermediate
products are. The most reliable and accurate
information is gathered through calculations carried
out with quantum mechanical methods. Thus, since
the yield produced is the same, the photocatalytic
degradation reaction of o-toluidine and its hydroxy
derivatives is based on the direct reaction of these
molecules with the OH radical.

With this aim, the kinetics of the reactions of
aminotoluene and aminotoluene derivatives with
OH radicals was theoretically analysed. The study
was initiated with aminotoluene and then exposed
to OH radical reaction, and the reaction of the yield
was modeled at the gas phase. The experimental
findings in the scientific literature show that OH
radicals detach hydrogen atom from saturated
hydrocarbons, and OH is added to unsaturated
hydrocarbons and materials of aromatic structure
[14]. For this purpose, all possible reaction paths
for the analysed reactions were determined, for
every reaction path, molecular orbital calculations
of reactant, yield, transition state complexes were
carried out with the density function theory (DFT),
their molecular orbital calculations were realized
and their geometries were optimized.
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Kinetic Data Treatment

The aim of this study was to develop a model
providing the outcome of the yield distribution of
the photocatalytic degradation reactions. The
vibration frequencies, the thermodynamic and
electronic features of every structure were
calculated using the obtained optimum geometric
parameters. Afterwards, the rate constant and
activation energy of every reaction was calculated
using the Transition State Theory for a temperature
of 25°C based on the quantum mechanical
calculation results.

In order to find out the rate of reaction, it is
necessary to calculate the equilibrium constant. The
equilibrium constant is calculated using the
partition functions according to mechanical
methods. If the equilibrium constant K* is written in
terms of partition functions, it is as follows:

K# — 'q ‘ , (1)

Ja s

O#, Qa, Qs: partition functions belonging to

transition state complex and reactants. Molecular
partition function is as given below:

q' — q.e_EO/RT , (2)
Ea shows the activation energy, the difference

between the zero point energies of transition state
complex and reactants [15].

LOLI

h Oa- Qs

ke : Boltzmann constant

h  :Planck constant

T :absolute temperature

In order to be able to calculate the rate constant,
it is necessary to initially calculate the partition
function of the activated complex. To realize this
calculation, it is essential to know the geometry of
the complex and moments of inertia. In addition, Ea
should be known in order to find out the rate
constant. The activation energy like the vibration
frequency can only be calculated as quantum
mechanical.

The most probable reaction path and the yield
distribution of the OH radical of every molecule
were determined by comparing the obtained results.
The optimized geometric structures were drawn via
GaussView 5, and the calculations were done via
Gaussian 09 packet programme [16].

#

k — 'e—Ea/RT , (3)

Methodology

The reaction system under consideration
consists of «OH radicals that are open-shell species.
It is well-known that open-shell molecules pose
severe problems in  quantum  mechanical
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calculations. Therefore, geometry optimization of
the reactants, the product radicals, pre-reactive and
transition state complexes were performed with the
DFT method with the Gaussian 09 package [16].
DFT methods use the exact electron density to
calculate molecular properties and energies, taking
electron correlation into account. They do not
suffer from spin contamination and this feature
makes them suitable for calculations involving
open-shell systems. The DFT calculations were
carried out by the hybrid B3LYP functional, which
combines HF and Becke exchange terms with the
Lee-Yang—Parr correlation functional.

Choice of the basis set is very important in such
calculations. Based on these results, optimizations
in the present study were performed at the
B3LYP/6-31G(d) level. The forming C-O bonds in
the addition paths and the H-O bond in the
abstraction path were chosen as the reaction
coordinates in the determination of the transition
states. Ground-state and transition-state structures
were confirmed by frequency analyses at the same
level. Transition structures were characterized by
having one imaginary frequency that belonged to
the reaction coordinate, corresponding to a first-
order saddle point. Zero-point vibrational energies
(ZPEs) were calculated at the B3LYP/6-31G(d)
level [2].

Solvent effect model

In agueous media, water molecules affect the
energetics of the degradation reactions of all
organic compounds. Moreover, H,O induces
geometry relaxation on the solutes. The latter effect
becomes more important when hydrogen-bonded
complexes are present. However, the results
obtained in earlier studies indicate that geometry
changes have a negligible effect on the energy of
the solute in water for both open- and closed-shell
structures [17,18]. In this study, to take into account
the effect of H,O on the energetics and the kinetics
of the aminotoluene + +OH reactions,
DFT/B3LYP/6-31+G(d) calculations were carried
out for the optimized structures of the reactants, the
pre-reactive and the transition state complexes and
the product radicals, by using COSMO (conductor-
like screening solvation model) [18] as the
solvation model, implemented in the Gaussian 09
package. The solvent was water at 25 °C, with
dielectric constant € = 78.39 [19].

COSMO is one of the polarizable continuum
methods (PCMs). In PCMs, the solute molecule is
placed in a cavity surrounded by a polarizable
continuum, whose reaction field modifies the
energy and the properties of the solute [20]. The
geometry of the cavity is determined by the shape

of the solute. The reaction field is described in
terms of apparent polarization charges or reaction
field factors included in the solute Hamiltonian, so
that it is possible to perform iterative procedures
leading to self-consistence between the solute
wave-function and the solvent polarization. The
COSMO method describes the solvent reaction
field by means of apparent polarization charges
distributed on the cavity surface, which are
determined by assuming that the total electrostatic
potential cancels out at the surface. This condition
can describe the solvation in polar liquids. Hence, it
is the method of choice in this study [2].

RESULTS AND DISCUSSION
Computational modeling
Reaction paths

The hydroxyl radical is a very active species and
has a strong electrophilic character [21]. Once
formed, it can readily attack the aminotoluene
molecule and produce the reaction intermediates.
*OH radical reactions with aromatic compounds
proceed through the following reaction pathway: H-
atom abstraction from C-H bonds and addition to
aromatic rings [22]. Based on previous results
[6,7,8,9,14,23] four different paths for the reaction
of aminotoluene(AT) with «OH were determined.
The first four paths, o-addition (ATo), m-addition
(ATm), p-addition (ATp) and m- addition to NH;
(ATnm) with TS to AT molecule are shown below:

CH, CH,
NH, i HoN f _.OH
+.OH—

(AT) (ATo) (4)
(AT) (ATm) (5)

f + OH— CEJH
(AT) (ATp) (6)
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CH3

NH2\©
+.OH—

(AT) (ATnm) (7)

Based on previous results [6,7,8,9,14,23] three
different paths for the reaction of 3-hydroxy-2-
methyl aniline (OAT) with «OH were determined.
The first three paths, m-addition (OATmM), p-
addition (OATp), and m- addition to NH, (OATnm)
with TS to OAT molecule are shown below:

H,N OH

o

+.OH—
(OAT) (OATm) (8)
CHs
CH, HoN OH
HN f oH
+.OH— ‘EDH
(OAT) (OATP) (9)
CH,
HoN f OH HoN
+OH— Ho™

(OAT) (OATnm) (10)

Based on previous results [6,7,8,9,14,23] three
different paths for the reaction of 4-hydroxy-2-
methyl aniline (MAT) with «OH were determined.
The first three paths, m-addition (OATmM), p-
addition (OATp), and m-addition to NH, (MATNnm)

with TS to MAT molecule are shown below:
CHs
CHg

H,N

ot

or+,0H—

(MAT) (MATO) (11)

852

CHj

OH
\©\OH +.OH— bn

(MAT) (MATp) (12)
\@\OH +.OH— HO™"
(MAT) (MATNnm) (13)

Based on previous results [6,7,8,9,14,23] two
different paths for the reaction of 5-hydroxy-2-
methyl aniline (PAT) with «OH were determined.
The first two paths, m-addition (PATm) and m-
addition to NH, (PATnm) with TS to PAT molecule
are shown below:

CHsz CHs
HzN HoN
oM
OH  +OH— oH
(PAT) (PATm) (14)
CH, ¢Hs
HZN\© HzN\© /,OH
oH + OH— OH
(PAT) (PATNnm) (15)

Based on previous results [6,7,8,9,14,23] two
different paths for the reaction of 2-hydroxy-6-
methyl aniline (NMAT) with «OH were determined.
The first two paths, o-addition (NMATo0) and m-
addition (NMATm) with TS to NMAT molecule
are shown below:

CH,
% HN f _.OH
+ OH— HO

(NMAT) (NMATO) (16)
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CHg CHg

S
N

HO +0OH— HO OH

(NMAT) (NMATm) (17)
Transition State Complexes

In this study, reactants were used to find out the
transition state complexes. An estimation of the
initial geometry was done according to the type of
reaction path wusing the optimum geometric
parameters of reactants. C-O bond was chosen as
the reaction coordinate while modeling the
transition state complexes for the reactions realized
with OH addition, and the bond length was changed
as 1.850-2.500 A during calculation. The emerging
OH bond length was chosen as the reaction path,
and in order to determine the position of the OH
radical according to the molecule, the dihedral
angles belonging to this group were changed during
calculations. Activation energies and their most
determined state in thermodynamic terms for gas
phase and aqueous media were calculated for the
probable reaction paths of all transition state
complexes.

According to Fig.1, the C-O bond lengths at four
probable transition states of the OH radical were
taken as precise measurement. The bond lengths
were calculated as ATo (2.76 A), ATm (3.44 A),
ATp (203 A), ATnm (3.63 A) relatively. The
longest C-O bond belongs to ATnm TS molecule
and it is found out that it occurs later compared to
the others. Therefore, it is the most probable
transition state.

According to Fig.2, the C-O bond lengths at
three probable transition states of the OH radical
were measured. The bond lengths were calculated
as OATm (2.06 A), OATp (2.03 A), OATnm (2.70
A), MATo (2.09 A), MATp (2.11 A), MATnm
(2.64 A), respectively. The longest C-O bonds
belong to OATnm and MATnm TS molecules and
they are found to occur later than the others.
Therefore, they are the most probable transition
states.

According to Fig.3, the C-O bond lengths at four
probable transition states of the OH radical were
measured. The bond lengths were calculated as
PATm (2,05 A), PATnm (2,91 A), NMATo (2,06
A), NMATm (2,14 A), respectively. The longest C-

O bonds belong to ATnm and NMATm TS
molecules and they are found to occur later than the
others. Therefore, they are the most probable
transition states.

CONCLUSIONS

Organic contaminants exist at very low
concentrations in water [3]. Therefore, it is essential
to remove the organic contaminants from drinking
water [4]. Hydroxyl radical which is the most
reactive type known in biological systems reacts
with every biomolecule it encounters including
water. Potentially, every biomolecule is a hydroxyl
radical scavenger at a different speed [8]. Aromatic
compounds are good detectors since they
hydroxylate. In addition, the position of attack to
the ring depends on the electron withdrawal and
repulsion of previously present substituents [9].
When the mulliken loads in Table 2 are analysed,
the electronegativities of N and O atoms give us
information about the bonding state of the OH
radical.

In Table 1, the activation energy levels of E gas
phase of the TS molecules having the lowest energy
at DFT method for every transition state complex
are given below:

-7,404 kcal/mol of ATnm for AT, -1.321x10*
kcal/mol of OATm for OAT, -5.131 kcal/mol of
MATnm for MAT, -1,293x10* kcal/mol of PATm
for PAT and -6.359 kcal/mol of NMATm for
NMAT are the transition state complexes with the
lowest energy. These reveal the most probable
transition state complexes in the gas phase. The
most rapid occurring transition state complex in the
gas phase have the highest values of the k rate
constant.

Eaccosmo @2queous media activation energy levels
at DFT method are 0.623x10! kcal/mol of ATp for
AT, 0.183x10' kcal/mol of OATm for OAT,
0.673x10* kcal/mol of ATnm for MAT, 0.763x10*
kcal/mol of PATnm for PAT, 0.210x10! kcal/mol
of NMATo for NMAT are the transition state
complexes with the lowest energy. This reveals that
it is the most probable transition state at aqueous
media.

Hydroxyl radicals are used in order to remove
organic contaminants from water. In this study, the
most probable reaction paths, where OH radical is
added to the aromatic ring, were determined.
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ATo

ATp

Fig. 1. Optimized structures of the transition state complexes of probable reaction paths (4,5,6,7).

Table 1. k and energy levels calculated via DFT method

854

Atnm

DFT Ea(kcal/mol) k Eaccosmo(Kcal/mol)
ATo -5.964 1.145x10% 5.307x10?
ATm -1.797 3.738x108 2.111x10?
ATp -3.480 1.568x10° 0.623x10?
ATnm -7.404 2.257x10% 1.927x10!
OATm -1.321x10'  6.028x10% 0.183x10!
OATp -3.275 1.376x10° 1.211x10!
OATnNm -3.077 1.005x10° 1.856x10?
MATo -4.953 2.386x10% 1.647x10!
MATp -4.976 1.905x10%° 1.324x10?
MATNm -5.131 9.504x10* 0.673x10?
PATmM -1.293x10'  4.015x10% 0.767x10!
PATNmM -4.049 1.139x10%0 0.763x10!
NMATo -5.402 5.070x10% 0.210x10?
NMATm -6.359 2.505x101 0.607x10*
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OATNmM MATo

MATp MATNnm

Fig. 2. Optimized structures of the transition state complexes of probable reaction paths (8, 9, 10).

855



B. Eren, Y. Yalcin Gurkan: Analysis of reaction kinetics of aminotoluene molecule through DFT method

PATmM PATnm

1]
2144

NMATo NMATm
Fig. 3. Optimized structures of the transition state complexes of probable reaction paths (11, 12, 13, 14).

Table 2. Mulliken loads of the heavy atoms of the studied molecules
AT ATo ATm ATp
11 C -0.079158 11 C -0.068813 11 C -0.084916 11 C -0.060090
15 N -0.152651 15 N -0.128493 15 N -0.145308 15 N -0.145132
18 O -0.219771 18 O -0.114680 18 O -0.209659

ATnm OAT OATm OATp
11 C -0.063830 10 C -0.062126 10 C -0.055300 10 C -0.040231
15 N -0.068889 14 N -0.151131 14 N -0.118889 14 N -0.144576
18 O -0.231787 17 O -0.246327 17 O -0.226425 17 O -0.240401
19 O -0.285348 19 O -0.204711
OAT nm MAT MATo MATD
10 C -0.041225 10 O -0.253210 10 O -0.216734 10 O -0.216065
14 N -0.145082 12 N -0.160178 12 N -0.151373 12 N -0.149771
17 O -0.240589 15 C -0.074152 15 C -0.049042 15 C -0.057486
19 O -0.211082 19 O -0.202878 19 O -0.206673
MATNm PAT PATo PATm
10 O -0.243592 10 C -0.086504 10 C -0.005234 10 C -0.067938
12 N -0.150491 14 N -0.152124 14 N -0.221558 14 N -0.119865
15 C -0.063696 17 O -0.245155 17 O -0.252320 17 O -0.224289
19 O -0.097024 19 O -0.095696 19 O -0.285990
PATnm NMAT NMATo NMATm
10 C -0.074263 10 C -0.076104 10 C -0.050241 10 C -0.066739
14 N -0.144674 14 O -0.262806 14 O -0.239830 14 O -0.256092
17 O -0.229721 16 N -0.141021 16 N -0.133101 16 N -0.114022
19 O -0.097927 19 O -0.220675 19 O -0.223159
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AHAJIN3 HA PEAKIIMOHHATA KMHETUKA HA MOJIEKYJIATA HA AMUHOTOJIYEH
YPE3 DFT-METO/JIA

b. Epen, W. Smuun 'ypkan *

Jlenapmamenm no xumus, Yuueepcumem ,, Hamux Keman*, Texupoae, Typyus

[locTpnuna Ha 5 maif, 2015 r.; npuera Ha 5 mai, 2015 1.
(Pesrome)

B Ta3um pabora ce aHAIM3UPAT HaW-BEPOSTHUTE MApIIPYTH HA peakiMsiTa HAa aMHHOTOJyeH (o-toiayuamH) ¢ OH-
paaukany. OnNTHMU3HpaHATa TEOMETPHS € 34KciieHa upe3 cobryepa Gauss View 5. Hail-Huckute eHepruiiHu HUBa ca
HAMEPEeHH Ype3 reOMeTpruYHa ONTUMu3anus ¢ nporpamarta Gaussian 09. M3uucnenn ca ¥ reoMeTpHYHATA CTPYKTYpa U
JBJDKMHATa Ha BpB3KHTe. Ta3zu pabora MMa 3a LeN Ja Ce ONpPEAEAT Hal-BEpOSTHUTE IBTHUIA HA HPOJYKTHTE OT
B3aUMO/ICHCTBUETO Mexay amuHOTONyeHa M OH-pamukanure B raszoBa M B TeuHa (a3a. V3mon3BaHu ca KBaHTOBO-
MEXaHWYHH METOJM 32 MOCOYBAHE Ha BIMSHHETO HAa CKOPOCTTa Ha peakuusATa BBbPXY NBbPBUUHHUTE IPEXOIHU
CBEIUHCHHMS, XUAPOKCUIINPAHUTE MEXIMHHH CheJUHEHUS U Ha BOJATa KaTO PAa3TBOPHTEIL.

MeXIMHHUTE CheUHEHHUs, TeOMETPUYHATa ONTHMH3AINSA Ha PeareHTUTE M NPEXOAHUTE KOMIUICKCH Ca ONpeeIeHH
mo DFT-meroma. Ha Ga3ara Ha KBaHTOBO-MEXaHWYHH TPECMATAHUS C W3IOJI3BAaHETO HA TEOPHUATAa HA TPEXOTHHUTE
cberosinus (TST) ca onpeeneHn BCUYKK BEPOSITHH CKOPOCTHU KOHCTaHTH. Bpb3kure C-O 3a B3eTH Kato pedepeHTHH
IPH ONPEJICNITHETO Ha NPEXOJHUTE CHhCTOSHUS. AKTHBHpAlaTa €HEeprus 3a BEpOSTHUTE PEaKIMOHHHM MapIIpyTH 3a
BCHYKH NPEXOJHH KOMIUICKCH ¥ TEXHUTE Hall-yCTOIYMBU CHCTOSHHS Ca U3YMCICHH OT TEPMOJMHAMHIYHA TJIeHA TOYKA
3a ra3oBata u TeuHara (aza. Bw3jeiicTBuero Ha pastBopureis (Boaa) ¢ um3cieaano upes COSMO-codryep kato
COJIBaTallMOHEH MOJEIL.
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The aim of the present research is the development of an economically feasible electrochemical method for
extraction of H,S contained in Black Sea waters, using it as a fuel in a sulfide/oxygen(air) fuel cell. Low HS
concentrations and presence of NacCl, similar to the conditions in the depth of Black Sea, have been investigated.
Electrochemical condition for oxidation of sulfide HS- directly to sulfite and sulfate on electrode (anode) catalysts have
been found. Different anode catalysts for HS™ oxidation have been tested: graphite, cobalt phtalocyanine (CoPc) and
perovskite (Lai,3Sro7NiO4). No catalytic poisoning has been observed by the oxidation products (sulfite and/or sulfate).
Perovskite and CoPc have been found as the more suitable catalyst for this fuel cell system. The characteristics of the
sulfide driven fuel cell have been tested with optimized HS™ anodes and previously developed oxygen (air) cathodes.

Electric power of P = 7.5 mW has been obtained.

Key words: hydrogen sulfide, sulfide driven fuel cell, Black Sea water.

INTRODUCTION

The present work is aimed on the opportunity to
recover energy from the hydrogen sulfide in the
Black Sea deep waters. It is well known that these
waters contain an enormous amount of hydrogen
sulfide (as hydrosulfide and sulfide ions) estimated
as 4600 Tg, i.e. 4.6 billion tons [1]. The energy
content of hydrogen sulfide combined with its large
amount suggests its possible application for energy
production [2-10]. There are efforts to attack the
problem by various methods: low temperature
adsorption of hydrogen sulfide from sea waters
followed by thermal decomposition [3, 4],
electrolysis leading to hydrogen and sulfur
production [5], or burning the hydrogen sulfide
itself in electric power stations, as proposed by L.
Goltsova and L. Yutkin [6].

R&D works exist, dealing with high temperature
solid fuel cell operating with hydrogen sulfide in
gaseous phase [7], as well as electrochemical
process in aqueous media [8-10] with elemental
sulfur or poly-sulfides as products. These cells,
however, use iron containing catalyst as an electron
acceptor at the anode that is heavily corroded by
HS and thus they are inappropriate for long term
durability.

The present paper is dedicated to the study of
H,S oxidation at low concentrations for use in a

*To whom all correspondence should be sent:
E-mail: duzun@bas.bg

newly developed H,S/O; (air) fuel cell, producing
electricity as a desirable product in the context of
the Hydrogen-Energy-System [11]. The proposed
process diagram is presented in Fig. 1. The process
produces energy by: pumping saline water (1) and
passing it through the anodic compartment of a
sulfide-driven fuel cell (3). Atmospheric oxygen (2)
is used as oxidizer in the cathodic compartment.
The produced energy could be applied for further
hydrogen production by splitting water in the
electrolyser (4) and produced hydrogen is stored in
(6). Clean water is discharged into the sea (5).

The electrochemical reactions in the known fuel
cells [8-10] converting sulfide to sulfur are:

Anode:2S? - 4e = 2S, E°=-0.508 V, (1)

Cathode: 20, + 4H,0 + 4e = 40H;
E®=0.401V, (2)

Net reaction: 20, + 4H,0 + 25% = 2S + 40H",
AE®=10.909 V, (3)

However, the anodic process of sulfide
oxidation could be carried out to different final
products (elemental sulfur, poly—sulfides, or
sulfates). Elemental sulfur and poly-sulfides are
market products, but in this process they are
produced in low amounts and in a colloidal state.
Another disadvantage of elemental sulfur as a final
product is the occurrence of anode passivation. An
alternative way is the oxidation to sulfate, which is
very attractive, since the sulfate anions can be
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returned back to the sea at no pH changes. The
electrode reactions leading to sulfate as a final
product are as follows:

Anode: S* + 40H" - 8e" = SO4% + 4H",
E°=-0.685V, (4)

Cathode: 20, + 8H,0 + 8e" = 80H",
E°=0.401V, (5)

The net reaction: S + 20, = S04, (6)

This process is thermodynamically feasible. The
reactions correspond to Egs. (4-6). The enthalpy of
the net reaction is AH = - 788 kJ/mole hydrogen
sulfide [12]. It is sufficient for production of 1.82
moles of hydrogen, taking into account the losses
due to the overpotential. Hence, the proposed fuel
cell could be used either for net energy production
or for electrolysis (H»S) corresponding to Fig.1.

The theoretical open circuit potential for the
above process is also higher, Eop = 1.086 V [13],
compared to the oxidation of sulfide to elemental
sulfur, where Eqp= 0.909 V [13]. The generated
electric power may be used further to produce
hydrogen from the already de-sulfurized water. It
should be noted that sulfide-to-sulfate oxidation

passes through some intermediate reactions
(consecutive oxidation of sulfide to sulfur, sulfite
and finally to sulfate). Moreover, other reactions
are possible, e.g. thiosulfate, dithionate, and
polysulfide formation observed at higher initial
sulfide concentrations.

The feasible utilization of sulfide ions to
produce electromotive force in the fuel cell depends
on the cell efficiency, i.e. the conversion rate of
sulfide into sulfur or sulfate per unit time in the
anodic compartment of the cell. For this reason the
choice of appropriate catalysts for sulfide to sulfate
oxidation is very important, so different catalysts
have been tested in previous studies. Mao et al. [14]
discussed various electrochemical methods to
convert hydrogen sulfide to its elements, including
high temperature electrolysis in alkaline solution
using graphite, Pt and Mn* ions. Several authors
used ferric and cobalt cations [5,15,16] to catalyse
sulfite to sulfate oxidation. Cobalt and carbon
compounds, composite compounds like perovskites
[5, 17], as well as CoPc [16, 18], have been found
to be suitable for sulfide oxidation.

3
5 Air oxygen _
] A0
»  Fuel cell - 6
4 Hydrogen
Deep water storage
™| Electrolyzer
Sea level
5
1 MESO4 y
Salts, sulfate back
to the sea

Fig.1. Schematically proposed process diagram for hydrogen production by electrolysis using sulfide driving fuel
cell: 1- Deep sea waters containing sulfide; 2- Air oxygen; 3- Sulfide driving fuel cell; 4 — Electrolyzer; 5 - MeSOa,

sulfates and salts back to the sea; 6 — Hydrogen storage.
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Fig.2. Scheme of H,S/O; fuel cell: 1 — Gas diffusion electtrode; 2 - gas chamber; 3 — working electrode (anode); 4 —
peristaltic pump; 5 — thermostat; 6 — Solartron; 7 — reference electrode.

EXPERIMENTAL
Experimental equipment and conditions

The electrochemical cell and setup are presented
schematically in Fig.2. The cell consists of oxygen
(air) gas-diffusion electrode (GDE) — (1) with gas
chamber - (2) and immersed HS" electrode (anode)
— (3). The oxygen (air) electrode, similar to the
previously developed GDE in the Institute of
Electrochemistry and Energy Systems and
described in [19, 20].

GDE is double layered: gas diffusion layer of 50
mg.cm teflonized carbon black (35 % Teflon) and
active layer of 20 mg.cm? cobalt-tetra-methoxy-
phenyl-porphyrin (CoTMPP) deposited on carbon
black. The GDE works quite efficiently in alkaline,
as well as in neutral electrolytes, so no experiments
have been carried out on air electrode. Our efforts
have been focused on anode (HS oxidation
electrode) and fuel cell as a whole.

The cell (from plexiglas) volume is 150 ml with
possibility of electrolyte circulation — (4), and
heating — (5). The anode and cathode electrolyte
chambers are separated by a membrane (Nafion,
PVC, etc.).

The H,S concentration in the electrolyte has
been varied in the range 100 - 20000 mg.l*
introduced as NaHS. This range has been selected
having in mind two reasons: 1) the electrochemical
process is very slow (does not practically occur) at
lower concentrations, especially at the naturally
encountered concentration of about 9 mg/l [21] and
2) higher concentrations are studied in previous
investigations [5, 7]. Supporting electrolyte of 18
g.I'* NaCl (similar to the concentration in Black Sea

waters), is added to the electrolyte. The
experimental setup in Fig.2 has been used for study
fuel cell mode too. A Solartron 1286
Electrochemical Interface — (6), is used for the
galvanostatic measurements. A reversible hydrogen
electrode (7) by “Gaskatel GmbH”, Germany is
used as a reference electrode. A minimum of four
measurements were made for each result to achieve
better reproducibility. Arithmetic averages are
presented in the graphs.

Electrode preparation

All electrodes studied are of immersed type and
have geometrical area of 10 cm?.

The electrodes are prepared from a mixture of
the catalysts and teflonized carbon black (35%
Teflon) as a binder. Two types of carbon black
have been used — Vulcan XC-72 and acetylene
blacks. The mixture is pressed onto both sides of a
stainless steel current collector at 300°C and
pressure of 300 atm.

Several home-made catalysts have been studied:

(i) DG (standard Degussa carbon black) + 20 %
CoPc;

(i) Lay.3Sro7NiO4 (perovskite);

(iii) bulk graphite.

Analytical methods

The total amount of sulfide and sulfite ions was
determined iodometrically with starch as indicator
[22]. Sulfides were separately determined
photometrically with N,N-dimethyl-n-
phenylenediamine in presence of Fe(lll) with
formation of methylene blue [23 - 25]. This method
allows increasing the sensitivity of determination
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twice. The presence of thiosulfates, sulfites and
sulfates was qualitatively checked too. Thiosulfates
form a unstable purple complex with Fe (lI1). The
opalescence of the solution after addition of barium
cations shows the presence of sulfite and sulfate.
The dissolution of the deposit in concentrated
hydrochloric acid proves the presence of sulfite,
whereas barium sulfate remains non-dissolved [26]

RESULTS AND DISCUSSION
Electrode properties and optimization

The immersed type electrodes for the oxidation
of H,S were optimized with respect to the catalyst
used, electrode thickness and mass ratio between
catalysts and binder, varying one parameter at a
time and keeping the others constant.

Catalyst optimization

Four different catalysts were studied:

1. (DG + 20 % CoPc) + 35 % teflonized Vulcan
XC-72 (DGCPV);

2. (DG + 20% CoPc) + 35 % teflonized
acetylene black (DCPAB);

3. La13Sro7NiOs + 35 % teflonized Vulcan XC-
72 (LSNV)

4. Bulk graphite.

The galvanostatic volt - ampere curves obtained
with the different catalysts are presented in Fig.3. It

is seen that the electrodes containing DGCPV and
LSNV as catalysts give lower over potential
characteristics, so only these two catalysts were
used further on.

Electrode composition

The working electrode (anode) potential at a
fixed current density (i=10 mA.cm?) was selected
as a criterion for the quality of the electrode. With
this criterion, electrodes with different amounts,
resp. ratios of the components were compared to
find the optimum composition.

First we wanted to establish the most
appropriate amount of catalyst plus teflonized
carbon black. For this reason the ratio was held
constant (50:50 % wt.) and the total amount was
varied. A roughly linear dependence was
established between the amount of catalyst plus
teflonized carbon black and the anodic potential at
i=10 mA.cm™2. Thus the lowest possible amount of
the components will be most appropriate from the
point of view of over potential. The mechanical
stability, however, must also be taken into account.
It turns out that about 60 mg.cm of the mass are
needed for the full coverage of the current collector
and for a reasonable mechanical stability. So we
chose this value for the further optimization.
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Fig.3. Working electrode potential vs. current density for the oxidation of H,S with different catalysts: e— graphite,
V¥ - DCPAB, A - DGCPV, m - LSNV_; electrolyte - 1g.I"* sulfide ions + 18 g.I"* NaCl.
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Next, the ratio between the binder (35 %
teflonized Vulcan XC 72) and the catalyst has to be
optimized. Fig. 4 shows the dependence of the
working electrode (anode) potential at constant
current density (i = 10 mA.cm™) on the amount of
Lai.3Nio.7SrO4 catalyst (in weight %). A pronounced
minimum is observed at 45% catalyst, so this value
was used further for the preparation of electrodes.

1200

For the (DG + 20 % CoPc) catalyst (Fig. 5) the
lowest over potential appears at 50 and 60%
catalyst content, but the electrodes are not
mechanically stable. So in this case we chose the
30% catalyst content for the further studies because
of the small local minimum and the pronounced
stability in time.
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Fig.4. Optimization of the amount of catalyst at constant electrode thickness -110 mg.cm2. Working electrode —
LSNV + teflonized carbon black; electrolyte — 1 g.I"* sulfide ions + 18 g.I'* NaCl.
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Fig.5. Optimization of the amount of catalyst at constant electrode thickness - 60 mg.cm2. Working electrode —
DGCPV + teflonized carbon black; electrolyte - 1g.1* sulfide ions + 18 g.I'* NaCl.

The electrochemical characteristics of the
optimized electrodes are shown in Fig. 6. It is seen
that both electrodes provide fairly similar
electrochemical behaviour.

Temperature dependence

The influence of temperature on the reaction rate
is shown in Fig. 7 for the optimized electrode with
perovskite catalyst. It may be concluded that
increasing the temperature above 60 °C does not

significantly  improve the rate. Tafel-type
dependencies can be plotted from the current-
potential data for each temperature. Although the
slopes of these dependencies indicate the presence
of diffusion limitations, they may be used to
calculate apparent values for the exchange current
densities and to plot an Arrhenius-type dependence
(Fig. 8). The apparent energy of activation for the
electrochemical reaction, calculated from the slope
of the Arrhenius plot is Ea = 18.2 kcal.mol™, which
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corresponds well with the value found for the
catalytic oxidation of sulfides by hydrogen
peroxide, [27], i.e. Ea = 25.85 kcal.mol*
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Fig.7.. Dependence of the electrode potential on the
temperature at constant current density (i=10 mA.cm?).
Working electrode - DGCPV. electrolyte 200 mg.I*
sulfide ions + 18 g.I"* NaCl.

H,S driven fuel cell

The application of H,S oxidation for the
construction of a fuel cell has been described by
Pujare et al. [28] with a solid oxide electrode at
high temperature. We would like to show that the
electrochemical oxidation of H,S at room
temperature and low H>S concentrations can also be
used to promote electromotive force and hence be
used as a fuel cell. In order to use the H,S/O;
electrochemical system as a fuel cell, one must
ensure a reasonable reaction rate of the
electrochemical reaction. As established earlier [21]
the natural concentration of H,S in the Black Sea
waters (= 9 mg/1) is definitely not enough to ensure
usable reaction rates and a preliminary
preconcentration is needed. In order to check which
concentration of H.S will yield reasonable reaction
rates, we studied the concentration dependence of
the electrode potential at our standard galvanostatic
conditions (i=10 mA/cm) and in the concentration
range discussed in section 2.1. A gradual increase

864

of the steady state anodic potential at i= 10 mA. cm"
2 is observed, as seen from Fig. 9, so one can select
a suitable concentration for the application as a fuel
cell.
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Fig.8. Electrochemical Arrhenius plot for the
working electrode with LSNV. Electrolyte - 200 mg.I*
sulfide ions+ 18 g.I* NaCl.

To study the system behaviour with time, we
start with definite H,S and SOz?concentrations and
follow their variation in time when a constant
current density of i=10 mA.cm? is imposed on the
cell. The initial concentrations were chosen Cpys =
186 mg/l and Csos = 243 mg/l at pH = 11.6 (Table
1). The open circuit potential was about 300 mV
and the potential of the working electrode (anode)
was E = 204 mV. Oxygen (air) GDE electrode has a
constant potential E = 750 mV (RHE) during the
whole experiments. As current is imposed, the HS
electrode (anode) potential increases and the
concentrations of sulfide and sulfite ions change.
These concentrations were checked analytically in
intervals of 2 hours, the potential was recorded
continuously.
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Fig.9. Dependence of the steady state working
electrode potential on sulfide concentration at constant
current density (i=10 mA.cm?). Working electrode -
DGCPV. Supporting electrolyte 18 g.I"* NaCl.



The variation of the working electrode potential
with time is shown in Fig. 10 and the variation of
the concentrations in Table 1. It is seen that up to
the first analytical determination of sulfide and
sulfite ions, the potential is already rather high.
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Fig.10. Fuel cell mode test (working electrode
potential variation with time at constant current density,
i=10 mA.cm?. Working electrode - DGCPV.
Electrolyte — 186 mg.I"? sulfide ions + 18 g.I"X NaCl, e —
working electrode potential, m - Ucer..

It should be noted that the decrease in sulfide
concentration (Table 1) does not correspond
stoichiometrically to the increase in sulfite
concentration.

Table 1. Experimental data for the time variation of
sulfide and sulfite concentrations in the fuel cell mode
under galvanostatic conditions: i = 10 mA.cm™

Concentration  Concentration

Time,  Potential, =t o ifide of sulfite, mg.I
hour mV 1 1
mg.|
0 204 186 243
2 1001 69,7 354
4 1103 10 470

This implies the formation of other sulfur-
containing intermediates as well. Please note,
however, that after four hours, when the
electrochemical process has come to a stop, sulfate
ions are qualitatively detectable and no poisoning
of the electrode is observed.

The estimated power of the cell used (with 10
cm? electrode) is 7.5 mW. The initial cell voltage of
~ 500 mV corresponds to a cell efficiency of 47 %
in the case of complete sulfide to sulfate
conversion.

CONCLUSIONS

Several catalysts have been tested for the anodic
oxidation of sulfide to sulfite and sulfate. The
electrodes prepared with CoPc and perovskite
(La13Nio.7SrO4) have been optimized and showed
appropriate electrochemical characteristics. The
influence of temperature and HS™ concentration has
been revealed.

The adequacy of a new developed sulfide driven
fuel cell has been tested and proved using
optimized electrodes and conditions. H,S/O, fuel
cell at room temperature and low HS
concentrations has reached reasonable current
densities due to sulfide to sulfite and sulfate
oxidation without electrode poisoning

Based on these results we can go further to
design practically applicable fuel cell based on
sulfide to sulfate oxidation in liquid media at room
temperatures.
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EJIEKTPOXUMHUYEH METO/I 3A TIOJIVHABAHE HA EHEPT'MA OT CEPOBOJIOPOJJA HA
YEPHOMOPCKUTE BO/I B I'OPUBEH EJIEMEHT 3A/IBUJKBAHA CbC CYJIOUJL

J. V3yn®", E. Paskazoa-Benkosa?, K. Ilerpos’ B. bemkos?

1)HHcmumymbm no eleKmpoxumMusl u enepeutinu cucmemu ,,Axao. Eezenu byoescku ', BAH,
1113 Cogpus, yn. Axao.I".Bonues, 61. 10
2) Huemumym no Unocenepna xumusi, BAH, 1113 Cogus, yr. Axao.I.Bonues, 61. 103

[Tonmyuena na 25 centemBpu 2014 r., npuera Ha 30 okromBpu 2014 r.
(Pesrome)

IenTta Ha HacTosimara pabora € M3Cie[BaHe M Pa3BUTHE HA MKOHOMUYECKH OCHIIECTBUM EIEKTPOXUMHUYCH
MeTojl 3a u3BiauyaHe Ha H,S or Boxute Ha UepHo Mope che chabpxanue (Chzs ~ 9 Mr.rl), u usnonssaHeTo My B
ropuseH enemeHT HpS/O; (Bb3ayx). M3ciaensanu ca pasTBOpy ¢ HUCKHM KoHUeHTpamuu Ha HS u Ha NaCl, 6inusku 1o
ycnoBusita B Abi0OuHNTe Ha YepHo mope. Hamepenu ca MOAXOISIM KaTain3aTOpH, CICKTPOAW W YCJIOBHS 32
€JeKTPOXMMUYHO OKHCIIeHne Ha cyndun HS mupextHo mo cyndury u cyndaTtn. TectaBaHu ca pa3IUdHU KaTaaH3aToOpu
3a aHOAHO okucieHne Ha HS™: rpadur, koGanros ¢ramounanud (CoPc) u neposckut (LaizSro7NiOs). Ilo Bepeme Ha
OKHCJIEHHETO HE € HAOII0JaBaHO KATAIMTUYHO OTpaBsiHe Ha nponaykture (cynbutu w/wim cyindaru). Usmepenu ca
XapaKTEPUCTUKUTE Ha CYI(H]] 38 BIKBAHUAT TOPUBEH €IEMEHT C ONTHMU3UPAHH EJICKTPOJIM 3a OKuciieHne Ha HS
(avomm). Tonyuena e enexTpuuecka MoIHocT ot P = 7,5 MW.
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The reduction of sulfur dioxide at high temperature is reported. This article reveals that electrochemical reduction of
SO is possible at room temperature. Electrochemical processes for treatment of H,S in Black Sea waters and flue gases
are presented in order to minimize their environmental impact. We found suitable conditions and electro catalysts for
the realization of the process to reduce the flue gases from thermal power plants along the coast of the Black Sea and to

solve the problem of hydrogen sulfide in the deep Black Sea waters.

Key words: Sulfur dioxide reduction, Hydrogen sulfide oxidation, Black Sea.

INTRODUCTION

Various kinds of electrode materials were
utilized in the past, namely mercury, gold,
platinum, bismuth, copper, iron phthalocyanine on
graphite  and  uranium-iron  alloys.  The
electrochemical reduction of sulfur dioxide in
aqueous solutions has been investigated since the
thirties of the last century. The studies mentioned
above focus on obtaining sodium dithionate
(sodium hydrosulfite), an important product in
industry. Previous studies do not fully explain the
electrochemical process in the reduction of sulfur
dioxide [1].

The chemical reduction of SO, together with the
oxidation of H5S is the basis for the so-called Claus
process, in accordance with the following general
reaction:
2H28+SOQ—>3S+2H20(1)
(AH = -1165.6 kJ mol't)

The Claus process takes place at temperatures
above 1300 °C [2], however, by utilizing different
catalysts these can be reduced to 250-850 °C. The
use of different types of composite compounds
containing transition metals significantly reduces
the temperatures at which the above reaction takes
place, but does not solve the problem entirely [3-5].
An example of the use of catalysts in the reduction
of sulfur dioxide by the oxidation of hydrogen
sulfide in accordance with the above reaction using
methane at temperatures of up to 1000 °C is given
in [6].

The thermodynamic potentials of oxidation and

*To whom all correspondence should be sent:
E-mail: duzun@bas.bg

reduction are:
HsS — S+2H*+2e Eo=-0.14V (2)
SO;—» S+ 0, Eo= 0.17V (3)

These electrochemical redox reactions can occur
due to the potential difference of AE = 0.30 V as
indicated for reactions 2 and 3, which follow from
the theory for concurrent redox reactions
(corrosion) on dispersed micro-galvanic elements
[7].

Their speed is determined with the aid of volt-
ampere characteristics in accordance with the so
called additive principle [8].

An advantage of these electrochemical reactions
is that they are able to completely convert the initial
reagents (concentrations of CH.S, SO, = 0 [9],
which is difficult given the chemical kinetics [10].

In accordance with the theory, we consider the
pair HS and SO,. The oxidation of hydrogen
sulfide was studied in our previous work, the most
suitable catalyst and conditions were found while
the catalysts and binder were optimized by varying
one parameter at a time and keeping the others
constant.

The simultaneous reduction of SO, and the
purification of hydrogen sulfide and sulfur dioxide
fluids are reviewed in this work. The purpose of the
investigation is to examine the process of oxidation
of hydrogen sulfide and the reduction of sulfur
dioxide in the chemical reactor by electrochemical
(galvanic) route under normal atmospheric
conditions. This is part of a project to
simultaneously extract the sulfur dioxide contained
in the smoke fumes generated by coal power plants
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and hydrogen sulfide from sea water along the
Black Sea coastline.

EXPERIMENTAL CONDITIONS
Apparatus

We utilized a three-electrode cell to complete
the electrochemical reduction of sulfur dioxide. In
the present work we used sulfurous acid to attain an
environment where we have sulfur dioxide (~5-6%
SO2). Also we set aside 18 g/l NaCl, equivalent to
the content of salt in the waters of the Black Sea.
We added 1 M NaOH in order to equilibrate the
conditions under which we studied the oxidation of
hydrogen sulfide [11]. The cell had a capacity of 50
ml in volume. The electrolyte was stirred
continuously with a magnetic stirrer. The sulfurous
acid was 1/5 of the total amount of the solution. We
obtained a sulfur dioxide content of about 1%, the
same as the quantity found in the smoke fumes
generated by coal power plants.

Shown in Fig.1 is a three-electrode cell for
electrochemical reduction of sulfur dioxide. With
the help of the cell in conjunction with a Solartron
1280 and by constantly stirring with a magnetic
stirrer, we measured the polarization curves and the
reduction of sulfur dioxide in different solutions

Solartron

Counter electrode

Working electrode Reference electrode

Fig.1. Three-electrode cell

The diagram shown in Fig.1 presents a model
three-electrode cell with the help of which our
measurements were carried out.

Shown in Fig. 2 is a chemical reactor in which
the simultaneous oxidation of hydrogen sulfide and
reduction of sulfur dioxide takes place. The
electrolyte is stirred constantly with a magnetic
stirrer. The catalyst Degussa carbon + 20% CoPc
deposited on 35% teflonized Vulcan XC-72 is
placed in the reactor.
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Fig.2. Chemical reactor

Preparation of the electrode for SO, reduction

All electrodes studied are of the immersed type
and have a geometrical area of 1 cm? The
electrodes are prepared from a mixture of the
catalysts and teflonized carbon black (35%. Teflon)
as a binder. Two types of carbon black were used —
Vulcan XC-72 and acetylene black. The mixture is
pressed onto both sides of a stainless steel current
collector at 300 °C at a pressure of 300 atm. Several
home-made catalysts as well as CoPc [12] were
deposited on carbon and pyrolized. Commercial
catalysts were also studied:

(i) DG (standard Degussa carbon black) + 20 %
CoPc;
(i) La13Sro7NiO4 (perovskite);
(iii) bulk graphite;
(iv) DG (standard Degussa carbon black) + 20 %
CoPc + 6 % Pt;
(v) Pt.
Chemical analysis

The concentrations of hydrogen sulfide and
sulfur dioxide after mixing and during the
experiment were determined iodometrically and
only the sulfide - by masking sulfite with formalin
[13,14]. An indication that polysulfides were
obtained was the colour change of the solution to
yellow-green. On addition of hydrochloric acid it
was clarified and a sulfur precipitate appeared
(qualitative reaction for polysulfides detection).
The opalescence when barium chloride is added
indicates the presence of sulfates (qualitative
reaction for detection of sulfates) [17].

The total amount of sulfide and sulfite ions was
determined iodometrically with starch as indicator
Sulfides were separately determined
photometrically with N,N-dimethyl-n-
phenylenediamine in presence of Fe(lll) with
formation of methylene blue [15,16]. This method
allows increasing the sensitivity of determination
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twice. The presence of thiosulfates, sulfites and
sulfates was qualitatively checked too. Thiosulfates
form a unstable purple complex with Fe (111). The
opalescence of the solution after addition of barium
cations shows the presence of sulfite and sulfate.
The dissolution of the deposit in concentrated
hydrochloric acid proves the presence of sulfite,
whereas barium sulfate remains undissolved [17].

RESULTS AND DISCUSSION

Reduction of sulfur dioxide

Electrodes of the immersed type (1 cm?) were

used for the reduction of SO,, which were
optimized in previous studies for oxidation of H,S
[11]. They wee optimized with respect to the
catalyst used, the electrode thickness and mass ratio
between catalysts and binder, varying one
parameter at a time and keeping the others constant.
As a result of the optimizations carried out the
electrodes were composed of:
(i) - 42 mg 35% teflonized Vulcan XC-72 +18 mg
DG (standard Degussa carbon black) + 20% CoPc
+6% Pt;
(ii) - 42 mg 35% teflonized Vulcan XC-72 +18 mg
DG (standard Degussa carbon black) + 20% CoPc;
(iii) - 60 mg of 35% teflonized Vulcan XC 72 +50
mg Lais Sr o7 NiO4 (perovskite).

The results obtained are the average values of at

least three optimized electrodes.
The volt-ampere dependence curves of the
electrodes were obtained for reduction of SO, in an
electrolyte of 1% vol. sulfurous acid + 1 M NaOH
+ 18 g/l NaCl. The electrocatalysts utilized were:
DG (standard Degussa carbon black) + 20% CoPc;
Lai3Sro7NiOs (perovskite); bulk graphite; DG
(standard Degussa carbon black) + 20% CoPc + 6%
Pt; (v) Pt.

Shown in Figure 3 are the optimized electrodes
together with the catalysts selected for the reduction

From Figure 3 it can be seen that the substrate
used (a) does not affect the catalysts studied by us.
Good results were obtained from electrodes made
of DG +20% CoPc + 6% Pt (d) containing Pt
powder, but following long-term studies we found
that the platinum is poisoned. The curves (b) and
(c) are DG +20% CoPc and perovskite,
respectively; these show that electrodes made of the
catalyst cobalt phthalocyanine and perovskite are
similar. In our further research the catalyst DG
+20% CoPc will be investigated. of sulfur dioxide.
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Fig.3. Polarization curves of sulfur dioxide reduction
in aqueous electrolyte: SO, 1% vol. +1 M NaOH + 18
g.I" NaCl. Tested electrodes are: a - type network
(stainless steel); b - 35% teflonized Vulcan XC-72 and
DG +20% CoPc; - perovskite; d - 35% teflonized Vulcan
XC-72 and DG +20% CoPc + 6% Pt.
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Fig. 4. Polarization curves for electrodes from
teflonized Vulcan XC-72 and DG + 20 % CoPc, in
different electrolytes: a — electrolyte 1 % SO, + 18 g/l
NaCl; b - electrolyte 1 % SO, + 1 M NaOH; c -
electrolyte 1 % SO + 18 g/l NaCl + 1 M NaOH.

The catalyst selected was studied in different
electrolytes. Shown in Figure 4 are the volt —
ampere curves with the SO, reduction catalyst 35%
Vulcan teflonized XC-72 and DG +20% CoPc in: a
- 1% SO, + 18 g/l NaCl; b - 1% SO, + 1 M NaOH,;
€ -1% SO, + 18 g/l NaCl + 1M NaOH.

The figure shows that at higher currents in the
absence of NaCl the conductivity falls [18] as
shown by curve (b). It becomes clear from graph
(a) that in a solution containing sulfur ions without
NaOH, the Kkinetics of the processes changes
yielding sulfur, as seen from the diagram [19].

Proof of the electrochemical mechanism

The curve of oxidation of hydrogen sulfide (Fig.
5) was investigated in our previous work [11],
currently this was utilized in order to substantiate
the electrochemical mechanism.
The curve represents the reduction of sulfur dioxide
with the optimized electrode containing: (i) 35 %
teflonized Vulcan XC-72; (ii) DG + 20 % CoPc (at
a ratio of 70:30). The reduction electrolyte was 1%
SO, + 18 g/ I NaCl + 1 M NaOH. From the curves
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in Fig. 5 we found the mixed potential and the
mixed current. From this it follows that the overall
electrochemical reaction rate is i = 38 mA/cm?.

1250

E__=5/0mV
meas.
1000+
E,, =532mV
750
1
w 500 T g
T
o
E 250
S 0
“ 2
2250
| L 2
500 imix=3:8 mAlcm’
750 T T T T “l T T T T T T T
1 0 1 2 3 4 5 6 7 8 9 10 11 12
i, mA/cm?

Fig. 5. Polarization curves for oxidation of H2S [10]
and reduction of SO,.

The agreement between the mixed potential (in a
solution containing hydrogen sulfide and sulfur
dioxide Emix (H2s, so2 =~ 570 mV) and the potential
calculated from the intersection of the partial curves
(Emix (partial curvesy = 537 mV) is very good, since
deviations for the porous electrodes about AE ~ 30
mV are acceptable [20]. This agreement is an
indication of the electrochemical mechanism of the
process. To confirm this assertion, we needed to
measure the total rate of the reaction in the reactor
(Fig. 2).

In the reactor shown in Fig. 2 we introduced the
two fluids in the form of an electrolyte containing
sulfur dioxide and hydrogen sulfide. The catalytic
mass corresponded to the above optimized
immersed electrode. The amount of 10 cm?
teflonized Vulcan XC-72 and catalyst is required
for an electrode.

The studies were made using the chemical
reactor with a solution (electrolyte) 1% SO, + 18
g/l NaCl + 1 M NaOH + Na;S.9H,0 as shown
below (Table 1). The inlet and outlet
concentrations, as well as the overall speed of the
oxidation/reduction process, were found
analytically and were compared with those
calculated by the partial electrochemical speed
curves, i = 3,8 mA/cm?.

By matching the results shown in Table 1, we
can conclude that the conversion of sulfide is
electrochemically preferential as part of the
reactants is converted chemically. Such a
conclusion was made by Spiro and Freund [21] by
exploring the reaction:

2Fe(CN)e> + 3I' — 2Fe(CN)e* + I3 (3)

From the sketched polarization curves with the
optimized electrodes (and catalysts) for the
oxidation of hydrogen sulfide and the reduction of
sulfur dioxide we found the rate of electrochemical
reaction from the points of intersections, in
experiments realized in the chemical reactor
containing hydrogen sulfide and sulfur dioxide. A
catalytic mass was created and micro - galvanic
elements were built simultaneously carrying out
both reactions, the oxidation of hydrogen sulfide
and reduction of sulfur dioxide.

The data shown in Table 1 point to the almost
comparable chemical and electrochemical oxidation
rates for hydrogen sulfide.

Physical model of the process of oxidation of H,S
and reduction of SO

The electrochemical realization of the process is
possible due to the launching of novel micro
galvanic cells. The physical model of the process is
shown in Fig. 6. Schematically shown is a pore
electrode (catalyst mass). The structure of the
catalytic mass is composed of: (1) teflonized carbon
black/charcoal; (2) catalyst DG + 20% CoPc. The
catalytic particles are in direct electronic contact
through teflonized soot. Performed on these are
partial sulfide oxidation reactions (3) and sulfur
dioxide reduction (4). lon contact is achieved
through the solution (electrolyte) - (5). These
conditions are sufficient for the realization of a
galvanic element between the pair SO.-H;S. The
hydrogen sulfide is oxidised to sulfur and extends
to sulfates (80% of the starting sulfide). The sulfur
dioxide is reduced to sulfur by subsequent
conversion to sulfates.

Table 1.
Reagent contl:g:1ttlraa:tion conclz:f\rl?;tion AC lmAA(él/w?zF
SO, (CSZ', mg.l'l) 570 (in100 121_1I 145 (in 100 nzwl - 425(fortwoh) 2.85 mA.cm?
-57mg SO, ) 145mgso,) —forlh21.25
HzS(CSZ_, mg.l'l) 400 (in 100 100 (in 100 ml 40 (fortwo h) -  3.35 mA.cm?
ml 40 mg $*) 0) for 1 h 20
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‘ 2H,8 +80, 35+ 2H,0

N\

S0, s+ 4H' +4de" > 2H,0+S

“+ \'.
- 5
!
" Carbon

¥ cE-E,

Hs oS+ H+2e | 3

Teflon

Fig. 6. Physical model of the pore of a micro
galvanic element with teflonized charcoal /carbon black
and catalytic mass for reduction reaction of SO, with the
oxidation of H.S in the electrolyte (1% SO, + 18 g/l

NaCl + 1 M NaOH + Na;S. 9 H20).
CONCLUSION

The physical model presented illustrates the idea
of both oxidation and reduction reactions in
solutions containing hydrogen sulfide and sulfur
dioxide for purification.

In conclusion we can say that we have found
suitable conditions and catalysts for carrying out
the simultaneous purification of fluids into
hydrogen sulfide and sulfur dioxide.
The process can be applied at cape Sinop on the
Black Sea cost of Turkey.
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EJIEKTPOXMMUWYHA PEJYKIIMS HA CEPEH JUOKCHJ] YPE3 OKMCJIEHUE HA
CEPOBOJIOPOJT BB BOJTHA CPEJIA

J. V3yn®", E. Paskazoa-Benkosa?, B. bemkos?, I'. [Tuenapos?, K. Ilerpos!

1)HHcmumymbm no eleKmpoxXuMust U eHepeutiny cucmemu ,, Axao. Escenu byoeecku *“, FAH,
yi. Axao.I” bonues, 6n. 10, Coghust 1113
2) HUnemumym no Unorcenepna xumus, bAH; yn. Akao.l".Bonues, 6. 103, Cogus 1113

[Tonmyuena nHa 25 centemBpu 2014 r., npuera Ha 30 okromBpu 2014 r.
(Pesrome)

PaboTara mpeacrtaBs Halla OpPUTMHANHA WSS 32 CIHOBPEMEHHO EJEKTPOXUMHYHO OKHCIeHHe Ha HoS wu

penykiust Ha SO2. Ha Ta3u ocHOBa e pa3paboTeH elneKTpOXHMMHUYEH MeTox 3a ourcTBane Ha HpS ot Boaute Ha YepHo
mope u oT qumHute razose Ha TEILl. Ilenra Ha npornieca e ga cBene 10 MUHUMYM BB3JI€UCTBHETO HA MPOJYKTUTE BHPXY
OKONHAaTa cpega. HamepeHm ca TOOXONSAIIM YCIOBHS M EIEKTPOKATATM3AaTOPH 3a peajln3upaHe Ha MeToja 3a
HamalsiBaHe Ha numHuTe Ta3oBe oT TEL mo kpaiiopexxuero Ha Uepro Mope. I1o To3u HaumH ce pemasa u podieMa che

CEepoBOAOPOA OT YepHOMOPCKHUTE BOIH.
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A topological index of a molecular graph G is a numeric quantity related to G which is invariant under symmetry
properties of G. In the present study, several topological indices are computed in linear [n]-anthracene, V -anthracene
nanotube and nanotori: Zagreb, Randi¢, Sum-connectivity, GA, ABC indices and Zagreb polynomials.

Keywords: Degree based topological indices, Molecular graphs, Linear [n]-anthracene, V —anthracene nanotube, V -

anthracene nanotori.
INTRODUCTION

A graph is a collection of points and lines
connecting a subset of them. The points and lines of
a graph are called vertices and edges of the graph,
respectively. A simple graph is an unweighed,
undirected graph without loops or multiple edges.
All graphs in this paper are simple. A molecular
graph is a simple graph such that its vertices
correspond to the atoms and the edges to the bonds.
Note that hydrogen atoms are often omitted. In the
past years, nano-structures involving carbon have
been the focus of an intense research activity which
is driven to a large extent by the quest for new
materials with specific applications. A topological
index is a real number that is derived from
molecular graphs of chemical compounds. In
organic chemistry, topological indices have been
found to be useful in chemical documentation,
isomer discrimination, structure-property
relationships, structure-activity relationships (SAR)
and pharmaceutical drug design. There has been
considerable interest in the general problem of
determining topological indices [1, 2, 3]. The main
goal of this paper is to compute some topological
indices and polynomials for a family of linear [n]-
anthracene, lattice of V-anthracene nanotube and
nanotori. The paper is organized as follows: firstly
we give the necessary definitions and secondly we
compute some topological indice values for the
above mentioned nanotubes and nanotori.

DEFINITIONS

We now recall some algebraic definitions
related to the topological indices chosen for the
present study. A graph G consists of a set of

* To whom all correspondence should be sent:
E-mail: nikmehr@kntu.ac.ir

vertices V (G) and a set of edges E (G). The
vertices in G are connected by an edge if there
exists an edge uv € E (G) connecting the vertices
uandvin Gsuchthatu,v € V (G). The degree d,
of a vertex u € V (G) is the number of vertices of
G adjacent to u. There are several topological
indices already defined.

The first Zagreb index and the second Zagreb index
have been introduced more than thirty years ago by
Gutman and Trinajstic [4]. They respectively are
defined as:

M@= ) @ M©)= ) dd

uev (G) uveE(G)

In fact, one can rewrite the first Zagreb index as:
M; (G) = (dy +dy)

UveEE(G)

The product-connectivity index, also called
Randi¢ index of a graph G and is defined such as:

1
x(G) =

uveZE(G) \ dud"

This topological index was first proposed by
Randi¢ [5] in 1975. In 2009, Zhou and Trinajsti¢
[6] proposed another connectivity index, named the
Sum-connectivity index. This index is defined as

follows:
1
X (G) = Z -
d,+d,

UvEE(G)
The geometric-arithmetic (GA) index is another
topological index based on degrees of vertices
defined by Vukicevi¢ and Furtula [7]:
2,/d,d
GAG) = Z ul

UveE(G) du+ dv

Estrada et al. [8] introduced the atom-bond
connectivity (ABC) index, which has been applied

872 © 2015 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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to study the stability of alkanes and the strain
energy of cycloalkanes. This index is defined as
follows:

dy +d, —2

dy dy
UvEE(G)
Recently, Fath-Tabar [9] put forward the first and
the second Zagreb polynomials of the graph G,
defined respectively as:

ZG, (G,x) = Z xGutdy
uve E(G)
ZG, (G, x) = Z x%udv

UveE(G)
where x is a dummy variable.

RESULTS AND DISCUSSION

In this section, at first, we compute index for
anthracene graph. Anthracene is a solid polycyclic
aromatic hydrocarbon of formula Cis Hio,
consisting of three fused benzene rings. It is a
component of coal tar. Anthracene is used in the
production of the red dye alizarin and other dyes.
Example 3.1. Let G be the anthracene graph
(Figure 1), there are three types of edges, e. g.
edges with endpoints 2 [Ei], edges with endpoints
2, 3 [E2] and edges with endpoints 3 [E3].

Ez

ABC(G) =

Fig.1. Basic structure of an anthracene

These edges are enumerated as 6, 8 and 2 edges
of types 1, 2 and 3, respectively.

MM, 6)= Z (d, +d,) = Z 2+2)+ Z 2+3)+
uv € E(G) UVE Eq UVE E,
z (B+3)=4%x6+5X8+6x2=76
UVE E3
(i) M, (6) = Z (d, x d,) = Z 2x2)+ Z (2x3) +
uv€eE (G) UVE Eq UVE E,
Z(3x3)=4x6+6x8+9><2:90
UVE E3
(i) x(6) = —= = Z —
uveE (G) V UVE E; 2Xx2 2x3
z Lol g 1 11446
V3x3 2 NG 3 3 '
UVE E3
@iv) X(6) =

UVE E;

e VPR VP TP S\ LI
UVE E3 3+ 2 \/g \/g 5 6 .
2,/d d, 22 %2 22 %3
) GAG) = Z Z
d, 2+2 2+3
wveE (G) UVE E,
243 %3 2v6 40 + 16v6
Z—+=6 o x842=3+ ——
3+3 5 5

UVE E3

, dy+d, -2 /2 +2-2,
(vi) ABC(G) = Z a4 %32
uveE (G) UVE El

Z 2+3-2 Z 3+3—2
T2 x3 3 x3

VEE; UVE E3

fx6+fx8+fx2—7\/_+—

Now we compute first Zagreb, second Zagreb,
product-connectivity, sum-connectivity, geometric-
arithmetic and atom-bond connectivity indices of a
linear [n]-anthracene, as described in Example 3.1.

It is seen that T = T[n] has 14n vertices and 18n-
2 edges and the edge set of the graph can be divided
in three partitions, e. g. E1(T), E2(T) and E3(T). The
following table gives the three types and gives the
number of edges in each type.

From table 1, we give an explicit formula for
some indices of a linear [n]-anthracene, as shown in
Figure 2.

Table 1. Computing the Number of edges for a linear
[n]-Anthracene.

(du, dv) whereuv € E(T)  Total Number of edges

E; = [2,2] 6
E, =[2,3] 12n-4
E; = [3,3] 6n-4

Theorem 3.2. Consider the graph T of a linear [n]-
Anthracene. Then

) M, () = ZquE (G)(du +d,) = Zuve Eqy 4+ Euue E, 5+
Zuveb~36=4x6+5><(124'L—4)+6><(64’L—4) =96mn — 20.

(11) MZ (T) = ZquE (T)(dudv) = Zuve Ey 4+ Zuve E; 6+ Zuve E3 9=
4x6+6x(12n—4)+9 X (6n—4) =126n — 36.

aes 1 1 1 1
(iii) X(T) = EquE (T) \/ﬁ = Euue E1 7 + Zuve E2 g + Euue Esj5 =

1 1 1 _ 5+26
ﬁx6+ﬁx(12n—4)+ﬁx(6n—4)—(2+2\/3)/n+(T).

1
+ ZuueEz‘/— + Zuueb}\/— ﬁ

2V6 _ 45
5 )'

(iv) X(T) = ZuueE (t)m Zuue El
6+—>< (12n — 4)+—><(6n 4) = (12\/—+\/—)n+(3—
2V6 Vo
ZquEl +ZuUEE2 S + Ywve g, 26 +=
Lxon—9=(6+2)n+ (2-25).

2,/dydy

dy+d,

(v) GA(T) = YuveE (T)

‘/_><6+ Lx (2n-4)+ 22
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Fig. 2. The molecular graph of a linear [n]-anthracene.

Theorem 3.3. Let G be a 2-dimensional lattice
of V -anthracene (see Figure 3), K be a lattice of V
-anthracene nanotube (see Figure 4) and L be a
lattice of V -anthracene nanotori (see Figure 5).
Then,

VG| = V| = |V (L) = 14pq, [E(G)| =
21pq — 3p — 2q, |[E(K)| = 21pq —
3p and |[E(L)| = 21pq.

From table 2, we give an explicit computing

Fig.3. The 2-D graph lattice of G=G[p,q] with p=3 and formula for some indices of lattice of V —anthracene
‘ nanotube and nanotori, as shown in Figures 3, 4 and
5.

In graph theory, a regular graph is a graph where
each vertex has the same number of neighbors, i.e.
every vertex has the same degree or valency. A
regular graph with vertices of degree k is called a k-
regular graph or regular graph of degree k. Now, we
need the following lemma to calculate the indices
of L:

Lemma 3.4. Let G be an arbitrary graph. Then G

is k-regular if and only if one of the followings
Fig. 4. The 2-D graph lattice of K=K[p,q] with p=3 and hold:

M1 (G) = 2 |E (G)].
M. (G) = K?|E (G)|.

X (©)=—[E@).

X (©)=7=E @)

GA (G) = |[E(G)].

aBc @) = 2D e @)

© g &> w b

=

Fig. 5. The 2-D graph lattice of L=L[p,q] wit
g=4.

p=3and

Table 2. Computing the number of edges for molecular graph G, K and L.
(du, dv) whereuv € E  Number of Edges G Number of Edges K Number of Edges L

E, =[2,2] 2q+4 0 0
E, =[2,3] 12p+4q9-8 12p 0
E; = [3,3] 21pg-15p-8q+4 21pg-15p 21pq
Table 3. Topological indices for the molecular graphs of Figures 3 and 4.
Index Graph G Graph K
M1 126pg-30p-20q 126pq-30p
M2 189pg-63p-40g+4 189pg-63p
X Tpa+(2vE — 5)p + (1) g + (1) 7pa+(2v6 — 5)p
X Dopgr (25— 2yp 4 (14 28 - 2oyqy (2 - 2B 4 2 Depgr (25 - 25yp
GA 21pq + (2° — 15)p + 2~ 6)q + (8- 120 21pq + (2% — 15)p
ABC 14pq + (6v2 — 10)p + (3VZ - g + C - 2v2) 14pq + (6v2 — 10)p
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Proof. It is easy to check according to Figure 5.
By using Lemma 3.4, consider the Figure 5. We
can see that V -anthracene nanotori graph is 3-
regular. So, we illustrate these results in the table
below:

Table 4. Topological indices for the molecular graphs of

Fig. 5.

Index Graph L
M1 126 pq
M: 189pq
X ng

7V6
X = P
GA 21pq
ABC 14pq

Finally, we will calculate the first and second
Zagreb polynomials of the above molecular graphs.

Theorem 3.5. The first and second Zagreb
polynomials of the above graphs are computed as
follows:
(i) ZG; (G, x) = (12pq - 15p — 8q + 4) «°
+(12p + 49 - 8) x° + (29 + 4) x*,
(i) ZG; (G, x) = (21pg — 15p — 8q + 4) «°
+ (12p + 49 - 8) 2° + (29 + 4) «*,
(iii)  ZG:1 (K, x) = (21pg - 15p) x° +
(12p) #°,
(iv)  ZG: (K, x) = (21pq - 15p) »° +
(12p) #°,

(V) ZG; (L, x) = (21pq) £°,
(vi)  ZGa (L, x) = (21pq) «°.

Proof. By definition of Zagreb polynomials, the
proof is clear.
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The present study deals with multivariate statistical interpretation of clinical parameters of obesity patients. The goal
of the study is to find relationship and similarity between the traditional obesity monitoring characteristics and to
determine patterns of similarity between the patients participating in the investigation. Cluster analysis and principal
components analysis were used as multivariate statistical methods in the data mining procedure in which 113 patients
were included. It has been shown that the status of the patients is dominantly related to parameters characterizing the
obesity problem (body mass index, fat mass, weight, degree of obesity etc.) and not so directly with other parameters
characterizing mainly the general health status (cholesterol, triglycerides, glucose level etc.). This could help in optimizing
the number of clinical variables necessary for monitoring obesity. Further, specific patterns of similarity between patients
were defined and the parameters responsible for their formation were determined. In such a way a more individual
treatment of the patients becomes possible. A distinctive separation between male and female patients was statistically
proven.

It has to be stated that for the first time multivariate statistical analysis is applied for assessment of the health status of

obesity patients.

Key words: Obesity, clinical parameters, multivariate statistics, health assessment

INTRODUCTION

Obesity is an issue of worldwide significance,
affecting both adults and children. According to the
World Health Organisation (WHO), over 400
million people in the world are suffering from it [1].
Obesity is a medical condition, in which the body fat
levels are higher than normal and are considered
harmful. It occurs as a result of imbalance between
an individual’s energy consumption through food
and his energy expenditure [2].

It may also be triggered by medications or
endocrine or psychiatric disorders. As with many
other medical conditions, obesity results from the
interplay between genetic and environmental
factors.

Some medications can cause weight gain or
changes in body structure [3]. Some physical and
mental conditions and the medications used for their
treatment can increase the risk of obesity. Although
obesity in itself is not considered a psychiatric

* To whom all correspondence should be sent:
E-mail: vsimeonov@chem.uni-sofia.bg

disorder, patients with such are more prone to
becoming overweight or obese [4]. Polymorphism in
genes controlling the appetite and metabolism,
coupled with enough food energy, predisposes to
obesity [5]. The percentage of genetic factor-related
obesity in the study population varies between 6 and
85% [6, 7]. However, genetic factors only lead to
obesity when coupled with environmental ones [8-
10].

The dramatic increase in obesity cases worldwide
cannot be explained with genetic factors alone [11].
Studies show that obesity is caused by a combination
of different factors, rather than a high energy intake
and a low expenditure [12].

Metabolic syndrome — a disruption in the body
metabolism — results from the excess weight and
obesity. Obesity and metabolic syndrome can cause
diabetes mellitus type 2, obstructive sleep apnea,
some types of cancer, osteoarthritis and
osteoporosis, asthma, arterial  hypertension,
dyslipidemia, gout, liver steatosis, chronic
gastroenterocolitis [13, 14].

Men with metabolic syndrome are marked with
lower testosterone levels, i.e. sexual ‘aging’.

876 © 2015 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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The metabolic syndrome also raises significantly the
risk of cancerous formations in the following organs:
the prostate, the mammary glands, the endometrium,
and the ovaries. The metabolic syndrome also
injures the liver and leads to non-alcoholic
steatohepatitis and cirrhosis.

Therefore, an assessment of the obesity as a
serious medical problem needs large data sets of
various indicators. The estimation and the useful
information extraction from such big data set
requires application of appropriate strategies most
effective of which are the methods of the
multivariate statistics like cluster analysis and
principal components analysis.

The aim of the present study is to classify, model
and interpret a clinical data set of obesity patients in
order to detect relationships between the parameters
or reveal specific patterns of obesity patients. It
could be of use for optimization of the monitoring
process and applying additional attention to the
different groups of affected patients. This is the first
ever attempt to interpret clinical data from obesity
sufferers by the use multivariate statistical analysis.

MATERIAL AND METHODS
Data collection

Data from 113 patients (28 male and 85 female)
with different degrees of obesity in University
Hospital ‘Alexandrovska’, Sofia, Bulgaria have been
used in this study. Totally 40 clinical parameters and
sex differentiation were collected for the assessment
procedure as follows [15-20]:

1. Sex (not a real parameter, just information);

2. Age, years;

3. Height, cm;

4. Weight, kg;

5. Fat Mass (FM), kg;

6. Fat, % — The percentage of the body fats is
calculated in relation to the total patient’s weight;

7. Fat-Free Mass (FFM), kg;

8. Muscle Mass (MM), kg;

9. Total body water (TBW), kg;

10. Total body water (TBW), % ;

11. Bone Mass (BM), kg — The obesity patients have
lower bone density than this which corresponds to
their age [15];

12. Basal Metabolic Rate (BMR), kJ. This is the
energy which needs the body at resting to function
effectively [16];

13. Basal Metabolic Rate (BMR), kcal;

14. Metabolic Age (MA), years — the age of the
metabolism of the body;

15. Visceral Fat Rating — evaluation of the inner
abdominal obesity [17];

16. Body Mass Index (BMI), kg/mz;

17. Ideal Body Weight (IBW), kg — it is the weight
at which the individual has the chance to live longer;
18. Degree of obesity, %;

19. Hemoglobin (HGB), g/L

20. White blood cells (WBC), x10°/L;

21. Red Blood Cells (RBC), x10%/L

22. Hematocrit— HCT, it measures the volume of the
erythrocytes in the blood;

23. Platelets (PLT), x10°%/L

24. Mean Corpuscular Volume (MCV), or Mean
Cell Volume, fL — MCR is a measure of the average
volume of a red blood corpuscle (or red blood cell);
25. Mean Corpuscular Hemoglobin (MCH), pg;

26. Mean Corpuscular Hemoglobin Concentration
(MCHC), g/L;

27. Red Blood Cell Distribution Width (RDW), % —
is useful biomarker in the determining of
cardiovascular risk;

28. Mean platelet volume (MPV), fL, — lower values
of MPV are present in the aplastic anemia [18];

29. Alanine aminotransferase (ALAT), U/L;

30. Aspartate aminotransferase (ASAT), U/L -
reveals fatty liver [19];

31. Creatinine, pkmol/L —a parameter of the kidney
function;

32. Cholesterol, mmol/L — Total cholesterol is
assessed for determination of the damage of the fat
metabolism and estimation of the risk of
cardiovascular diseases.

33. High-Density Lipoproteins (HDL), mmol/L —
parameter for the risk of cardiovascular diseases.
34. Low-Density Lipopreteins (LDL), mmol/L ;

35. Triglycerides (TG), mmol/L ;

36. High-sensitivity C-reactive protein (hs CRP),
mg/L;

Parameters 32 — 36 estimate the
cardiovascular diseases.

37. Oral Glucose Tolerance Test (OGTT), mmol/L —
The most important diagnostic value has the fasting
glucose, OGTT 0 [20];

38. OGTT 120 (2h after administration) with 75 g
glucose;

39. Glycated Hemoglobin — Hb Asc, %. A parameter
for the long-term blood glucose;

40. Immuno-Reactive Insulin (IRI), mU/L — obesity
is associated with hyperinsulinism;

41. C-peptide, ng/mL — is a component of the
proinsulin.

risk of

Multivariate statistics

In the present study Cluster analysis (CA) and
Principal Components Analysis (PCA) were used.
Both methods are well documented and used in
many multivariate statistical studies for data
modeling, data projection and data interpretation
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procedures. They belong to the classical data mining
approaches and represent a serious part of the
intelligent data analysis strategies [21].

CA is well-known and widely used multivariate
statistical approach In order to cluster objects
characterized by a set of variables (e.g. patients by
clinical parameters), one has to determine their
similarity. A preliminary step of data scaling is
necessary (e.g. autoscaling or z — transform) where
normalized dimensionless numbers replaces the real
raw data values. Thus, even serious differences in
absolute values are scaled to similar ranges. Then,
the similarity or the distance between the objects in
the variable space can be determined usually by
calculation of the Euclidean distance. There is a wide
variability of clustering (linkage) algorithms but the
typical ones include the single linkage, the average
linkage or the Ward’s method. The representation of
the results of the cluster analysis is performed by a
tree-like scheme called dendrogram.

PCA is a typical display method, which allows to
estimate the internal relations in the data set. There
are different variants of PCA but basically, their
common feature is that they produce linear
combination of the original columns in the data
matrix (data set) responsible for the description of
the variables characterizing the objects of
observation. These linear combinations represent a
type of abstract measurements (factors, principal
components) being better descriptors of the data
structure (data pattern) than the original (chemical or
physical) measurements. Usually, the new abstract
variables are called latent factors and they differ
from the original ones named manifest variables. It
is @ common finding that just a few of the latent
variables account for a large part of the data set
variation. Thus, the data structure in a reduced space
can be observed and studied.

RESULTS AND DISCUSSION

As already mentioned the data set consists of
113 cases (patients) and 40 clinical parameters
[113x40]. The data set was analyzed by CA (z-
transform of the raw data; squared Euclidean
distances as similarity measures; Ward’s method of
linkage and Sneath’s criterion for cluster
significance) and by PCA (Varimax rotation mode).
The main goals of the multivariate statistical data
treatment were:
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1. to find relationships between the clinical
parameters and based on the relationships to
determine significant indicators in the
treatment of the problem;

2. to find patterns of similarity between the
patients treated and to determine
discriminant factors (clinical parameters)
for each pattern;

3. to define the latent factors responsible for
the data set structure and to relate them to
the clinical parameters used.

In the first run of the statistical analysis all
patients were involved. In Fig. 1 the clustering of
clinical parameters for all patients is presented.

Two significant clusters are formed at level
2/3Dmax:

K1 (Age, MetaAg, Crea, GlyHb, OGTT0, OGTT12,
RDW, Trig, CHOL, LDL, TBW%, HDL, MCV,
MCHC, MPV, MCH, ALAT, ASAT) and

K2 (Hei, IdBW, BMRc, BoneM, MusM, FFM. BMR,
TBW, RBC, HCT, HGB, Wei, FatM, BMI, DegOb,
VisFat, Fat, CRP, IRI, CPEP, WBC, PLT)

In these two clusters some subclusters could be
defined but, in general, there is a significant
similarity between the clinical indicators for obesity.
All indicators are generally divided in two big
groups:

Obesity indicators (dominantly in cluster K2)
General health status indicators (dominantly in
cluster K1)

There is an option to select smaller number of
parameters when assessing the state of obesity and
the general health status of the patients, which is
related to the obesity syndrome.

In the next dendrogram (Fig. 2) the clustering of
all 113 patients is shown. Two major clusters are
formed (the number of patients is reduced for better
readability of the graph but the clustering involved
all patients). The separation is achieved by sex:
cluster 1 (the smaller cluster) consists of totally 29
cases with 24 male patients and 5 female patients;
cluster 2 (the bigger one) consists of totally 84 cases
with 80 female and 4 male patients. Therefore, there
is a significant separation between male and female
obesity cases.

If the average values for each clinical parameters
for the two clusters formed are compared (Table 1)
and comparable values from
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both clusters differ around 50 % following
conclusions could be mentioned:

There is no significant difference between lots of
the clinical indicators for each one of the clusters
formed. In general, the members of the
“male”cluster show higher values for many of the
“obesity” indicators like weight, fat mass, FFM,
muscle mass, TWB, bone mass, BMR, visceral fat,
BMI, ideal body weight, degree of obesity, HGB.
Probably, it has to be expected due to objective
reasons — men are physically stronger and more
affected by obesity. The other clinical parameters
related to the general health status (blood
parameters, glucose parameters, liver parameters)
are quite similar in both clusters.

It was interesting to separate the data set into
“male” and “female” subsets and try to interpret
separately both subsets.

The hierarchical dendrogram for linkage between

clinical parameters for male patients is given (Fig.
3).

Six clusters are formed:

K1: TBW BMRc BMR Bone Mass MuscMass CPR
FFM DegOb BMI Weight VisFat

K2: LDL CHOL TRIG RDW MCHC MCH MCV
K3: IRl GLYHb CPEP PLT WBC RCB HCT HGB
K4: FatM Fat IBW Height

K5: HDL ASAT ALAT TBWc

K6: OGTT120 OGTTO CREA MPV MetAg Age

Table. 1. Average values for the clinical parameters for clusters 1 and 2

880

Clinical parameter

Cluster 1 (“male”)

Cluster 2 (“female”)

Age 45.97 49.08
Height 176.79 161.40
Weight 133.51 88.42

Fat 39.77 41.13

Fat Mass 54.00 37.07

FFM 79.53 51.35

Muscle mass 75.62 48.78

TBW 57.69 36.69

TBW % 45.10 42.14

Bone Mass 3.92 2.60
BMR kJ 10392.07 6344.89
BMR ccal 2483.76 1580.42

Metabolic Age 59.41 60.39

Visceral Fat 20.93 10.86

BMI 42.92 33.85

Ideal Body 68.93 57.60

Degree of obesity % 95.12 54.05

HGB 152.17 132.96
WBC 8.38 7.17

RBC 5.08 4.59

HCT 0.45 0.40

PLT 248.55 279.93
MCV 89.14 87.42
MCH 30.01 32.24
MCHC 336.38 333.04
RDW 17.44 13.50

MPV 8.28 8.43
ALAT 28.79 20.40
ASAT 22.97 19.48
CREA 78.50 66.82
CHOL 5.35 5.55

HDL 1.27 1.45

LDL 3.26 3.42
TRIG 1.87 1.52

CRP 7.91 5.67
OGTTO 5.85 5.30

1200GTT 6.62 5.99
GlyHbA1l 5.81 5.68

IRI 23.21 14.36

CPEP 5.04 3.76
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It is seen that the parameters are clustered in
groups related to the obesity (K1, K4), blood
indicators (K2, K3), liver parameters (K5) and
glucose indicators and age (K6).

This separation is confirmed in principle by the
application of principal components analysis. Six
latent factors are responsible for explanation of
nearly 70 % of the total variance of the system.
Factor loadings are presented and the significant
ones are marked by bold (Table 2).

The first latent factor (conditional name “obesity
factor”) indicates the close relationship between the
indicators for obesity. It is interesting to note that the
parameter “metabolic age” is negatively correlated
to the other parameters with significant factor
loadings. CPEP and IRI could be also included in
this group of indicators although their factor
loadings are lower tnan the required 0.70 level. The
second principal component (“glucose level factor”)
stands for over 11 % of the total variance and
indicates logical relationship between glucose level
and age. Several blood indicators are also included.
The third hidden variable is related to PC1 since it
includes other important obesity indicators (“fat
indicators factor”) and explains over 10 % of the
total variance. The fourth principal component is
related to the blood quality parameters (“blood
parameters factor”). The last two latent factors
indicate the role of several indicators for the general
health status like cholesterol and triglycerides or
blood quality (platelets) It is worth to mention that a
certain number of clinical indicators do not
contribute significantly to the description of the
obesity syndrome (GlyHb, CRP, HDL, ASAT,
ALAT). This conclusion offers an opportunity for
experimentation aiming optimal selection of
significant obesity indicators for male patients.

For female patients (Fig. 4) the clinical indicators are
generally divided into two major cluster (the first
one included typical obesity parameters and some
blood quality characteristics; the second one links
glucose level, liver function, general health status
parameters along with metabolic age and age). A
closer look into the groups could reveal (cluster
significance according Sneath of 1/3 Dmax) five
clusters of parameters:

K1: BMR TBWc BMRc BoneMass MuscMass FFM
K2: CRP Fat VisFat DegOb BMI FatM Weight

K3: RDW PLT WBC IBW Height

K4: LDL CHOL MPV MCH MCHC MCV HDL TBW
% RBC HCT HGB

K5: ASAT ALAT CPEP IRI OGTT120 OGTTO TRIG
GLyHb CREA MetA Age

The “female clustering” resembles the “male”
one revealing groups of similarity related to obesity

indicators (K1, K2), blood, liver and glucose
indicators (K3, K4, K5).

The factor loadings for this subset of patients are
shown after carrying out principal components
analysis (Table 3).

Five latent factors are responsible for the data
structure in the female subset (explanation of nearly
60 % of the total variance). PC1 and PC2 are typical
“obesity indicators factors”, since PC3 and PC5
include “blood” and glucose level” indicators. PC 4
reveals a specific relationship for parameters
defining general health status (age, ideal body
weight, cholesterol, LDL). Even more indicators
than those in the case with male patients remain
insignificant for explanation of the data structure:
HGB, WBC, PLT, MCH, MCHC, MPV, ALAT,
ASAT, CREA, CHOL, HDL, TRIG, CRP, CPEP
(Table 3).

There is a slight difference between the clustering
of the clinical indicators for male and female patients
— those for female patients are grouped more
compact (less clusters) which is an indication for
higher level of similarity between the indicators for
the general health status (blood, liver, glucose).

In the next step of the statistical analysis it was of
substantial interest to understand if there are specific
patterns among the groups of male and female
patients and to determine the discriminant indicators
for these patterns.

The hierarchical dendrogram for 28 male obesity
patients is shown (Fig. 5).

Two significant clusters could be determined:
K1:6,7,8,9,10,11, 12, 13, 14, 20, 24, 25, 26
K2:1,2,3,4,5,15, 16,17, 18, 19, 21, 22, 23, 27, 28
The clustering of 85 female obesity patients is shown
(Fig. 6).

Four clusters are found as follows:

K1:67,22,79, 29,12

K2: 83, 46, 42, 21, 49, 85, 48, 43, 84, 82, 47, 72, 45,
74,63, 44,27,18,77, 14

K3: 39, 66, 52, 37, 78, 81, 80, 76, 25, 35, 24, 34, 20,
65, 10, 75, 73, 61, 71, 69, 64, 26, 60, 53, 28, 50, 31,
11,5,13,4

K4: 16, 62, 9, 59, 58, 56, 38, 8, 41, 40, 17, 68, 30, 7,
54, 36, 6, 57, 51, 15, 3, 33, 19, 70, 55, 32, 23, 2,

For identification of discriminant indicators the
averages of each parameter for each cluster (both for
male and female patients) were determined (Table 4,
Table 5).

For male patients: two different patterns are
identified among the group of totally 28 male obesity
patients. The first pattern (cluster 1) consists of 13
patients characterized by high indication of most of
the parameters (weight, fat content, fat mass, FFM,
muscle mass, BMI, TBW, bone mass, degree of
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Table. 2. Factor loadings for male patients (significant loadings are marked by bold)

Variable PC-1 PC2 PC-4 PC3 PC -6 PC-5
age -0,45 0,703 -0,171  -0,036 0,180 -0,197
Height 0,40 -0,113 0,035 0,628 -0,519 0,122
Weight 0,872 -0,004 0,024 0478 0,000 0,007
Fat -0,11 0,002 0,125 0,926 0,132 0,091
Fat Mass 0,44 -0,011 0,104 0,863 0,042 0,044
FFM 0,982 0,005 -0,060 -0,048 -0,039 -0,029
Muscle Mass 0,985 0,004 -0,061 -0,049 -0,039 -0,029
TBW, kg 0,984 0,004 -0,022 0,065 0,049 0,020
TBW, % -0,001 0,141 -0,016  -0,702 0,051 0,030
Bone Mass 0,98 0,019 -0,043 -0,033 -0,045 -0,030
BMR, kJ 0,99 -0,002 -0,050 0,026  -0,017 -0,026
BMR, ccal 0,99 -0,002 -0,050 0,026 -0,017 -0,026
Meta Age -0,57 0,497 -0,152 0,304 0,087 -0,181
Vis Fat 0,25 0,229 -0,111 0,532 0,469 0,019
BMI 0,89 0,063 0,028 0,277 0,268 -0,039
IBW 0,37 -0,094 0,026 0612 -0,551 0,119
Deg obes 0,89 0,063 0,030 0,278 0,267 -0,039
HGB -0,11 -0489 0,751 0,172 0,131 -0,131
WBC 0,14 -0,238 0,042 0,089 0,760 0,284
RBC -0,08 -0,607 -0,489 0,081 0,108 -0,269
HCT -0,16 -0509 0,371 0,166 0,304 -0,328
PLT 0,16 0,046 -0,076  -0,006 0,745 0,193
MCV -0,07 0,281 0,865 0,065 0,129 0,052
MCH -0,05 0,192 0,927 0,072  -0,004 0,173
MCHC 0,03 -0,048 0,695 0,035 -0,205 0,290
RDW -0,10 -0,217 0,148 -0,130 -0,081 0,599
MPV 0,00 0,701 0,192  -0,063 0,025 -0,236
ALAT 0,04 0,003 0,078 0,083  -0,147 0,085
ASAT -0,10 0,289 0,142 0,105 -0,138 -0,024
CREA -0,01 0,482 0474  -0,176 -0,251 0,173
cholesterol -0,14 0,078 0,174 0,101 0,268 0,846
HDL -0,38 0,051 0,041  -0,149 0,156 -0,288
LDL -0,05 0,030 0,207 0,109 0,228 0,826
triglycerides 0,08 0,109 -0,048 0,181 0,061 0,702
hs CRP 0,37 0,305 0,241 0,375 0,311 -0,022
OGTTO 0,16 0,804 0,109  -0,002 -0,058 0,145
OGTT 120 0,09 0,876 0,046 0,093 0,077 -0,054
Gly Hb Alc 0,37 0,303 0,223  -0,330 0,253 0,027
IRI 0,55 0,273 -0,003 0,290 -0,024 -0,193
CPEP 0,59 0,360 -0,100 0,234 0,110 -0,074
Expl.Var % 26.2 114 9.2 10.6 6.9 7.6
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Table. 3. Factor loadings for female patients (significant loadings are marked by bold)

Variable PC-1 PC-2 PC-3 PC5 PC-4
age -0,261 0,402 0,219 0,025 0,602
Height 0,388 0,021 -0,311 0,091 -0,621
Weight 0,862 0,446 0,114 0,047 -0,166
Fat 0,243 0,898 0,029 0,046 -0,125
Fat Mass 0,697 0,656 0,099 0,051 -0,179
FFM 0,959 0,013 0,117 0,031 -0,113
Muscle Mass 0,959 0,008 0,111 0,029 -0,116
TBW 0,810 -0,092 0,020 0,014 -0,083
TBW, % -0,126 -0,921 -0,014 -0,045 0,051
Bone Mass 0,958 0,027 0,114 0,049 -0,112
BMR, kJ 0,615 -0,132 0,258 0,175 -0,080
BMR, ccal 0,960 0,104 0,113 0,032 -0,159
Metabolic Age -0,132 0,728 0,154 0,016 0,435
Visceral Fat Rating 0,482 0,733 0,303 0,009 0,058
BMI 0,798 0,487 0,219 0,003 0,070
IBW 0,353 0,017 -0,289 0,099 -0,634
Deg of obesity 0,794 0,489 0,223 0,004 0,066
HGB 0,062 0,066 0,472 -0,800 0,081
WBC 0,396 0,050 0,280 -0,042 -0,255
RBC 0,184 -0,005 0,692 0,120 0,001
HCT 0,110 0,094 0,557 -0,655 0,123
PLT 0,241 -0,010 -0,042 0,204 -0,283
MCV -0,116 0,091 -0,179 -0,783 0,130
MCH 0,068 -0,087 -0,090 -0,196 -0,021
MCHC -0,063 -0,029 -0,176 -0,441 -0,064
RDW 0,261 0,010 0,089 0,723 -0,064
MPV -0,213 0,243 -0,031 -0,077 -0,108
ALAT 0,307 -0,045 0,344 -0,007 0,166
ASAT 0,100 -0,070 0,338 0,083 0,233
CREA -0,060 0,341 0,167 -0,169 0,156
cholesterol 0,032 -0,006 -0,128 -0,011 0,836
HDL -0,096 -0,308 -0,498 -0,012 0,308
LDL 0,041 0,012 -0,065 -0,036 0,760
triglycerides 0,122 0,375 0,391 0,101 0,287
hs CRP 0,435 0,355 0,032 0,062 0,089
OGTTO 0,158 0,096 0,651 -0,072 -0,005
OGTT 120 -0,225 0,140 0,645 0,140 0,115
Gly Hb Al 0,127 0,093 0,467 0,001 0,103
IRI 0,469 0,183 0,607 0,139 -0,251
CPEP 0,190 0,365 0,448 0,157 -0,144
Expl.Var % 22.4 12.1 10.2 6.7 8.5
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obesity or 23 out of all 40 parameters are with higher
values). Obviously, this is the pattern of the most
affected patients with bad levels of obesity
indicators. Surprisingly, this is the group with the
lower average age which proves the assumption that
obesity starts recently in early age, even before 40.
The second pattern (cluster 2) represents the rest of
15 patients with the relatively better levels of obesity
indicators. They show only three higher levels of
indicators forage, metabolic age (this is a logical
relationship and ASAT but with very close value to
that of values of cluster 1.

So, this pattern could be conditionally named
patients with acceptable and controlled obesity
problem. It is important to note that for 14
parameters (out of all 40) the average levels are
almost equal for the patients of both patterns among
them cholesterol, LDL, HDL, several blood
parameters, glucose level, ALAT.

Thus, they do not have important discriminating
effect for the group of male patients. It could be
recommended to use mainly obesity indicators for
establishing the obesity status of the patients and to
separate them into different patterns needing
respective medical care and treatment.

The situation with the female patients is slightly
different. Four groups of similarity are formed.

Cluster 1 (Table 5) includes only 5 cases (out of
85) having highest obesity indicators values —
weight, fat, degree of obesity, BMI etc. This is
definitely the pattern of most affected female patients
with bad levels of obesity indicators. The group is of
relatively young age (although not the lowest
average age) and it is a troubling symptom. Cluster
2 with 20 cases resembles group of relatively young
patients with better obesity indicators. This
corresponds entirely to the concept of the statistical
recognition as pattern of patients with acceptable
and controlled obesity problem. Cluster 3 in the case
with female patients with lowest average age covers
the pattern of the patients with starting obesity
problem.

The number of cases is 31 out of 85 i.e. the
biggest group of female patients. The forth cluster of
29 female patients reveals the pattern of patients
with chronic obesity problem. This is cluster having
relatively high average age but with levels of obesity
close to cluster 1. This is proof that obesity is more
spread among female patients and already in young
age. As in the situation with the male patients the
blood, liver and glucose indicators for all obesity
patterns do not differ significantly.

For both groups of patients (male and female) the
major separation is a result of differences between
the obesity indicators, so that they are the only
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discrimination parameters for the various clusters
(patterns of patients).

Table. 4. Average values for clinical parameters for
clusters of male patients

Parameter Cluster 1 Cluster 2
Age 40.62 53.53
Height 181.38 173.80
Weight 145.77 106.81
Fat 41.15 33.97
Fat Mass 59.85 36.46
FFM 85.92 70.35
Muscle mass 81.72 66.87
TBW 64.57 51.95
TBW % 44.35 49.59
Bone Mass 4.20 3.47
BMR kJ 11399.85 8862.27.0
BMR ccal 2724.62 2128.13
Metabolic Age  54.46 65.47
Visceral Fat 22.31 18.60
BMI 44.26 35.02
IBW 72.48 67.09
Deg. obesity %  101.22 59.19
HGB 155.08 149.2
WBC 8.94 7.25
RBC 5.14 5.08
HCT 0.46 0.45
PLT 259.46 232.40
MCV 89.15 88.45
MCH 30.27 29.57
MCHC 339.23 333.67
RDW 21.83 13.63
MPV 8.06 8.49
ALAT 27.54 30.47
ASAT 19.69 26.60
CREA 73.53 81.09
CHOL 5.55 5.17
HDL 1.18 1.47
LDL 3.40 3.00
TRIG 2.19 1.57
CRP 7.82 4.18
OGTTO 5.74 5.85
1200GTT 6.22 6.89
GlyHbAl 5.81 5.75
IRI 26.26 15.98
CPEP 5.92 4.16

Table. 5. Average values for clinical parameters for
clusters of female patients

Parameter  Cluster 1 Cluster 2 Cluster 3 Cluster 4
Age 43.6 433 41.1 61.1
Height 165.4 164.7 162.4 157.6
Weight 151.3 105.3 78.4 86.7
Fat 50.2 455 36.7 43.7
Fat Mass 76.0 48.2 29.3 38.1
FFM 75.4 57.1 49.0 48.6
Muscle mass 71.6 54.2 46.6 46.2
TBW 51.5 41.6 35.6 33.2
TBW % 37.8 39.6 45.1 39.9
Bone Mass 3.8 2.9 2.5 2.5
BMR kJ 10142.0 6337.8 6271.1 6260.1
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BMR ccal 24240 1783.4 1498.8 1496.2
Metabolic Age  58.6 58.3 50.2 72.2
Visceral Fat 22.8 12.4 7.2 12.6

BMI 55.4 38.9 29.7 34.9
IBW 60.3 59.7 58.4 54.7
Deg. obesity 151.9 76.7 354 58.6
HGB 1454 1291 133.0 1340
WBC 10.3 7.9 7.0 6.7
RBC 51 4.7 44 4.5
HCT 0.4 0.4 0.4 0.4
PLT 2904 3168 2845  250.0
MCV 85.8 83.6 89.2 88.9
MCH 28.8 40.7 29.9 29.7
MCHC 329.0 3295 3358 3338
RDW 145 14.4 13.2 13.2
MPV 8.1 8.6 8.2 8.6
ALAT 23.8 245 18.2 19.1
ASAT 18.2 22.7 17.9 18.6
CREA 70.9 61.0 64.9 74.0
CHOL 53 5.2 5.3 6.1
HDL 1.2 1.4 15 1.5
LDL 3.3 3.1 3.3 3.8
TRIG 1.8 15 1.2 1.8
CRP 14.8 6.3 4.6 6.9
OGTTO 59 5.3 5.1 54
1200GTT 6.8 5.2 5.5 6.9
GlyHbAl 6.0 5.6 5.6 5.8
IRI 32.0 18.0 12.9 12.8
CPEP 5.3 3.9 3.6 3.6
CONCLUSION

For the first time in the medical practice
multivariate statistical analysis was applied for
interpretation of clinical data of obesity patients. It
was found that after carrying out cluster analysis and
principal components analysis specific relationships
between the clinical parameters and between the
obesity patients could be assessed and modelled. A
clear difference between male and female patients is
proven. The clinical parameters are definitively
divided into two major groups (clusters) combining,
on one hand, obesity specific parameters and
parameters characterizing the general health status,
on another. This general result could help in
optimization of the monitoring procedures for
obesity sufferers.

Several specific patterns among the female and male
patients could be also assessed. In principle, these
patterns indicate various levels of obesity and could
be used for more detailed treatment of the problem
with respect to the patterns identified.
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(Pesrome)

Hacrosmoro mpoy4uBaHe ce OTHAaCS 32 MHOTOBapHaIlMOHHA CTATHCTUYECKa WHTEPIPETAIis] Ha KIMHUIHA
napaMeTpH Ha MallMeHTH ChC 3aTbCTsABaHe. Llenta Ha MpoydYBaHETO € Ja OTKPUE BPB3KHU U MOJ00UE MEKIY
TPaJAUIIMOHHO HAOIIOaBaHWUTE XapaKTEPHCTUKH TPH 3aTIBCTABAHE W Ja OMpeNelr MOJENH Ha IMojoome
MeX/Ty TaIMeHTUTe, YIaCTBAIH B U3CieBaHeTo. KiacTepeH aHanu3 W aHaIM3 Ha TJIABHU KOMITOHEHTH 0sixa
M3MOJ3BaHU KaTO MHOTOBAPUAIIMOHHHU CTATUCTUYECKHA METO/IM 32 M3CJICIBAHE HA JAHHUTE OT IPOYYBAHETO, B
kKoeTo Osxa Bkmo4yeHH 113 manueHTH. berie ycTaHOBEHO, Y€ ChCTOSHUETO HA IMAIIMEHTUTE OCHOBHO CE
OTIpe/IeTIsl OT MapaMeTPUTE, XapaKTePU3UPAIX 3aTTbCTIABAHETO ((haKkTOp Ha TENECHOTO TETJIO, MaCTHA ThKaH,
TeJIeCHa Maca, CTEIICH Ha 3aTbCTABAHE U JIP.) © MHOTO M0-CJ1a00 3aBUCH OT apaMETPUTE, XapaKTePU3UPAIITH
TSAXHOTO OOIIIO 3/IPaBHO ChCTOSIHUE (001 X0JIeCTEpOII, TPUIIIMIICPUIN, HUBO Ha TIIIOKO3a U JAp.). ToBa MoXxe
Jla TIOMOTHE 33 ONTHMH3HUpaHe Ha Opos Ha KIMHUYHUTE IPOMEHIINBH, KOUTO ca HEOOXOIUMH 32 KOHTPOJ Ha
3atnbcTsaBaHeTo. OCBEH TOBa, 0sixa OmpeneeHd creluUIHA MOJENd Ha TOA00ne MEXIy HMAlUeHTUTEe U
napaMeTpuTe, OTTOBOPHU 32 TAXHOTO (hopmupane. ToBa gaBa Bb3MOXKHOCT 3a MO-WHAMBHIYaJTHO JICUCHUE HA
narueraTuTe. CTaTUCTUYECKH Oellle T0Ka3aHO XapaKTePHOTO pa3ielisTHe Ha MBIKETE U KEHHUTE TaIlMeHTH.

Mosxe na ce Kaxe, 4e 3a MbPBU ITHT MHOTOBAPUAIIMOHEH CTATHCTUYECKH aHAN3 € MPIJIOKEH 3a OleHKa
Ha 3JIpaBHOTO CHCTOSIHHE Ha MAIMEHTHU ChC 3aTILCTSIBAHE.
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glycol) /multi-walled carbon nanotubes nanocomposites
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Poly(methyl methacrylate) /poly(ethylene glycol) /multi-walled carbon nanotubes (PMMA/PEG/MWNTS)
nanocomposites were prepared by ultrasonic assisted free radical bulk polymerization. The effect of different weight
percent loadings of MWNTSs on the morphological and thermal properties of PMMA/PEG/MWNTS nanocomposites
had been investigated. It was found that, at low concentration of MWNTS, it could uniformly disperse into PMMA/PEG
blends and increase the nucleation density of PEG. Thermal analysis showed that a clear improvement of thermal
stability for PMMA/PEG/MWNTSs nanocomposites increased with increasing MWNTS content.

Keywords: PMMA, PEG, MWNTSs, morphology, thermal behaviour

INTRODUCTION

Polymer nanocomposites with lower nanofiller's
loading display more superior properties than
conventional composites, and have increasingly
drawn attention because of their many advantages
such as flexible features, easy processing, and
lightweight [1-9], especially polymers/carbon
nanotubes (CNTs) nanocomposites [10-13]. CNTs
are ideal fillers for polymer nanocomposites and
have high Young modulus, tensile strength, good
electrical conductivity and thermal conductivity,
together with the need for only small volume
fractions to obtain desired properties; therefore,
polymers/CNTs nanocomposites could use for the
development of advanced multifunction materials
[14-16].

Generally, CNTs can consist of single-walled
carbon nanotubes (SWNTs) and multi-walled
carbon nanotubes (MWNTS). They can be prepared
by three techniques: laser ablation, arc discharge
and chemical vapour decomposition (CVD) [17].
Among them, CVD is the most commonly used
method for mass production of different types of
CNTs. Although SWNTs offer the opportunity for
much lower loading versus MWNTS to achieve the
same electrical properties, enhancing mechanical
properties even further [18], MWNTs are widely
used as a result of lower unit cost, greater
availability and fewer dispersion challenges
compared with SWNTs.

Linear poly(methyl methacrylate) (PMMA) can
form stable blends with linear poly(ethylene oxide)
(PEO) due to van der Waals type bonding between
the PMMA chains and the planar PEO segments

* To whom all correspondence should be sent:
E-mail: mikepolymer@126.com

[19-21], which is among the most studied polymer
systems; however, its relatively poor heat resistance
hinders specific applications; therefore, many
studies are reported in the literature concerning
PMMA nanocomposites [22-27]. In this work, to
enhance and utilize the properties of PMMA/PEG,
especially to  improve  heat  resistance,
PMMA/PEG/MWNTs  nanocomposites  were
prepared by ultrasonic assisted free radical bulk
polymerization. The effects of MWNTs on the
morphology, crystal structure and thermal stability
of PMMA/PEG/MWNTSs nanocomposites were
investigated. This paper is aimed at presenting the
fabrication methods of nanocomposites and the
CNTs-modified properties of polymer.

EXPERIMENTAL
Material

MWNTSs were purchased from Shenzhen Nano-
Technologies Port Co. Ltd., China, with a purity of
above 96 %, average length of microns, and surface
area of 4.26 m*g?. Methyl methacrylate (MMA)
and azobisisobutyronitrile  (AIBN) were of
analytical grade obtained from the Chengdu
Reagent Factory. Ethylene glycol dimethacrylate
(EGDMA) was purchased from Aldrich Chemical
Co. MMA was distilled under reduced pressure
before use. AIBN, used as a radical initiator, was
recrystallized from methanol solution. EGDMA
was used as a cross-linker without further
purification. Polyethylene glycol (PEG, Aldrich,
My=2000) was dried by heating at 70 °C for 7 hrs
under vacuum, which also played a role of an
organic dispersant.

© 2015 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 889
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Preparation of PMMA/PEG/MWNTSs
nanocomposites

Firstly, MWNTs were immersed in 3 mol-I*!
nitric acid (HNO3) and refluxed for 8 hrs,
subsequently washed with distilled water until the
pH of MWNTS solution was ca. 7, finally obtained
after dried in a vacuum oven at 90 °C for 40 hrs.
Adding the gained MWNTSs (0.5-3 wt.%), MMA
(54.5-57 wt.%) and PEG (38 wt.%) into a two-
necked flask, the mixtures was sonicated using a
bath sonicator for 1 hr. AIBN (1 wt.%) as an
initiator, and EGDMA (3.5 wt.%) as a crosslinker,
were added and nitrogen gas was purged into the
flask to remove oxygen. Polymerization was carried
out with constant stirring at 60 °C for 10 min. Then,
the reaction mixture injected into the space between
two glass plates separated by polyethylene spacers
(3 mm thick) and continued to polymerize by
ultrasonic assisting at 55 °C for 24 hrs. The
prepared PMMA/PEG/MWNTS nanocomposites
were guenched and then dried under vacuum at
room temperature for 72 hrs to remove unreacted
monomers.

Characterizations

MWNTSs size analysis was performed on a
Microtrac S3000 analyzer (Microtrac Software Co.,
USA). The spherulitic morphology was observed
and photographed through a polarized optical
microscope (POM, a Jiangnan XPR-2, China)
equipped with a digital camera. Thermogravimetric
analysis (TGA) measurement was performed using
TGA-7 (Perkin-Elmer). The thermal analyses were
carried out with a differential scanning calorimeter
(DSC, DuPont 9900) over a temperature range from
-70 to 155 °C at a heating rate of 10 "C-min?,
purged with nitrogen gas, and quenched with liquid
nitrogen. The cell was calibrated using an indium
standard; the weight of the sample was 5-10 mg.
SEM observation was carried out with a JSM-
5900LV scanning electron microscopy. TEM
measurements were carried out on a FEI Fecnai
F20 S-Twin transmission electron microscope,
operating at an accelerating voltage of 200 kV.

RESULTS AND DISCUSSION

It is well known that the dispersion of CNTs in
the polymer matrix and their interfacial interactions
are the key factors to ultimately determine many
properties of polymers/CNTs nanocomposites,
including improving the mechanical, electrical, and
thermal performances of the polymer matrix. The
TEM image of as as-received MWNTS is shown in
Fig.l (a) and their diameter distribution is
measured, as shown in Fig.1 (b). The specifications
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of MWCNTSs are as follows: 93 % MWNTSs smaller
than 100 nm with average diameters = 68 nm, and
about 0.8 % larger than 200 nm.
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Fig. 1. TEM image (a) and distribution of diameter
(b) for as-received MWNTS.
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Fig.2. SEM images of PMMA/PEG/MWNTSs
nanocomposites. a) PMMA/PEG/0.5 wt.% MWNTS, b)
PMMA/PEG/1 wt.% MWNTs, ¢) PMMA/PEG/2 wt.%
MWNTSs, d) PMMA/PEG/3.0 wt.% MWNTSs.

To reveal dispersion of MWNTs in the
PMMA/PEG blends, the cryo-fractured surfaces of
the nanocomposites were investigated in detail by
SEM, as shown in Fig. 2 a) - d). A fibrous fractured
surface is observed due to the elongation at break of
PMMA/PEG/MWNTSs nanocomposites; the random
dispersed bright dots because of MWNTs high
conductivity are the ends of the broken carbon
nanotubes [28]. In addition, it is found that some
MWNTs are broken apart, and, as a result of poor
interfacial adhesion, some MWNTSs are pulled out
of the matrix before the breakage, forming caves on
the fractured surface; moreover, other MWNTS are
observed with their one end still strongly embedded
in the PMMAJ/PEG blends as an inset. Such
interesting and typical breakage phenomenon of the
MWNTSs indicates that a strong interfacial adhesion
exists between MWNTs and PMMA/PEG blends
and that the load transfer takes place efficiently
from the matrix to the nanotubes. The strong is
usually responsible for the significant enhancement
of the mechanical properties [29]. This interfacial
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adhesion may be ascribed to the following facts:
carboxylic acid groups could be formed at the open
ends and at defect sides of the side walls of CNTs
after the strong acid treatment [30, 31], therefor, the
hydrogen bonds could exited in between the PEG
hydroxyl group and the carbonyl group of MWNTS,
which would help to disperse MWNTs in
PMMA/PEG/MWNTS nanocomposites.

At low concentration of MWNTS, from Fig. 2 a)
and 2 b), it can be seen that the bright dots (i.e.,
MWNTSs) embedded in the PMMA/PEG blends and
the caves (i.e., MWNTs) pulled out from the
PMMA/PEG blends are well dispersed; however,
with an increase in MWNTSs concentration, from
Fig. 2 c¢) and 2 d), a nonuniform dispersion of
MWNTSs is observed in the nanocomposites, and a
large aggregate of MWNTSs having a diameter of
over 500 nm is presented; while in the case of
pristine MWNTS, its diameter is about 70 nm, as
shown in Fig. 1. Those indicate that the MWNTSs
were dispersed as nanotubes aggregates due to the
imperfect mixing of the masterbatch.

Fig. 3. Spherulitic morphologies of a) neat PEG2000,
b) PMMA/PEG2000, c¢) PMMA/PEG2000/0.5 wt.%
MWNTs, d) PMMAJ/PEG/1 wt% MWNTs, e)
PMMA/PEG/2 wt.% MWNTSs, and f) PMMA/PEG/3.0
wt.% MWNTs crystallized at 0 °C by POM (x20).

When the content of MWNTS is no more than
1.0 wt.%, owing to producing carboxylic or
hydroxylic groups on the surface of the MWNT,
which ensures the high dispersion quality of the
MWNTSs and prevents the severe aggregation of
MWNTs [32, 33], reasonably uniform distribution
of the MWNTSs is observed in Fig. 2 a) and 2 b). On
the other hand, at compositions containing greater
amounts of MWNTSs, a small amount of aggregates
is shown in Fig. 2 ¢) and 2 d). These results are in
good agreement with the results of Wu et al. and
Bikiaris et al. who reported that increasing the
content of SiO, leads to larger agglomerates [34,
35]; this is also the case in PMMA/PEG/MWNTS
nanocomposites. In fact, there are more or less
agglomerates of MWNTSs formed in Fig. 2.

The effect of MWNTs on the spherulitic
morphology of PEG blends was studied by POM.
Fig. 3 shows the spherulitic morphology of neat
PEG2000, PMMA/PEG blends and
PMMA/PEG/MWNTSs nanocomposites crystallized
at 0 "C. Well-developed spherulite grows to a size
of about 2000 pum in diameter in the case of neat
PEG2000, as shown in Fig. 3 a). Spherulites are the
basic morphology for polymers crystallized from
melting or concentrated solutions, which are high-
order crystal structures with spherical textures
composed of lamellar crystallites shaped like
ribbons that radiate from the center, separated by
amorphous material [16]. For the PMMA/PEG
blends, as shown in Fig. 3 b), it is clear that the
presence of PMMA networks limited the PEG
spherulites growth. Parts c), d), ), and f) of Fig. 3
illustrate the POM images of PEG spherulites after
nanocomposites preparation with MWNTSs. It is
clear that the size of PEG spherulites becomes
smaller in the presence of MWNTSs, indicative of
the increase of nucleation density; some smaller
and imperfect spherulites with diameter less than
200 um are observed to grow rapidly, impinge
quickly with surrounding spherulites, and restrict
further growth. Spherulitic morphology studies
indicate that the nucleation density of PEG is
improved due to the presence of MWNTS in the
nanocomposites and MWNTSs seem very effective
as a nucleation agent.

It is of great interest to study the effect of the
incorporation of MWNTSs on the crystal structure of
PEG in the nanocomposites. Fig. 4 illustrates the
WAXD patterns of neat PEG2000 and
PMMA/PEG/MWNTSs  nanocomposites,  which
were crystallized at 0 °C for 12 hrs.

Bieraity e

Fig. 4. WAXD patterns of a) neat PEG2000, b)
PMMA/PEG2000, c) PMMA/PEG2000/0.5 wt.%
MWNTs, d) PMMA/PEG2000/1 wt.% MWNTS, e)
PMMA/PEG2000/2 wit. % MWNTSs, f)

PMMA/PEG2000/3 wt. % MWNTSs.

It should be noted that PEG2000 and
PMMA/PEG/MWNTs  nanocomposites  have
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similar diffraction patterns, and so are their
diffraction angles and crystal plane distances. Neat
PEG2000 shows two main diffraction peaks at
about 18.9° and 23.1°, whose positions don’t
change in PMMA/PEG/MWNTS nanocomposites,
which demonstrates that neat PEG2000 and
PMMA/PEG/MWNTSs  nanocomposites  have
similar crystal structure and crystal cell type, and
there are no significant distortions of the crystal
structures of PEG in nanocomposites. In other
words, the crystal structure of PEG has not been
changed by the procedure of blending, and
therefore, there are no chemical changes at all. The
main difference between neat PEG2000 and
PMMA/PEG/MWNTSs nanocomposites is that the
diffraction peak height and half-width of the former
are lower and narrower than those of the latter,
which means that the dimension of spherulites
becomes smaller and the degree of crystallization
decreases; the result is consistent with POM results.

It is of great interest to study the melting
behavior of neat PEG2000, PMMA/PEG2000 and
its nanocomposites because crystal structures and
crystallinity play significant roles in the mechanical
and other properties of crystalline polymers. DSC
analysis is a generally convenient method for
analyzing first order transitions like melting.

Fig. 5 shows the thermal diagram measured
during heating.

PEG2000
-100-50 0 SO0 110/\/
- \/ )

DSC/{mW [ mg)

-50 0 50 100 150
Temperature (°C)

Fig.5. DSC scans of neat PEG2000,
PMMA/PEG2000 (a), PMMA/PEG2000/0.5 wt.%
MWNTs (b), PMMA/PEG2000/1 wt.% MWNTSs (c),
PMMA/PEG2000/2 wt% MWNTs (d), and
PMMA/PEG2000/3 wt.% MWNTS (e).

The PMMA/PEG/MWNTs nanocomposites
possess a melting endothermic peak (Tm) during
heating; it can be observed that Tn increase slightly
in the PMMA/PEG/MWNTSs nanocomposite
compared with those in PMMA/PEG blend, and
increase with increase of MWNTS concentration, as
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shown in Table 1, which indicates that the MWNTS
presence does not prevent PEG crystallization, and
act as an nucleation reagent for the PEG
crystallization; meanwhile, the melting enthalpy
(AHm) which are determined from the area under
the endotherm, are increased in the nanocomposites
as compared with that of PMMA/PEG blend in
Table 1. The weight crystallinity indexes (Xc) of the
PEG phase, PMMA/PEG2000 and
PMMA/PEG2000/MWNTs nanocomposites are
calculated from:

XczﬁHm/AHopEG (1)

Where AH'pec is the heat of fusion per gram of
100 % crystalline PEG (from literature data [36],
AHOPEG=45 cal'g‘l).

Table 1. DSC results for
PMMA/PEG2000 and its nanocomposites.
Tm AHm XC

PEG2000,

Sample .

P O 09 o)

PEG2000 57 178 94

PMMA/PEG2000 465 265 14
PMMA/PEG2000/

0.5 wt% MWNTSs 486 302 16
PMMA/PEG2000/

1.0 wt% MWNTSs 49.7 323 17
PMMA/PEG2000/

2.0 wt% MWNTSs 50.8 34.1 18
PMMA/PEG2000/

3.0 Wt% MWNTS 51.7 35.9 19

Although Xc of PMMA/PEG2000 and
PMMA/PEG2000/MWNTs nanocomposites are
much lower than that of pure PEG2000, they
increase with increasing of MWNTSs content for
PMMA/PEG2000/MWNTs nanocomposites. From
above results, compared to PMMA/PEG blends, it
can be concluded that the incorporation of MWNTSs
enhances the crystallization of PEG2000 in the
nanocomposites, which should be attributed to the
strong heterogeneous nucleation of MWNTS [26].
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Fig. 6. TGA curves of MWNTs, PMMA/PEG2000
and PMMA/PEG2000/MWNTSs nanocomposites.
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Fig. 6 shows TGA thermograms of PMMA/PEG
blend, MWNTs and PMMA/PEG/MWNTSs
nanocomposites. The decomposition temperature
(onset of inflection) for PMMA/PEG blend is lower
than those of its nanocomposites, indicating that the
thermal stability of nanocomposites has been
improved because of addition of MWNTSs. Besides
that, the residual weight of PMMA/PEG/MWNTSs
nanocomposites left increases steadily with the
increase of MWNTSs loading. As shown in Fig. 6,
the weight loss at 345 °C for PMMA/PEG blend is
about 85 %, whereas PMMA/PEG/MWNTS
nanocomposites are only around 49 - 79 %. This
also indicates that the thermal stability of
PMMA/PEG blend is significantly improved on
incorporation of MWNTSs.

Fig. 7 shows the dependence of the
decomposition temperature (Tq, 5 % weight loss
temperature) on MWNTs content. PMMA/PEG
blend and pure MWNTSs start to lose weight at 251
°C and 467 °C, respectively. It can be seen that the
overall thermal stability of PMMA/PEG/MWNTSs
nanocomposites, compared with PMMA/PEG
blend, is clearly improved; in Fig. 7, the addition of
0.5 wt % MWNTs causes the decomposition
temperature of PMMA/PEG blend increase more
than 7 °C. The thermal stability of
PMMA/PEG/MWNTSs nanocomposites may be
closely related to following factors: the dispersion
state and the loading content of MWNTS.
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Fig. 7. Decomposition temperature (Tq, 5 % weight
loss temperature) as a function of MWNTS loading.

The decomposition temperature of
PMMA/PEG/MWNTSs nanocomposites increases
slightly with increasing MWNTSs loading content,
probably due to the ease of compact char formation
for the nanocomposites during the thermal
degradation; more importantly, CNTs is a kind of
excellent flame retardant material, which may be
ascribed to the following factors: a) high heat
conduction ability of CNTs promotes the
consumption of heat [37]; b) CNT as electron

acceptor can capture high-energy radicals during
the thermal degradation process [38, 39].

On the other hand, high concentration MWNTS
would definitely prevent its fine dispersion, and
more aggregation or bundles could often be formed
because of van der Waals force among the
MWNTSs, thus deteriorating the thermal stability of
the nanocomposites. It is necessary to research the
competing effect between the dispersion state and
the loading content of MWNTS in depth.

CONCLUSIONS

MWNTs were dispersed into PMMA/PEG
blends through ultrasonic assisting with 0.5 %; 1 %;
2 % and 3 % (wt/wt) of MWNTSs loadings.

Morphological analysis shows that, at low
concentration of MWNTSs, it is well dispersed;
however, with an increase in MWNTs
concentration, it is a nonuniform dispersion, and a
large aggregate of MWNTSs having a diameter of
over 500nm is formed. The POM images of PEG
spherulites becomes smaller in the presence of
MWNTs; DSC analysis showed that Tn increased
very slightly in the PMMA/PEG/MWNTS
nanocomposites compared with  those in
PMMA/PEG blend, and increased with increase of
MWNTSs concentration. The analysis of thermal
degradation in airflow showed a clear improvement
of thermal stability for PMMA/PEG/MWNTSs
nanocomposites,  proportionally to  MWNTs
content.
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MOP®OJIOI'MA U TEPMUYHN OTHACAHWA HA HAHOKOMITIO3UTHU OT ITOJIM(METWJI-
METAKPUIIAT/TIOJIM(ETUJIEHIJIMKOJI) C MHOT'OCTEHHU BBIJIEPOAHU HAHOTPBEU

I K. JIro

Konesc no mamepuanosunanue u unsicenepcmeo, Texnonoeuuen ynugepcumem Xeuan, XKeneocoy, 450001, Kumaii

ITocTpnuna Ha 25 nekemBpu, 2013 r.; kopurupana Ha 3 ronu, 2015 1.
(Pesrome)

WsrotBenn ca MHorocteHHH BbraepoxHu HaHotpsOn (MWNTS) ¢  HaHO-KOMIIO3MTH OT MOJMH(METHII-
Mmerakpunatr/moiu(etwieHrukon) (PMMA/PEG/MWNTS). TMpunokena e pamukanoBa o0eMHa MONUMEPU3ALUs MOL
neiicTBueTo Ha ynTpas3ByK. M3cmeaBaH e edekra Ha pasznmuyHHTE MporeHTHH HaroBapBaHus ¢ MWNTS Bwpxy
MOP(OJIOTHYHNTE U TEPMUYHHUTE CBOMCTBA HA HaHOKoMmIo3uTuTe 0T PMMA/PEG/MWNTS. HamepeHo e, 4e npu HUCKH
KOHIIEHTPAIIMH MHOTOCTEHHUTE BBHIVIEPOJHHM HAHOTPHOU ce Jucreprupar paBHomepHo B cMmecute o PMMA/PEG u
MOBHIABAT INTBTHOCTTA Ha 3apoauinooOpasyBaHe Ha PEG. TepmMuuHUMAT aHamm3 TNOKas3Ba, Y€ MMa SICHO HM3Pa3eHO
ooOpeHHe Ha TepMUYHATA CTAOMITHOCT Ha HaHoKoMmnosuture PMMA/PEG/MWNTS ¢ moBuiraBase Ha ChIbPKAHUETO
Ha MWNTs.
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Synthesis and characterization of some lanthanide metal complexes Ce(l11), Gd(lIl),
Nd(I1), Th(I11) and Er(111) with sulfasalazine as sulfa drug
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The complexation between lanthanides metal ions like Ce(lll), Eu(lll), Nd(lIl) and La(lll) with sulfasalazine
(Hssuz) produced 1:1 molar ratio ( metal : sulfasalazine) as a monodentate via OH group and give general formula:
Naz[M(Hsuz)(Cl)3(H20)].xH20, where: M= Ce, Eu, Nd and La, x= 2 and 10. The resulted sulfasalazine compounds
were assigned by Infrared, 'H-NMR and electronic spectra. Themogravimetric analysis and kinetic thermodynamic
parameters have proved the thermal stability feature of sulfasalazine complexes. The anti-microbial activities of the
lanthanides metal complexes of sulfasalazine recorded a significant effect against some bacteria and fungi.

Keywords: Sulfasalazine; lanthanide metal ions; complexation; antimicrobial activity

INTRODUCTION

Sulfa drugs have attracted special attention for
their therapeutic importance as they were used
against a wide spectrum of bacterial ailments [1-9].
Also, some sulfa drugs were used in the treatment
of cancer, malaria, leprosy and tuberculosis [4].
The importance of the very interesting features
of metal coordinated systems is the concerted
spatial arrangement of the ligands around the metal
ions [10]. Although the complexes of the sulfa
drugs have been investigated in the solid state,
relatively was known about their solution chemistry
in particular their mixed-ligand complexes [8, 11].
The formation and characterization of binary and
mixed-ligand complexes, involving iminodiacetic
acid and sulfa drugs as sulfadiazine and
sulfadiamidine, were investigated [8, 11, 12].
Sulfasalazine Hssuz (Fig. 1) 2-hydroxy-5-[[4-[(2-
pyridinylamino) sulfonyl]phenyl]azo]benzoic acid,;
is a sulfa drug, a derivative of Mesalazine (5-
aminosalicylic acid abbreviated as 5-ASA), used
primarily as an anti-inflammatory agent in the
treatment of inflammatory bowel diseases as well
as rheumatoid arthritis [13-16]. When dealing with
the interaction between drugs and metal ions in
living systems, a particular interest has been given
to the interaction of metal ions with antibiotics,
which has been widely used in medicine both
towards human beings and animals [17, 18]. In
particular the interaction between transition metals
and B-lactamic antibiotics such as cephalexin has

* To whom all correspondence should be sent:
E-mail: msrefat@yahoo.com

been recently  investigated by  several
physicochemical and spectroscopic methods, and
with detailed biological data [19-22]. Many
properties when administered in the form of
metallic complexes. Probably the most widely
studied cation in this respect is Cu(ll), since a host
of low-molecular-weight copper complexes have
been proven beneficial against several diseases
such as tuberculosis, rheumatoid, gastric ulcers, and
cancers [23-29] of the complexation of sulfa drugs
did not focus on the coordination behavior, but only
dealt with the solution state and crystal structures of
its metal complexes.

O\C/O "

Q OH
N=—/N

Fig. 1. Sulfasalazine (Hssuz) drug ligand.

/N

O—wn—=0

The complexation of sulfasalazine (Hssuz) with
some of transition metals have been investigated
[30]. Three types of complexes,
[Mn(Hsuz)(HzO)4].2HzO, [M(HSUZ)(Hzo)z].XHQO
(M= Hg(ll), Zro(ll) and VO(Il), x=4, 8 and 6,
respectively) and  [M(Hsuz)(Cl)(H.0)3].xH:0
(M=Cr(lIl) and Y(III), x=5 and 6, respectively)
were obtained and characterized by
physicochemical and spectroscopic methods. The
IR spectra of the complexes suggest that the
sulfasalazine behaves as a monoanionic bidentate
ligand. The thermal decomposition of the
complexes as well as thermodynamic parameters

© 2015 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 895
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(E*, AH*, AS* and AG*) were estimated using
Coast-Redfern and Horowitz-Metzger equations. In
vitro antimicrobial activities of the Hssuz and the
complexes were tested. The complexes of
sulfasalazine(Hssuz) with some of alkaline-earth
metals Mg(ll), Ca(ll), Sr(ll) and Ba(ll) have been
investigated [31]. Sulfasalazine complexes were
synthesized and characterized by spectroscopic
tools; Infrared spectra, electronic and mass spectra.
The IR spectra of the prepared complexes were
suggested that the Hssuz behaves as a bi-dentate
through the carboxylic and phenolic groups. The
molar conductance measurements gave an idea
about the non-electrolytic behavior of the Hssuz
complexes. The thermal decomposition processes
for metal(ll) complexes of Hssuz viz:
[M(Hsuz)(H20)4] (where M= Mg(ll), Ca(ll), Sr(Il)
or Ba(ll)) have been accomplished on the basis of
TG/DTG and DTA studies, and the formula
conforms to the stoichiometry of the complexes
based on elemental analysis. The kinetic analyses
of the thermal decomposition were studied using
the  Coast-Redfern and  Horowitz-Metzger
equations. The antitumor and antimicrobial
activities of the Hssuz and their alkaline-earth
metals(ll) complexes were evaluated. Sulfasalazine
is composed by sulfapyridine (SP) and 5-amino
salicylic acid (5-ASA) with a diazo bond linkage.
5-ASA is considered to be the active component in
the theraby of inflammatory bowel disease, while
SASP and SP are effective in the theraby of
rheumatoid disease [32-34]. The complexation
behaviour of mesalazine (5-aminosalicylic acid; 5-
ASA) towards the transition metal ions namely,
Cr(I11), Mn(l11), Fe(l11), Co(ll), Ni(ll), Cu(ll) and
Zn(11) have been examined by elemental analyses,
magnetic measurements, electronic, IR and *H-
NMR. Thermal properties and decomposition
kinetics of all complexes are investigated. The
interpretation,  mathematical  analyses  and
evaluation of kinetic parameters of all thermal
decomposition stages have been evaluated using
Coast-Redfern equation. The free ligand and its
metal complexes have been tested in vitro against
Aspergillus niger and Candida albicans fungi and
Psuseudomonas aeruginosa, Escherichia coli,
Bacillis subtilies and Staphylococcus aureus
bacteria in order to assess their anti-microbial
activity than the parent 5-ASA drug [35]. Herein,
in this work we prepare chelates of Ce(l1), Eu(lll),
Nd(Il1) and La(lll) with Sulfasalazine drug
molecule. The solid chelates are characterized using
different physico-chemical methods like elemental
analyses (C, H, N, S and metal content), IR, UV-vis
spectra, *H-NMR and thermal analyses (TG and
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DTG). Antimicrobial activity test of the complexes
are studied.

EXPERIMENTAL
Physical measurements

Carbon and hydrogen contents were determined
using a Perkin-Elmer CHN 2400. The metal content
was found gravimetrically by converting the
complexes into their corresponding oxides. Infrared
spectra were recorded on Bruker FT-IR
Spectrophotometer (4000-400 cm™?) in KBr pellets.
The UV-vis spectra were studied in the DMSO
solvent with a concentration of 1.0x10° M for the
Hssuz and their complexes using Jenway 6405
spectrophotometer with 1cm quartz cell, in the
range 800-200 nm. Molar conductance of the
freshly prepared solutions of Hssuz complexes with
1.0x 10 M in DMSO were measured using Jenway
4010 conductivity meter. *H-NMR spectra were
recorded on a Varian Gemini 200 MHz
spectrophotometer using DMSO-d6 as solvent.
Thermogravimetric analyses (TGA and DTG) were
carried out in a dynamic nitrogen atmosphere (30
ml/min) with a heating rate of 10 °C/min using
Shimaduz TGA-50H thermal analyzer.

Antimicrobial activity test

According to [36], the hole well method was
applied. The investigated isolates of bacteria were
seeded in tubes with nutrient broth (NB). The
seeded NB (1 cm?®) was homogenized in the tubes
with 9 cm® of melted (45 °C) nutrient agar (NA).
The homogeneous suspensions were poured into
petri dishes. The holes (diameter, 4 mm) were done
in the cool medium. After cooling 2x10 dm? of the
investigated compounds were applied using a
micropipette. After incubation for 24 h in a
thermostat at 25-27 °C, the inhibition (sterile) zone
diameters (including disk) were measured and
expressed in mm. An inhibition zone diameter of
over 7 mm indicates that the tested compounds are
active against the bacteria under investigation. The
antibacterial  activities of the investigated
compounds were tested against Escherichia coli
(Gram -ve), Bacillus subtilis (Gram +ve) and
antifungal (Aspergillus niger and Penicillium
activities).

Materials and methods

All chemicals used were of analytical grade
where possible and were purchased from Aldrich
and Merck companies and sulfasalazine drug was
presented from Egyptian international
pharmaceutical industrial company (EIPICO). The
complexes were prepared by mixing sulfasalazine
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(2 mmol) and metal chlorides of Eu(lll), Ce(lll),
Nd(I1) and La(lll) (1.0 mmol) in mixed solvent
MeOH/H,O (50/50%; 40 cmq), then pH of the
solution was adjusted to 8-9 with 1 M NaOH
solution and the reaction mixture was stirred at 60
°C for 2 h and left to stand overnight. The
precipitated complexes were filtered off, washed
with MeOH and H,O and dried in vacuum at room
temperature under anhydrous CacCl,.

RESULTS AND DISCUSSION

The elemental analysis (CHN) agrees quite well
with the speculated structure of the colored
sulfasalazine complexes (Table 1). The prepared
complexes have brown color. They are thermally
stable above >250 °C, soluble in DMSO and DMF.
The conductivity values measured in DMSO at
room temperature are located in the range of non-
electrolytes [37] for Ce(lll), Eu(lIl), Nd(Il) and
La(l)/Hssuz complexes while complexes behaves
as 1:1 non-electrolytes. The interpretation
concerning decreasing of conductivity values back
to the deprotonation of both OH of carboxylic and
OH of phenolic groups for the sulfasalazine ligand.
This assumption proves that free ligand acts in a
bidentate fashion via carboxylic and phenolic
groups and also attributed to the participation of
carboxylic group as a monodentate chelate.

Infrared spectra

The infrared spectra of sulfasalazine and its
complexes exhibited with the main coordination
bands which reveal the mode of bonding and are

free ligand (~1700-1300 cm-!) is selected and
assigned in Table 2 as follows; In contrast to the
assignments data of sulfasalazine, Ce(lll), Eu(lll),
Nd(111) and La(lll) complexes show no absorption
band at 1677 cm?, characteristic to the v(C=0)
vibration of the carboxylic group (in case of free
Hssuz ligand ), that is indicative of the involvement
of the carboxylic group in the coordination with
metal ion. The peaks at 1655 cm?® (vs)
Ce(I11)/Hsuz, 1652 cm (vs) for Eu(I11)/Hsuz, 1649
cm? (s) for Nd(II1)/Hsuz, 1654 cm? (vs) for
La(lll)/Hsuz complexes, respectively, are absent in
the spectrum data of the free Hssuz and can be
assigned to the asymmetric stretching vibration of
the carboxylate group, Vi(COO-). The spectra of
Naz[M(Hsuz)(Cl)3(H20)]1.xH0 (M= Ce(lll),
Eu(lll) Nd(lI) and La(lll), x= 2 and 10
respectively) complexes also have medium to
strong intensity band in the range of 1437-1456 cm"
1 This band is absent in spectrum of Hssuz and
interpretive to the symmetric vibration of the
vs(COO-) group. Deacon and Phillips [38] studied
the criteria that can be used to distinguish between
the three binding states of the carboxylate
complexes. These criteria are: (i) v >200cm?
(where v = [v a5(COO)- v 5(COO]), this relation is
found in case of unidentate carboxylato complexes,
(ii) bidentate or chelating carboxylato complexes
exhibit v significantly smaller than ionic values (v
<100 cm?) and finally (iii) bridging complexes
show v comparable to ionic values (v ~150 cm™).
The observed v for all the sulfasalazine complexes
is > 200 cm-! which confirms a unidentate

summarized in Table 2. Concerning the  interaction of the  carboxylate  group.
sulfasalazine complex, the most important region in
the infrared spectra of all complexes and the Hssuz
Table 1. Elemental analyses and physical data of suzH and its complexes
Content ((calculated) found) Am
Complexes Mawt — Color o e "o oo %Cl %M Q'cmmolt
Ce(Il1) (30.11) (2.79) (7.39) (14.03) (18.49)
6985 Brown ‘5026 279 719 1444 1831 9.2
Eu(lIl) (24.97) (4.08) (6.13) (11.64) (16.63)
8545 Brown “o563 452 640 1260  17.95 59
(29.95) (2.78) (7.35) (13.96) (18.93)
N1 7025 Brown ‘3556 492 738 1523  20.82 8.7
(30.16) (2.80) (7.40) (14.06) (18.36)
La(im) 6975 Brown ‘3,73 283 843 1573 1957 68
Table 2. Main IR data of the suzH and its metal complexes
Compound V(O-H) V(C-O) §(0OH) Va(COO) Vs(COO) AV(COO) V(M-0)
Hssuz - 1281 1393 1625 1427 -- --
Ce(l1) 3430 1239 1374 1655 1449 206 529
Eu(lll) 3383 1239 1378 1652 1437 215 538-458
Nd(I11) 3423 1240 1380 1649 1441 208 439
La(lll) 3422 1240 1382 1654 1456 198 411
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A board diffuse band of strong to medium
strong intensity in the 3500-3350 cm™ region may
be assigned to the OH stretching vibration for the
coordinated and uncoordinated water molecules in
the Hssuz complexes. It is note-worthy to say that
when the media of precipitation is sodium
hydroxide, this means that the sodium salt of
sulfasalazine is formed so, the stretching vibration
band of v (OH) of carboxylic group. As is also
difficult distinction between the v (OH) phenolic
group of sulfasalazine and the stretching vibrational
bands of water molecules because of the
overlapping values, and appear in one place. To
ascertain the involvement of v (OH) of phenolic
group of sulfasalazine in the coordination process
to the followed by the stretching vibration bands of
v (C-0) in all sulfasalazine complexes, examination
of the Hssuz complexes found that the v (C-O)
shifted to lower wave number from 1281 cm? in
case of free ligand to 1239 to 1240 cm in case of
their complexes. This result indicates that the
phenolic group participated in the complexation
and the Hssuz ligand acted as bidentate. The lower
shift of §(OH) from 1393 cm™ in the free Hssuz
ligand to 1374-1382 cm™ in their complexes is
another factor confirming the involvement of OH
phenolic group in the coordination process. The
presence of v(M-O) stretching vibrations at two
bands: 538-458 cm™ for Eu(I11)/Hsuz and one band:
529 cm?! for Ce(lll)/Hsuz, 439 cm?t for
Nd(ll)/Hsuz and 411 cm? for La(lll)/Hsuz,
supports coordination by Hssuz ligand as a
bidentate monoanionic chelating agent via OH of
carboxylic and phenolic groups [39].

Electronic spectra

The electronic spectra of the free Hssuz and
their metal complexes were measured and listed in
Table 3.

Table 3. Electronic spectral data of the sulfasalazine
metal complexes

Compound Amax (NM) Assignment
226, 246, 260
268,308, 332, i
Ce(lll) 389 m-m trans
427, 601, 701, N-m™ trans
787
226, 248, 259, i
Eu(lll) 270, 296, 332 - rans
597, 704 n- ™ trans
228, 269, 298, i
Nd(Il) 332 - trans
403, 427, 591 n-n* trans
215 227, 231,
245, 251, 262, - T* trans
La(ll) - 570, 306, 332 N- * trans
428, 591

There are some absorption peaks at ranged from
215-390 nm (225, 280, 290, 360, 390 nm) and at
415 nm, which are assigned to n- ©* and n-m*
transitions  within  the organic moiety of
sulfasalazine ligand. On the other hand, there are
two absorption ranges at 215-389 nm and 403-787
nm, due to n-t* and n-m* transitions, respectively,
within the Hssuz complexes. The electronic
absorption spectra of all Hssuz complexes show a
bathochromic shift comparable to free ligand within
n-m* transition region [40-45]. This shift attributed
to the place of complexation and the change in the
electronic configuration for the Hssuz complexes
resulted.

'H-NMR spectra

The H-NMR spectra presented the persuasive
confirmation of the coordination modes. Thus, the
IH-NMR spectra of complexes (Fig. 2) on
comparing with those of spectrum of the free
sulfasalazine indicate that, Hssuz ligand acts as
bidentate ligand through the phenolic OH group
and carboxylic OH group. H-NMR spectra of
complexes were carried out in DMSO-dg as a
solvent, the data obtained are in agreement with the
suggested coordination through the carboxylic and
phenolic groups by absence of the signals of two
protons which exist in the free ligand about 6=
11.00 and 5.00 ppm, respectively, and due to
different chemical environments the signals of
aromatic protons at 6.00-8.00 ppm are present with
decreasing intensities.

A

‘.‘
- . S | S W

O

Fig. 2. 'H-NMR spectra of (A) Eu(III)/Hsuz and (B)
Nd(I11)/Hsuz complexes
Thermal analysis

The thermal decomposition curves (TG/DTG
and DTA) are given in Fig. 3, while the TG weight
loss data, DTG and DTA peak temperatures are
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existed in Table 4. The results showed that the
complexes lost its hydration water below 573 K,
within the temperature range 573-653 K the
coordinated water molecules were liberated. The
anhydrous complexes displayed the decomposition
of the organic ligand within the temperature range
673-1073 K leading to metal oxide. The metal
contents were calculated from the residual contents
and were found to be in good agreement with the

results of elemental analysis.
Naz[Ce(suzH)(Cl)3(H.0)].2H,O  complex  was
thermally decomposed in three successive

decomposition steps within 327-1073 K, the first
decomposition step (obs= 5.0%, calc= 5.4%) within
the temperature range 327-519 K, may be attributed
to the liberation of the two hydrated water
molecules. The second decomposition step found
within the temperature range 519-768 K (obs=
45.6%, calc= 45.3%), which are reasonably
accounted for by  the removal of
(3C2H2+2HCN+S0,+1.5Cl>+0.50). The rest of
sulfasalazine molecule was removed on the third
step within the temperature range 768-1073 K
(obs= 27.9%, calc= 27.4%). The decomposition of
the ligand molecule ended with a final oxide
residue of CeOss.

The TG curve of
Naz[Eu(suzH)(Cl)3(H-0)].10H.0 complex indicates
that the mass change begins at 352 K and continues
up to 814 K. the first mass loss corresponds to the
liberation of the three hydrated water molecules
(obs=  7.9%, calc= 8.0%). The second
decomposition step occurs in the range 600-814 K
and corresponds to the loss of
(2C2H2+S0O2+2HCN+2HCI+5.5H,0+0,) (obs=
43.2%, calc= 43.7%). The final decomposition step
occurs in the range 814-1073 K and corresponds to
the loss of (5C;H,+HCI+N»+2CO) (obs= 29.2%,
calc= 29.3%). DTG profile shows three
endothermic peaks, the first at 352 K corresponds
to the melting of the complex, while the second at
600 K corresponds to the dehydration and
decomposition of the complex. The third board
endothermic peak corresponds to the final
decomposition of the organic ligand to the EuO; s.

To make sure about the proposed formula and
structure for the Nd complex, thermo gravimetric
(TG) and differential thermo gravimetric (DTG)
was carried out for this complex under N, flow.
The thermal decomposition for
Naz[Nd(suzH)(Cl)3(H20)].2H.O complex occurs in
three steps. The first degradation step take place in
the range of 298-344 K and it is corresponds to the
elimination of 2H,O molecules due to weight loss
(obs, =5.8% and calc=5.4%).
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Fig. 3. TG and DTG curves of (A): Ce-sulfasalazine,
(B): Eu-sulfasalazine, (C): Nd- sulfasalazine and (D):
La-sulfasalazine

The second step fall in the range 523-803 K
which is assigned to loss of
(3C2H2+2HCN+S0O,+Cl>+0.50) with a weight loss
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(obs=38.7% and calc=39.0%). The final step fall in
803 K was accompanied by mass loss (0bs=32.1%
and calc=31.9%) which is assigned to loss of
(4C2H2+N2+ZCO+O.SC|2). The (Ndol,s) is the final
product remains stable till 1073 K.

The Nag[La(suzH)(Cl)3(H20)].2H.O complex
was thermally decomposed in three successive
decomposition steps with in the temperature range
352-1073 K. the first decomposition step (obs=
6.0%, calc= 5.4%) within the temperature range
352-600 K, may be attributed to the liberation of
two hydrated water molecules.

The second decomposition steps found within
the temperature range 534-803 K (obs= 35.5%,
calc= 35.5%) which corresponds to loss of
(2C2H,+2HCN+SO,+CI2+0.50).  The rest  of
sulfasalazine molecule was removed on the final
step within the temperature range 803-1073 K and
corresponds to loss of (2.5C;H;+N,+ 2CO+HCI)
(obs= 27%, calc= 27.3%). The decomposition of
the ligand molecule ended with a final oxide
residue of LaO, s contaminated carbon atoms.

In the present investigation, the general thermal
behaviors of the sulfasalazine complexes in terms
of stability ranges, peak temperatures and values of
kinetic parameters, are shown in Table 5 and Fig. 4.

Table 4. Thermal data of sulfasalazine and its complexes

The kinetic and thermo dynamic parameters have
been evaluated using the Coats-Redfern and
Horowitz-Metzger equations [46, 47]. The entropy
of activation, AS", was calculated. The enthalpy
activation, AH", and Gibbs free energy, AG", were
calculated from; AH" = E*-RT and AG" = AH"-
TAS’, respectively. The thermodynamic behavior of
the all complexes of sulfasalazine with some
lanthanide(I1l) metal ions is non-spontaneously
(more ordered) reactions (AS is negative value),
endothermic reactions (AH>0) and endergonic (AG
>0) during the reactions. The thermodynamic data
obtained with the two methods are in harmony with
each other. The correlation coefficients of the
Arrhenius plots of the thermal decomposition steps
were found to lie in the range ~ 0.99, showing a
good fit with linear function. It is clear that the
thermal decomposition process of all sulfasalazine
complexes is non-spontaneous, i.e., the complexes
are thermally stable.

Structure of the sulfasalazine complexes

Finally on the basis of the above studies, the
suggested structures of the sulfasalazine complexes
can be represented in Fig. 5.

Compound  Step Temprange DTG peak TG weight Assignments
(C) )
Calc Found
1 50-150 54.59 54 50 2H,0
Ce(ll) 2 200-250 246.73 453 45.0 3C,H+2HCN+S0,+1.5Cl,+0.50
3 260-500 495,97 274 27.9 4C,H2+N2+2CO
Ce0O15+NaO
1 40-180 80 80 7.9 3H.0
Eu(li 2 200-330 327.43 437 43.2 2C,H,+S0,+2HCN+2HCI+5.5H,0+ O,
3 350-800 541.82 29.3 29.2 5C,H,+N,+2CO+ HCI
EuO15+ Na,O
2H,0
NIl : IS ot o8 3CHM2HCN #50,+C1+0.50
) ’ ’ 4C,H»+0.5ClL,+N»+2CO
3 500-800 530 319 321 NdO1 s+ Na,O
1 50-150 62.36 54 6.0 2H,0
La(lll) 2 200-250 261 355 355 2C,H+2HCN+S0,+Cl»,+0.50
3 560-800 530 273 27.0 2.5C,H>+N> + 2C0O+0.5Cl,

LaO; 5+ Na,O
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Table 5. Thermodynamic parameters of the thermal
decomposition of sulfasalazine complexes

Thermodynamic Methods Complexes
Parameters CR HM
r 0.99836  0.99732
E* 1.59E+05 1.83E+05
A 6.17E+08 2.56E+10
AS* - - Ce(ll1)
8.45E+01 5.35E+01
AH* 1.53E+05 1.77E+05
AG* 2.18E+05 2.18E+05
r 0.99408  0.99172
E* 2.09E+05 2.20E+05
A 1.33E+11 1.39E+12
AS* - - Eu(lln)
4.03E+01 2.08E+01
AH* 2.02E+05 2.14E+05
AG* 2.35E+05 2.31E+05
r 0.99645  0.99536
E* 2.12E+05 2.26E+05
A 4.29E+11 5.13E+12
AS* - - La(lln)
3.05E+01 9.86E+00
AH* 2.05E+05 2.20E+05
AG* 2.30E+05 2.28E+05
r 0.99926  0.99885
E* 2.61E+05 2.79E+05
A 1.22E+15 2.06E+16 Nd(111)
AS* 3.57E+01 5.92E+01
AH* 2.55E+05 2.72E+05
AG* 2.26E+05 2.25E+05

Antimicrobial activity

The results of antimicrobial activities (bacteria
and fungi) in vitro of sulfasalazine ligand and their
complexes Table 6 and Fig. 6, show that, the
Naz[La(suzH)Cl3(H20)].2H,O test complex have
high activities against A. niger>B.
subtilis>pencillium. On the other hand, Ce(lll),
Eu(lll) and Nd(IIl) sulfasalazine complexes have
antimicrobial activities against B. subtilis and
pencillium These results clearly obviously that,
some metal ions after complexation give the
sensitive nature for the ligand against some bacteria
and fungi.

2
\ / OH2

0 [ e
NH SO\

Nay xHp0

Fig 5. Mode of chelation of sulfasalazine complexes,
where M= Ce(l11), Eu(l11), Nd(111) and La(lll); X= 2 and
10.
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Fig. 6. Microbial test for sulfasalazine complexes

Table 6. Antimicrobial activity of sulfasalazine

complexes.

Tested Diameter of inhibition zone (cm)
compounds B. subtilis E.col P.rotatum A.niger
Ce(111) 15 0 0.7 0
Eu(l1) 0.5 0 0.2 0
Nd(111) 0.7 0 0.3 0.6
La(lll) 0.6 0 0.3 1.2
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CUHTE3A M OXAPAKTEPU3UPAHE HA HSIKOU KOMIUIEKCH HA JIAHTAHUJIUTE
Ce(I11), GA(111), Nd(111), To(11) X Er(111) CBC CYJIDPACATA3ZNH KATO CVYJIDA-
JIEKAPCTBA
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(emro3eP)

KomrmekcoobpaszyBaHeTo Mexay

Houn Ha mantanuaute (samp.Ce(lll), Eu(lll), Nd(IIl) u La(lll)) cse

cynacanasun (H3SUZ) maBa KOMILIEKCH ¢ MOJIapHO choTHOMIEHHE 1:1 (MeTa : cyndacaaa3ut) KaTo MOHOAEHIATHIPES
XMIApOKCHIHA rpyna u ¢ obma dopmymnaNaz[M(Hsuz)(Cl)s(H20)].xH20, xsnero M= Ce, Eu, Nd ulLa, X = 2 u 10.
IMonydyenute cheavHeHUs 3a oxapakrepusupanu ¢ uHdpadepsenn, ‘H-NMR u enexrponsn cnexTpu. JlokasaHa e

TAXHAaTa TEPMUYHA CTaOUITHOCT Ygpe3 TCPMOrpaBUMETPUYCH aHAIN3, TCPMOAMHAMUYHU W KHUHCTUYHU H3CJICIABAHUA

Te3n KOMIUIEKCHH CheIUHEHUS Ha JJAHTAHUINUTE ChC cyn(banamHa IIOKa3BatT aHTI/I-MI/IKpO6Ha AKTUBHOCT CIIPAMO HAKOHU

OaKkTepuy U rbOMYKH.
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The state of charge (SOC) of Li-ion battery on electric vehicle (EV) is highly nonlinear. The randomly selected
initial parameters of BP neural network can cause significant inaccuracy and long training time. In the study presented
in this paper, an optimized BP neural network, with its initial parameters optimized by adaptive particle swarm
optimization (PSO) algorithm, was used to estimate the Li-ion battery’s state of charge (SOC). The performance on BP
neural network estimation, as well as the optimized performance with adaptive mutation PSO was analyzed. A model
for adaptive mutation PSO- BP neural network was established for battery SOC estimation. Experimental results show
that: using BP neural network optimized by adaptive mutation PSO for SOC estimation of Li-ion battery of EV, can
overcome the shortcomings of easily trapped to local optimum, long training time and so on. It also reduces the

estimation deviation.

Key words: Adaptive mutation; particle swarm optimization; BP neural network; state of charge

INTRODUCTION

State of charge (SOC) estimation is a key
technology of battery management system (BMS)
of electric vehicles (EV). Accurate estimation of
SOC not only avoids the danger of over-charging
and over-discharging which may damage the
battery, but also helps creating a better battery
control strategy, which allows more effective
control and more precise prediction of driving
range. This will help approaching the goal of
energy saving, environmental protection, and
battery life extension for EV [1, 2].

SOC of battery cannot be measured directly.
Instead, it can be estimated from some physical
properties of the battery, such as terminal voltage,
current, temperature, etc. The accuracy of
estimation is affected by many factors, i.e. voltage,
charge-discharge rate, power, temperature, life
cycle, internal resistance, internal pressure, self-
discharge rate, etc. These factors have strong
nonlinear relationship with SOC. Therefore it is
difficult to establish an accurate mathematical
model [3, 4].

The commonly used methods for SOC
estimation include Ah counting method, open
circuit voltage (OCV) method, the linear model
method; neural network method and Kalman filter
(KF) method [2]. Ah counting method can get the
battery charge and discharge electricity by the
integral of current times the time. If the initial SOC

* To whom all correspondence should be sent:
E-mail: daewoo_feng@126.com

is known, this method can be approached on-line
SOC testing. But the algorithm also has some
drawbacks such as, the Coulomb efficiency is
difficult to be measured accurately and the
accumulated sampling error is large, and so forth. It
is not suitable for the occasions where the voltage
and current change dramatically. Therefore, Ah
counting method does not meet the requirement of
EV for long-term use [5]. Some studies proposed
improved Ah counting method that an equivalent
Coulomb efficiency was defined to alleviate these
problem with an SOC estimation method combined
with the open circuit voltage method, Kalman filter,
and Ah counting method. The SOC estimate error
using this method relative to a discharge test was
only 2.3%, satisfies the 8% SOC estimate precision
requirement of EV. However, this method also
comprises the problem of high requirement of
model accuracy, large amount of calculation, high
requirement of hardware, and couldn’t meet the
requirements for commercialization [6]. The most
obvious drawback of OCV method is that battery
must be relaxed for a long time before each
measurement to eliminate the battery polarization
effects which affects accuracy of voltage value. So
this method is not suitable for online estimation of
battery’ SOC. The most effective use of OCV
method is in initial SOC estimation after EV’s long
time standing so it is often used in combination
with the Ah counting method. A recent study [7]
proposed an equivalent circuit network to describe
the polarization effect of the battery in OCV
method. The recursive least square algorithm with

904 © 2015 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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forgetting was applied to implement the on-line
parameter calibration. The maximum and mean
relative errors are 1.666% and 0.01% respectively,
in a hybrid pulse test. The linear model method
which is based on linear equation established by the
relationship  between current, voltage, SOC
variation and the former SOC value, is suitable for
the low-current situation, which makes it only
applicable to the lead-acid battery. The KF method
is a useful tool for optimal state estimation of
systems. Using the temporal transfer relationship of
a system, this approach estimates the state of
system with a set of recursive formula. It is suitable
for noise filter in the harsh environment like EV
driving process. However, the KF needs a proper
equivalent circuit model of the battery to describe
the characteristics of charging and/or discharging,
of which the internal parameters are often difficult
to determine. Meanwhile, for large amount of
calculation, the system requires a higher speed
processor which means higher cost [8].

The neural network method presumes a highly
non-linear system, applicable to SOC estimation of
all kinds of battery. But, it needs a large number of
experiment data for training [9, 10]. Since the
initial weights and thresholds of neural network are
selected randomly, each training result of the
network is different and the range of deficiency is
large. Finding the proper network parameters takes
a great amount of time. However, using power
battery testing equipment, training samples all-
inclusive for covering the entire work range can be
collected and use to train the neural network. On
this basis, the forecast accuracy of neural network
can be improved as long as the proper network can
be constructed and the initial weights and
thresholds could be optimized [11].

In this paper, the BP neural network optimized
with adaptive mutation PSO would be proposed for
estimation of battery SOC. First, the characteristics
of BP (Back Propagation) neural network and the
modeling process will be introduced. Then, the
initial weights and thresholds of BP neural network
optimized by adaptive mutation PSO will be taken
into the BP neural network to establish the SOC
estimator. Finally, the proposed method will be
tested in UDDS cycles and the simulation results
are compared with the actual values.

ESTABLISHMENT OF BP NEURAL
NETWORK

BP Neural Network
BP network is a multi-layer forward network
with hidden layer and error feedback. It has good
learning and adaptive capacity as to solve the

learning problem of the connection weights of
implied unit in a multi-layer network. As of today it
is the most widely used neural network [12]. The
basic principle of BP neural network algorithm is
the gradient steepest descent method, which can
minimize the total errors by adjusting the network
weights. That is, the gradient search technology
minimizes the error of the mean square value of
actual output. In fact, multi-layer network using BP
learning algorithm contains the forward and reverse
spread of two stages. The input information from
the input layer is propagated through the hidden
layer to output layer and processed layer-by-layer
during the forward propagation process [11,13].
The structure of BP neural network is showed as
Fig.1.

The input of the i-th neuron in hidden layer is
showed as below under the sample p:

0= F(X Wy, —6)
= M)

hidden layer

input laver

output laver

error back propagation
Fig.1. The structure of BP neural network.

Where 0;is the output value of the i-th neuron in
the hidden layer, w; is the connection weight
between the j-th neuron in input layer and the i-th
neuron in the hidden layer, x; is the input value of
the j-th neuron in input layer, 6; is the threshold of
the j-th neuron of input layer, f is the activation
function of the hidden layer.

The output of the k-th neuron in the output layer
is:

q
Y = g(z W0, —6,)
@

Where, yx is the output value of the k-th neuron
in output layer, wy is the connection weight
between the k-th neuron in output layer and the i-th
neuron in hidden layer, 6 is the threshold of the k-
th neuron of output layer, g is the activation
function of the output layer.
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If the output value is not the expected, back
propagation then begins. The error signal is
returned along the original connection channel,
then, the value of connection weights of each layers
are modified to make the error signal less at the
same time.

The error function J can be expressed as:

1 )
‘]:EZ(tk —0,)
©

Where, L is the number of output layer, t« is the
target value.

Weight coefficient of output layer adjustment

The weight coefficient is adjusted according to
the opposite direction of function gradient, which
make the network gradually converge. According to
the gradient method, the correction formula of each
neuron weight coefficient of output layer is as
follows:

oJ
Aw,, = -1 =no, (L-o,)(t, —0,)o0,
M (*)
Similarly, the correction formula of the each
neuron weights coefficient of hidden layer is as
follow:

Aw, = _”aaN_J = 10,1-0)(X (¢ ~0,)0, -0, )w,)o,

i ()
Collection of testing sample

When using BP neural network algorithm for
SOC estimation of Li-ion battery, the first thing is
the collection of training samples and testing
samples. The number of training samples should be
large and all-inclusive for covering the entire work
range. There are many impact factors in SOC
estimation. Considering the purpose of this research
is to verify the rationality of the algorithm, only
current and voltage’s influence are taken into
account [14].

Simulation software ADVISOR (Advanced
Vehicle Simulator) is developed by National
Renewable Energy Laboratory (NREL) of the
United States for the management of the
development of hybrid drive systems. Because the
battery data in this software is from experiment
done by NREL, its data is relatively accurate and
comprehensive. In this paper, experiment samples
would be acquired under different working
conditions using a virtual EV which contains a 6Ah
Li-ion battery manufactured by SAFT Company of
the Unite State. The working conditions include
constant speed of 8 km h, constant speed of
72kmh, constant speed of 144 km h, FTP cycle
906

and UDDS cycle. The relationship curve between
speed and time is shown as Fig. 2 in the example of
UDDS cycle.

CYC_UDDS

100 T T T 1
key on
speed
elevation

Wﬂy‘w |
Mnﬂ ﬂ -1
600 800 1000 1200 1400
time (sec)

Fig. 2. EPA Urban Dynamometer Driving Schedule
(UDDS)

The above working condition simulates the
situations of EV at low speed, medium speed, high
speed and urban road, covering the entire typical
driving pattern and has strong representation. In
order to collect sufficient data for the neural
network training and testing, each of simulation
working condition was looped to execute from SOC
being 1 until SOC being 0. Each parameter of EV
battery including voltage value and current value
was sampled at the frequency of 1 during the
simulation process and there were total of 12925
sets of data. The 2386 sets of data sampled during
UDDS cycle were for testing, the other data were
grouped as 160-set samples according to the
principles of uniform distribution for training [15,
16]. Fig. 3 to Fig.5 shows the sample value when
virtual EV drives during one period of UDDS
cycle.

=

elevation (meters)

speed (kmfh)

il | AT
400

0
0 200

Sample preprocessing

From above figure we can see that current and
voltage samples have difference in the order of
magnitude. In order to avoid this problem which
would make the network error larger, samples
should be normalized first. Meanwhile, samples
normalization can also help the convergence of
network’s training speed accelerate. The common
samples normalization methods includes maximum
and minimum method and average variance
method. For the reason to simplify the problem,
maximum and minimum method was employed in
this paper.

X = (Xk - Xmin)/(xmax ~ Xinin (6)

Where, x¢ is the k-th sample factor after
normalization, xi* is the k-th sample factor before
normalization, Xmax iS the maximum value of sample

factor before normalization and Xmin IS the minimum
value of sample factor before normalization.
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Fig. 5. SOC profile sampled during UDDS cycles.

The hidden layer of BP neural network

The number of nodes in hidden layer of BP
neural network has a great impact on network’s
prediction accuracy. If the nodes number is too
small, the network does not have sufficient
learning and needs to increase the frequency of
training, so the training accuracy may be less than
desired. However, if the number of nodes is too
much, it will make the training time too long and
the network easy to over-fitting. The number of
nodes has a direct relationship with the
requirements, input and output nodes of the
problem. The following two equations can be used
as reference formula to select the optimum node
number of hidden layer [17].

L= (m+n)+a

(7

Where L is the number of nodes of hidden

layer, m is the number of node of output layer, n is
the number of nodes of input layer, a is a constant
between 0 and 10.

L=1log,n (®)

Where n is number of nodes of input layer.

Base on the above conditions, the number of
nodes of hidden layer should be determined through
thorough testing. In this study, number of nodes of
the hidden layer are 5. The established BP neural
network is shown as Fig. 6.

Layer

Fig. 6. The BP neural network.
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Weight and threshold of bp neural network
optimized by PSO

Since the initial weights and thresholds of BP
neural network are selected randomly, each training
result of the network is different and range of
deficient is large. Finding the proper network
parameters takes a great amount of time. If the
initial weights and thresholds of BP neural network
are optimized by particle swarm optimization
algorithm, the forecast accuracy of network can be
improved.

Particle swarm optimization (PSO) is a new
evolutionary algorithm developed in recent years.
Similar to genetic algorithm (GA), PSO find the
optimal solution by iteration, starting at a random
solution. However it does this in a simpler way.
PSO find the global optimum by following the
current optimal value without “crossover” or
“mutation” like GA. Compared with generic
algorithm, PSO is easier to implement, has
enhanced global searching capability, higher
precision and faster convergence. Using PSO to
optimize the initial weights and thresholds of BP
network can shorten the network training time,
improve the convergence, enhance network
generalization ability and reduce error [18, 19].

The algorithm assumes that there are a number
of particles in a population, and each particle has a
position vector and velocity vector. The position
vector and velocity vector of the i-th particle can be
expressed as:

Xi = X1 Xz X4 ] ©)

Vi :[vil,viz,...,vid (10)

Where d represents the dimension of the
solution space and its value is also the possible
solutions. Particles can find the optimal solution by
iteration through constantly moving in search
space. The basic formula is:

V-lf +1

1 =
k+1 k+1
i i (12)

Where i =1,2,....,N and j=1,2,...,d, v; are flight
speed of the i-th particle, x; is position of the i-th
particle, o is the inertia factor, ¢; and c, are
acceleration factor which is positive constant, ry, r»
are the random number on the interval [0,1], pjj is
the best position of the i-th particle currently find.
pgi IS the best position of global population
currently find.

The initial positions and velocities of the particle
swarm are generated randomly, and then they
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v +Clr1(pij - Xij)+c2r2(pgj = X ) (11)

X :xi'Jf+v

iterate according to the formula 11 and formula 12.
Particles continue to modify their velocities and
positions according to pij and pg in each of the
iterations, so that particles approach to the global
optimal solution. There are 21 (2*5+5+5*1+1)
parameters that need to be optimized for a BP
neural network with topology structure of [2,5,1].

Adaptive mutation algorithm establishment

PSO algorithm iteratively update by tracking the
most optimal particle. Once a particle finds the
optimal value, the other particles will quickly move
close to it. However, the traditional algorithms have
the problems of early convergence when the
optimal value is trapped to local optima. It is
necessary to enhance the basic PSO algorithm to
avoid the premature convergence problem. The
reason of premature convergence is large lost in
population diversity. When algorithm escapes from
local optima before convergence, it can continue
searching in other area in solution space and finally
find the global optima [20].

In this study, a random number in the iterative
formula serves as mutation condition. Once the
particles are greater than iteration threshold value,
it mutates to be a random number. In this way,
some of the particles can maintain the diversity for
optimization from the current optimal conditions.
The optimized algorithm with adaptive mutation
can be established as:

k k+1
k+1_{xij +Vij r].Sm
i

rand rL>m (13)

Where, m is the mutation threshold.

The basic parameters of adaptive mutation PSO
algorithm are set as the following: The population
size is 20, the maximum number of iterations is
200, learning factor ¢c1 = ¢2 = 1.49, Speed range is
on interval [-1,1], the position range is on interval [-
1,1], the adaptive mutation threshold m = 0.8. First,
fitness value is compared between PSO with
adaptive mutation and the basic PSO. Fig.7 shows
the fitness curve without adaptive mutation and
Fig.8 shows the fitness curve with adaptive
mutation.

As can be seen in Fig.8, although the
optimization process of PSO algorithm without
adaptive mutation is obvious, it converged quickly
at first, but stopped at the 120 generation and
trapped in local optima. In contrast, the PSO
algorithm with adaptive mutation continues finding
the optimal solution during the whole evolution
process as shown in Fig.9.
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Fig. 7. Fitness curve without adaptive mutation.
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Fig. 8. Fitness curve with adaptive mutation.
EXPERIMENT
Experiment process

To verify the effect of BP neural network whose
initial weights and threshold are optimized by
adaptive mutation PSO, experiment and simulation
were conducted. Experiments were conducted
under UDDS conditions to illustrate the algorithm.
Before starting the test, the Li-ion battery was fully
charged (SOC=100%). Current and voltage value
sampled from UDDS cycle in Advisor were
imported into BP neural network for simulation.
And then, the simulation result was compared with
the experiment result done by NREL.

UDDS stands for Urban Dynamometer Driving
Schedule. It refers to a United States Environmental
Protection Agency (EPA) mandated dynamometer
test on fuel economy that represents city driving
conditions, which is used for light duty vehicle
testing. Each cycle time is 1369 seconds, 7.45
miles, with average speed of 31.52 kmh?

Conditions cycle was shown as Fig.2. In this paper,
several cycles of UDDS were employed to verify
the SOC estimation algorithm. The voltage and
current profiles sampled during UDDS cycles were
shown in Fig.3 and Fig.4.

From above figure we can see, the battery was
in a rapidly changing dynamic process under the
UDDS cycle. The current and voltage change very
quickly. Simulation under this working cycle can
test the generalization ability of BP network well.

Experimental result

To verify the performance of SOC estimation by
adaptive mutation PSO-BP neural network for Li-
ion battery of EV, we compared with standard BP
neural network. Two kinds of model were trained
with uniform training samples and set with uniform
parameters, of which learning rate Ir was 0.05,
inertia factor mc was 0.9, number of iterations was
5000, error target was 10E-5. Meanwhile, relative
errors between estimation value and experiment
value were compared to illustrate their magnitude
of error. Relative error was defined as follows:
Error — soc, —SoC,

soc, (14)

Where, Error is the relative error, socs is the
estimation value of SOC and soc: is experiment
value of SOC.

Experimental and simulation results were shown
in Fig.9-12. Fig.9 and Fig.10 showed the actual and
the estimated SOC during the entire charging
process. Fig.11 and Fig.12 showed the relative error
between the actual SOC and the estimated SOC.

From the estimation curve and error curve,
estimated SOC by adaptive mutation PSO-BP
algorithm matched the actual SOC well. It could
follow the actual value trend. The relative error was
small (about 8%) in the range of SOC from 1 to
0.15. However, the relative error became larger as
the SOC decreases below 0.15. Considering the fact
that SOC of EV’s power battery is in the range
from 0.2 to 0.8, the error was acceptable. Estimated
SOC by standard BP algorithm can also follow the
trend of experiment value. However, the relative
error was large, more than 10% in the range of SOC
from 1 to 0.15. Its estimation precision was lower
than adaptive mutation PSO-BP algorithm. In
summary, using adaptive mutation PSO-BP neural
network has better precision in SOC estimation of
EV’s power battery than standard BP algorithm.
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CONCLUSION

Battery SOC estimation is one of the most
important tasks in the EV’s BMS. Not only is it the
basic parameter to decide the wvehicle control
strategy, but also it helps drivers using battery
power reasonably as to control and predict the
driving range. In this paper, EV’s power battery
SOC estimation algorithm is proposed based on BP
neural network whose initial parameters optimized
by adaptive mutation PSO. Finally, the experiment
demonstrated the basic performance of the
algorithm. The results are as follows:

(1) The convergence rate of adaptive PSO-BP
neural network is not only faster than BP neural
network but also has strong ability of global
optimization.

(2) Using BP neural network for EV’s power
battery SOC estimation is feasible. Furthermore,
the algorithm with its initial parameters optimized
by adaptive mutation PSO has better performance
than basic BP neural network and has higher
accuracy in the SOC estimation of EV’s power
battery. So it has application value.
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OLIEHKA HA 3APEXJIAHETO HA JIUTUEBO-MIOHHU FATEPUU C ITOMOILITA HA
AJIAIITUBHA MYTAIIUA U OIITUMU3ALIMOHEH AJIT'OPUTHM C POSIK HA HACTULIA
ITP1 HEBPOHHU MPEXXU C OBPATHO PA3IIPOCTPAHEHUE

®enr JIxun'?, Xe Wonr-nmuar!
Y YVuunuwe no mpancnopm u unoicenepcmeo npu Yuueepcumema no aeponaemuxa u acmpounaemuxa 6 betiocun,
Beuoocun 100191, Kumaii
2 Jlenapmamenm no asmoMoOUIHO UHHCEHEPCMEo, YHueepcumem no kocmuvecku mexnonoauu, Iyiinun 541004, Kumaii

[MocThnmia Ha 12 Mmaii, 2014 r.
(Pesrome)

CrcrosiHuero Ha 3apexnane (SOC) Ha nuTHeBo-HoHHUTE Oarepuu 3a enxrpomodmnute (EV) e cuinHo HenuHEiHO.
[TpousBosmHMAT M300p Ha HavyaJHUTE NapaMeTpU Ha HEBPOHHHMTE MPEXH ¢ oOparHO pasmnpoctpanenue (BP) moxe na
NPUYMHKE 3HAYMTEJIHA HETOYHOCT W JABJITO BpeMe 3a TpeHupaHe. B Hacrosmiero wu3cienBaHe ce BbBexxaa BP
ONTHMH3HpPAHA HEBPOHHA MpeXa C HavyaJHH INapaMeTpH, ONTHMHU3HPaHH 4pe3 aJrOpHTHM, OCHOBABAI CE POSK Ha
gactumm (PSO) ¢ 1ien oneHsBaHe Ha ChCTOSHUETO Ha 3apeklaHe Ha JuTHeBo-HoHHa Oatepus (SOC). Ananm3upanu ca
noBefeHneTo Ha BP-HeBpoHHAaTa Mpeka, KaKTO W ONTHMH3HPAHOTO NOBEICHUE C aganTWBHAa MyTrauus. ChCTaBeH €
Mozen Ha agantuBHa mytanus PSO-BP HeBpoHHa Mpeka, ommcBaIil ChCTOSHHETO Ha 3apekaane Ha Oarepusita SOC.
ExcriepuMeHTaHUTEe pe3ylNTaTH IIOKa3BaT, 4e 4Ype3 H3IoN3BaHeTo HAa BP-HeBpoHHaTa Mpexa, ONTHMH3HpaHA 4pe3
agantiuBHa MyTamms PSO 3a omenka Ha SOC Ha nmuTHEBO-HOHHUTE OaTepUM 3a CIEKTPOMOOWIH CE TPEOONIBaT
HEJ0CTaThLIUTE OT MOMNaIaHe Ha IeyieBaTa (PYHKIMS B JIOKAJIEH MUHUMYM, ABJITH BpEMEHA Ha TPEHUPaHE U I1p.
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The annual emission of sulfur gases (H2S and COS) from different tidal flats in the Yellow River Delta, China were
studied from February to December 2013 by using static chamber-gas chromatography technique. The result showed
that the annual emissions of H,S and COS were featured with obvious seasonal variations. For the full year, the high
tidal flats, middle tidal flats and low tidal flats were all the emission sources for H,S, and the range was on the order of
0.14-7.31 pg'm?-h’, 0.22-6.38 pg-m2-h* and 0.23-8.80 ug-m2-h! respectively, and the means were 3.37 ug'm?2-h-1,
1.98 ug'm2-h* and 3.29ug-m2-h* respectively. For COS, the high tidal flats were also the emission sources, while the
middle tidal flats and the low tidal flats were the sink, and the range was on the order of -1.16-2.52 pg-m2-h, -3.32-
1.25 pg'm?-ht and -5.53-1.78ug-m?-h respectively, and with means of 0.68 pg:m?-h*, -0.09ug-m?2-h** and -0.17
ug-m2-h? respectively. The annual emissions of H,S and COS from the different tidal flats in the Yellow River Delta
China were significantly affected by the annual seasonal variation, and the emissions of H.S and absorptions of COS
from the different tidal flats were mainly concentrated in the growing season of plants (from May to October). In the
different tidal flats areas, the annual emission amounts of H,S and COS were also different, among which H,S was
manifested as low tidal flats > high tidal flats > middle tidal flats, and COS as high tidal flats > low tidal flats > middle

tidal flats.

Key words: Yellow River Delta; Tidal flats; Sulfur gases; Annual emission; China

INTRODUCTION

\olatile sulfur gases were an important part of
the sulfur cycle in nature, it had a great impact on
the environment and was closely related to acid
deposition, the greenhouse effect, aerosol formation
and other processes [1, 2]. Sulfur gases emitted
from the nature were one of the main sources of
sulfur gases in the atmosphere. According to the
estimates the sulfur gases from natural sources were
equal to such gases from human activities [3, 4].
However, the greater spatial, and temporal
variability, of natural sources of sulfur gases
emission, coupled with limited monitoring data, has
brought great uncertainty to the global sulfur
budget [5, 6]. Wetlands were one of the most
important natural sources of sulfur emissions, and
sulfur gases emitted from wetlands were generally
one, or several orders of magnitude higher than
those emitted from inland due to their unique
natural and ecological conditions [7]. Scholars had
researched on the emission fluxes of sulfur gases,

* To whom all correspondence should be sent:
E-mail: xinhuali_2088@126.com

its effect factors and its emission mechanism in
freshwater marshes, salt marshes, coastal waters
and different types of wetlands [8-15].

The researches have shown that the emissions of
sulfur gases from the wetlands had greater spatial
and temporal variability, and the kind of sulfur
gases emitted from the wetlands were mainly
hydrogen sulfide (H.S), carbonyl sulfide (COS),
dimethyl sulfide (DMS), carbon disulfide (CS>),
mercaptanes (MeSH) and dimethyl disulfide
(DMDS), and so on [8-11,13, 16]. Among them,
H>S was highlighted by a higher emission flux in
the saline wetland along inshore areas and seashore
[17], and was also closely related to carbon
mineralization and methane emissions [18-21];
COS was a kind of reduced sulfur compound with
the highest abundance in the atmosphere [22] and it
was controversial in understanding about its
source/sink [23]. Sulfur gases were released mainly
from the decomposition of organic matter and
sulfate reduction, and its emissions rate was
affected by many factors, such as temperature,
tides, redox potential, vegetation type, and so on

913 © 2015 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria



Li et al.: The annual emissions of sulfur gases from different tidal flats in the Yellow River Delta, China

[3,9,10,13,24].

The Yellow River is well known as a sediment-
laden river, and the Yellow River Delta are China's
best preserved, and largest warm temperate, nascent
wetlands, and are also a typical estuarine wetlands.
They are an important bird habitat, breeding
ground, transit station, with a classic permittivity,
fragility, rarity and are of international importance.
The Yellow River on average delivers an annual
input of 1.0 x 10°% of sediment into the estuary, with
about 45% of the deposition in the coastal zone.
This provides the material basis for the
development of tidal estuaries. The re-shaping
caused by the frequent swings and marine dynamics
of the Yellow River tail forms the Delta's broad
tidal wetlands. With a total area of about 964.8km?,
accounting for 63.06% of the total area of the
Yellow River Delta [25]. This area is one of the
important ecological zones of the Yellow River
Delta. Under the interactive influence of tides,
overflow and other marine dynamics along with
estuarine runoff, sediment and other land-based
forces, the difference in intensity among these
forces and the varying lengths of flooding time,
give the Yellow River Delta coastal tidal area an
obvious horizontal belt character, forming parallel
high, middle and low tidal flats in a seaward
direction [26]. This is accompanied by a succession
of typical natural biomes. From the low tidal flats
to medium tidal flats to high tidal flats, it is mainly
Suaeda salsa communities, Suaeda salsa-Tamarix
chinensis communities and Suaeda salsa-
Phragmites australis communities that are
successively encountered (Xing, et al. [27]). This
parallel-shaped distribution of low mass and
vegetation, pulsing  the impact of land-sea
interaction inevitably, cause differences in the
biological substances circulating throughout the
sub-tidal zone wetland ecosystem, thereby affecting
the stability of the wetlands so that their appearance
and structure are always in flux.

Current research on the biogenic elements cycle
in the tidal flats of the Yellow River Delta China
mainly focused on the accumulation and
distribution features of plant elements (C, N, P, S
914

and trace elements) [28,29], distribution of
elements in soils [30,31] and greenhouse gas
emissions [31-34]. To date, the studies on the
emissions of sulfur gases from the tidal flats in
Yellow River Delta china were still lacking, so the
paper was to determine the annual emissions of
sulfur gases from the different tidal wetlands in
Yellow River Delta China by using static chamber-
gas chromatography technique, so as to provide
essential data for evaluating the influence of sulfur
gases emission on atmospheric environment,
understanding the relationship  between the
emission of H.S and CH,4 and further studying on
the sulfur cycle in the natural wetland of the Yellow
River Delta, China .

1. MATERIALS AND METHODS
1.1 Site study

This study was conducted from February to
December 2013 at the typically experimental plots
located in the Nature Reserve of Yellow River Delta
(37°35'N~38°12'N, 118°33’E~119°20'E) in
Dongying City, Shandong Province, China. The
nature reserve is of typical continental monsoon
climate with distinctive seasons; summer is warm
and rainy while winter is cold. The annual average
temperature is 12.1°, the frost-free period is 196
days, and the effective accumulated temperature is
about 4300 °. Annual evaporation is 1962 mm and
annual precipitation is 551.6 mm, with about 70
percent of precipitation occurs between June and
August. The soils in the study area are dominated
by intrazonal tide soil and salt soil, and the main
vegetations include Phragmites australis, S. salsa,
Triarrhena sacchariflora, Myriophyllum spicatum,
chinensis and Limoninum sinense [27].

The typical experiment area was selected in the
coastal tidal wetland situated at the north of the
mouth of the Yellow River. In the typical
experiment area, the 3 typical sample points
including high tidal flats ((37°46/7.25"N,
119°09/55.54"E), middle tidal flats (37°46/11.62"N,
119°0956.09’E) and  low  tidal  flats
(37°46'15.95"N, 119°09'57.44"E) were selected,
and it’s vegetation distribution was continuous, and
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the vegetation of high tidal flats, middle tidal flats
and low tidal flats was Suaeda Salsa-Phragmites
australis, the Suaeda Salsa-Tamarix Chinensis and
Suaeda Salsa community respectively. Three
repeated monitoring points were distributed in the
each tidal flats, and the total monitoring points were
9, and the gas samples were collected every month
or every two month, each sampling period was at
8:00-10:00am.

1.2 Collection and analysis of gas samples

Gas samples are collected with closed chamber
method [24]. The chamber was made of
polycarbonate with an internal height of 100cm,
covered an area of 0.25m? (50cm in length and 50
cm in width) of test field. Each chamber, in the
internal top had a small fan for mixing the air. To
avoid disturbing the soil, the chamber were placed
on a stake driven into the soil installed in December
10, 2011, meanwhile the boardwalk were installed
for minimizing disturbance to the test field during
sampling. Four gas samples of the chamber air were
collected into a 1000ml Tedlar bag by a small
sampling pump at a flow rate of 2000 ml.min* at 0,
20, 40 and 60 min after the chamber was set up.
The sulfur fluxes were determined by measuring
the temporal change of the concentration in the air
inside the chamber. Therefore a positive values
refers to the emission from the wetland to the
atmosphere and negative values to the absorption
into the plants and soil of wetlands.

The concentrations of H,S and COS were
determined as described in detail by Li et al. [24].

1.3 Statistical analysis

Data graphics are made available with Origin7.5
and statistical analysis is developed with SPSS13.0.

2. RESULTS AND DISCUSSION
2.1 Annual emission characteristics of sulfur
gases from the different tidal wetlands in Yellow
River Delta, China
2.1.1 Annual emission characteristics of sulfur
gases from the high tidal flats. The high tidal flats
are located between the high tide level and neap
tide level, with a width in the range of 1-9 km

range. It is mainly composed of Suaeda salsa-
Phragmites australis communities. The annual
emissions of H,S and COS were shown in Fig.1,
the annual emissions of H>S and COS from the high
tidal flats both showed significant seasonal
variation (Fig.1), and the annual emission range of
H2S was 0.14-7.31pg-m™2-h* with a mean of 3.29
ug-m2-h*, and a variation coefficient of 81.7%.
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Fig.1 The annual emissions of H,S and COS from the
high tidal flats.

From February-August, the emission flux of H,S
increased, and peak emissions occurred in August,
and from September to December, the emission
amount of H,S began to decrease. The annual
emission of COS showed alternating emission-
absorption characteristics, and the range of COS
annual emission was -1.16-2.52ug-m?-h*t, with a
mean of 0.68 pg-m?-h?, and a variation coefficient
of 175.0%. From February to May, the emission
amount of COS increased, and afterwards gradually
decreased. Absorption was manifested in July, the
emergence of the absorption peak was seen in
August with the value of -1.16pg-m?-h*. The weak
absorption was shown in September, and from
October to December, the emission flux of COS
took over to release.

2.1.2 Annual emission characteristics of sulfur
gases from the middle tidal flats

The middle tidal flats are located between the
neap tide level and the neap tide low tide level with
a width up to 1-4 km. It is mainly composed of
Suaeda salsa-Tamarix chinensis communities.

These are Suaeda salsa communities with
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transition phases to tamarisk communities or
Phragmites australis communities. In the middle
tidal flats, the annual emissions of H.S and COS
also showed significant seasonal variation (Fig.2).
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Fig.2. The annual emissions of H,S and COS from the
middle tidal flats.

The annual emission range of H,S was 0.22-6.38
pg-m?2-hl, with a mean of 1.98ug'm™ 2-h*, and a
variation coefficient of 93.8%, as an H.S release
source. From February to August, the emission
amount of H,S showed an increasing trend, and
appeared the emission peak in August, then the
emission amount of H,S gradually decreased, and
the lowest value appeared in December. The
emission amount of COS was in the range of -3.32-
1.25 ug-m2-h?, with a mean of -0.09ug-m2-h*, and
a variation coefficient of 732.2% with large
variability. From an annual point of view, the
middle tidal flat was a weak sink for COS. The
variation of COS emission showed fluctuations,
among which, the emission amount of COS
manifested from February to June, then volatile
absorption was seen from July to September, and
the absorption peak (-3.32 pg-m2-h) appeared in
July, and from October to December, COS
emissions were seen again, while the emission
amount of COS decreased.

2.1.3 Annual emission characteristics of sulfur
gases from the low tidal flats. The low tidal flats
are located between the neap tide low tide level and
the low tide level. The low tidal flats are narrow
with an average width of 0.5-2 km. They are mainly
composed of Suaeda salsa-Phragmites australis
communities which are succession pioneer
communities in the Yellow River Delta wetlands.
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The annual emissions of H,S and COS from the
low tidal flats had a clear seasonal variation (Fig.3),
in which the emission range of H.S was from 0.23
pug-m?2-h? to 8.80 pg'm?2-ht, with a mean of 3.37
ug-m?2-h, and a variation coefficient of 85.7%, as
an HaS release source.
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Fig.3. The annual emissions of H,S and COS from the

low tidal flats

The emission mode of H,S was a single peak,
and from February to July, the emissions amount of
H>S increased gradually until the peak discharge
manifested in July, and from July to December, the
emissions amount of H,S gradually decreased.
While the annual emission of COS showed
alternating emission-absorption characteristics, and
the range of the COS emission amount was -5.53-
1.78 pg-m?-h*, with a mean of 0.17 pg-m?-h*, and
a variation coefficient of 506.4% which showed a
large amount of variability for COS emission. From
February to June, there were emissions of the COS,
but there was little change in the emission amounts.
From July to September, absorption of COS was
manifested, and the absorption peak occurred in
July, as -5.53 pg-m?2-h?, then weak emission was
also manifested from October to December and the
emission amount decreased.

2.2. Comparison of the annual emissions of sulfur
gases from the different tidal flats in the Yellow
River Delta, China

Previous studies have indicated that the sulfur
gases emissions from wetlands were significantly
affected by annual and seasonal changes, as well as
plant growth [10,11]. Looking at the full year,
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temperature was relatively high from May to
October in the Yellow River Delta, china, and this
was also growth season for plants. From November
to the following April, the temperature was
relatively low, and it was the season when plants
are dying off, a non-growing season. We calculated
the average emission amounts of H,S and COS
from the different tidal flats in the plant growth
season and non-growth season according to this
division (Table 1). From Table 1 we can see that the
averaged emission amounts of H,S from the high
tidal flats, middle tidal flats and low tidal flats in
the growing season were 6.4, 4.1, and 4.9 times
higher than that in the non-growing season
respectively. It can be seen that H,S emissions were
mainly concentrated in the growing season. For the
COS, the averaged emission value in the high tidal
flats showed emissions in both the growth and non-
growth seasons, in the growing season, although
there was periodic absorption in high tidal flats, its
absorption capacity was less than the middle tidal
flats and middle tidal flats, resulted in overall
emission in the plant growing season. While the
middle tidal flats and low tidal flats were different
from the high tidal flats, and they showed
absorption in the growth season and emission in the
non-growth season which was well agreed with the
results of Fall [36] and Whelan et al. [13].

From an annual perspective, the averaged
emission amount of the H,S from the low tidal flats
was the highest (3.37 ug'm2-ht) which was related
to the low tidal flats near the sea and effecting
strongly by tidal, followed by the high tidal flats
(3.29ug-m?-hY) and the middle tidal flats (1.98

pg-m2-h1). In terms of COS, the averaged emission
amount from the high tidal flats was the highest
(0.68ug-m?-ht), followed by the low tidal flats
manifesting absorption, and that from the middle
tidal flats was the lowest with weak absorption. The
reasons for the different H.S and COS amounts in
each tidal flats may be related to differences in
research samples in terms of vegetation type, soil
matrix, hydrothermal interaction and salinity
conditions, or other relevant conditions. There is a
need to explore these areas in future studies.

3. CONCLUSIONS

The emissions of H,S and COS from the different
tidal flats in the Yellow River Delta China were all
shown with obvious seasonal variations. For the
full year, the high tidal flats, middle tidal flats and
low tidal flats were emission sources for H,S, and
the range was on the order of 0.14-7.3ug-m?-h*,
0.22-6.38 pg-m?h'! and 0.23-8.80 pg-m?-h?
respectively, and with means of 3.29 pg:m?2-h-,
1.98ug'm?2-h?* and 3.37ug-m?2-h* respectively. For
COS, the high tidal flats manifested emissions,
while the middle tidal flats and the low tidal flats
manifested absorption, the range was on the order
0f-1.16-2.52 ug'm?2-h?, -3.32-1.25 pg'm?2-h' and -
5.53-1.78ug-m2-ht respectively, and with means of
0.68 ug'm?-h?, -0.09ug-m?2-h? and 0.-0.17 pg'm
2.h respectively.

The H,S and COS emissions from the different tidal
flats in the Yellow River Delta China were
significantly affected by annual seasonal variation,
which caused that H,S emission and COS

Table 1. The average emission flux of H.S and COS in plant growing season and non growing season from different
tidal flats in the Yellow River Delta China.

Average Emission Fluxes (ug'-m2-h")

Sulfur gases Time

High tidal flat Middle tidal flat Low tidal flat
Growing Season
(May-October) 4.97 2.84 4.93
H2S Non-growing Season
(November-April) 0.78 0.69 101
Annual Average 3.29 1.98 3.37
Growing Season
(May-October) 0.55 -0.48 -0.90
COoS Non-growing Season
(November-April) 0.89 0.50 0.92
Annual Average 0.68 -0.09 -0.17
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absorption were mainly concentrated in the
growing season. In different tidal wetland areas,
H,S and COS emission amounts were different,
among which H,S was manifested as low tidal flats
> high tidal flats > middle tidal flats, and COS as
high tidal flats > low tidal flats > middle tidal flats.
The differences may be related to vegetation types,
tidal action, the soil matrix, hydrothermal
interaction, salinity conditions, or other relevant
conditions. Future in-depth studies are required.
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FOAMIIHA EMUCHHA OT CAPA-CBABPXKALLN I'A30OBE B IIPMJIMBHUTE IVIMTYUHN B
JEJITATA HA XBJITATA PEKA, KUTAU

JIu Keunxya®”, Cynn XKurao?, I'yo Xonrxaii®, XKy XKennun!

D Uuemumym no ysmoiivusopazeumue Ha 3emedenuemo Llanoonz, JKu Han 250100, Kumaii
AKnouoea nabopamopusl 3a exono2uuni npoyecu 6 Kpatibpexcuume 3onu, Hucmumym 3a usciedeéanus 6
kmatiopexcuume 3onu 8 Auma (YIC), Kumaiicka akademus na naykume, Anma 264003, Kumati
3 Uncmumym no pecypcu u okonna cpeda, Llandonz’cka axademus no semedencku nayku ( SAAS), Ilanoone, Ku Han,
Kumari

Tlocrermna Ha 12 mait, 2014 1.
(Pesrome)

WzcnenBanu ca TOMUIIHUTE €MICHU Ha Csipa-ChABPIKAIIN ra3oBe (CEpOBOMOPOI U KapOOHHUII-CYA(PHI) OT Pa3TUIHI
NPWIMBHY IUIMTYMHU B JenTara Ha JKbarara peka 3a mepuona ot ¢espyapu no nekemspd, 2013 T. ¢ momomra Ha
CTaTHYHO NpoboHabMpaHe U ra3-xpomarorpadcka TeXHHKa. PesynraTture noka3saT HaOMIOAaeMHU CE30HHH KOIeOaHus Ha
W3CIIC/IBAHUTE BEIIECTBA. 3a LEIOTOAMIIHUS MEPHOA M3TOYHHK HAa CEPOBOJOPOJ Ca BHCOKHTE, CPEIHHUTE W HHUCKUTE
WIMTYMHA. VIHTepBanuTe OT KOHLEHTpPAlUM ca oT nopsaabka choreetHo 0.14-7.31 pug-m2-h?, 0.22-6.38 pg-m?-h! u
0.23-8.80 ug-m2-h, karo cpennure croitnoctu ca 3.37 pg-m?2-h-!, 1.98ug-m2-h"t u 3.29ug-m2-h"l. 3a kapGouun-
cyaduma, BUCOKUTE IUINTYMHK Ca U3TOYHHK HA 3aMbPCSBAHE, JOKATO CPEAHUTE M HUCKHTE Ca MO-CKOPO KOHCYMATOPH,
IpU KHUEHTpauuu oT mopsabka Ha -1.16-2.52 pg-m2-h?, -3.32-1.25 pg-m?-h! u -5.53-1.78ug-m?2-h"t.Cpennure
CTOMHOCTM Ha KOHLEHTpauure ca chorsetHo 0.68 pg-m?2-h?, -0.09ug-m?2-ht u -0.17 pg-m2-h, Tonmmuure emucuu
Ha CEepoBOJOPOI M KapOOHWI-CYI(UI OT pa3iMYHUTE NPWIMBHH IUIMTYMHH B Aeirara Ha JKbiaTaTa peka ce BIUSAT
3HAYUTEHO OT TOIHMIIHUTE CE30HHW KoJieOaHWs, KaTo eMHUCHHTE Ha CEPOBOIOPOA M KapOOHHI-CYA(UA ca IIaBHO B
HepHoAa Ha pacTHTENCH pacTe (0T Mald IO OKTOMBpH). B pasnu4HHTE IUIMTYMHU TOAMINHHMTE EMHCHU Ha J(BaTa
3aMBPCHUTENS Ca Pa3iIMYHH, KaTO CEPOBOJOPOABT CE MPOSABSIBA HA-MHOTO B HUCKHTE, IIOCJIC BEB BUCOKHTE U HaKpas B
cpenHuTe IWIMTYMHE. KapOoHMI-CynunbT Hail-MHOTO ce IPOSIBSBA BEB BUCOKUTE INIUTYHHH.
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In this work, biodegradable cushion packaging materials based on bagasse pith, magnesium bisulfite spent liquor
and hydrophilic fumed silica were prepared via press-molding method and the effects of silica nanoparticles on the
physical properties and biodegradation of the packaging materials were investigated. Results showed that the addition
of silica nanoparticles increased the apparent density and the static compressive strength of bagasse pith cushion
packaging materials. When the silica loading was within the critical value, the compressive strength was found to
increase with the increase of specific surface areas of fumed silica due to a fine dispersion of nanofillers in the matrix.
The morphology of fumed silica nanoparticles and the dispersion state of silica nanoparticles in the matrix were studied
by transmission electron microscopy and scanning electron microscopy, respectively. The morphological analyses
indicated that the reinforcement effect of fumed silica was the consequence of silica filler-matrix and silica filler-filler
interactions. Biodegradation assays revealed that the presence of silica in the packaging materials reduced the

biodegradation rate after 15 days of incubation in liquid nutrient medium.

Key words: Fumed silica, bagasse pith, cushion packaging material, biodegradation

INTRODUCTION

Cushion packaging materials protect fragile and
delicate products against shock and vibration
during shipping and handling. Generally, expanded
polystyrene (EPS) and expanded polyethylene (EPE)
are popular materials for this application due to
their adequate mechanical strength and low cost.
However, these foams are not biodegradable and
recyclable, causing a serious white pollution.
Therefore, manufacturers and consumers are
looking for alternative materials that are
eco-friendly and cheap, and possess good
cushioning properties [1].

The biomass cushion packaging materials based
on plant fiber have become a research hotpot all
over the world due to their degradation and wide
sources of raw materials. Many researchers have
developed degradable cushion packaging materials
with straw fibers (wheat straw fiber, rice straw fiber,
bagasse fiber, rice husk fiber, etc.) [2-4]. Most of
the research is still on laboratory level, and the

* To whom all correspondence should be sent:
E-mail: lvyanna2006 @gmail.com

improvements in production technology and
functional properties of materials will require
further study.

Bagasse is a by-product of the sugarcane milling
process and has adequate chemical and mechanical
properties for paper making [5-7]. However,
30%—-40% of the spongy structured bagasse pith in
the sugarcane bagasse has adverse effect on the
pulp quality; therefore, efficient removal of pith is a
prerequisite in papermaking enterprise [8, 9]. In
China, the annual output of sugar cane is 6 million
tons, and the ratio of oven dry bagasse is about 13%,
which means about 6.5 million tons [10]. The
impressively abundant bagasse pith is mainly
utilized as fuel for heating and power generation,
but it can be used for more value-added products.
Spongy bagasse pith has certain elasticity and
resilience after being dried, thus, it can endow
materials with good cushion performance without
the need for foaming agents. The use of bagasse
pith for producing biomass cushion packaging
material is a way to enhance its added value.

Magnesium lignosulfonate,  the major
component of sulfite pulping waste liquor of
sugarcane bagasse, is characterized by good
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adhesion and degradability. The sugars and
derivatives in the pulping waste liquor further
enhance its adhesion ability via synergistic effect
[11]. Therefore, acid sulfite pulping waste liquor
can be used as an adhesive mixed with bagasse pith
to produce degradable cushion packaging materials.

Some researchers compounded plant fibers with
biodegradable adhesives to produce biodegradable
packaging materials. Studies showed that high plant
fiber fractions can help reduce the cost per unit
volume of packaging materials. However, the
strength of the materials consequently decreases
[12, 13]. Therefore, fumed silica is selected as the
reinforcing filler of the bagasse pith cushion
packaging materials in this experiment. Fumed
silica (Si0O,) is usually employed as an enhancing
agent in thermoplastic polymers and rubber to
increase their mechanical properties, such as
toughness and tensile strength. Bouaziz et al. [14]
reported the reinforcement mechanism of SiO; in
polypropylene composites. Zhang and coworkers
[15] studied the impact of silica content on tensile
modulus and impact strength of high-density
polyethylene. Prasertsri and Rattanasom [16]
investigated the effects of loading and surface area
of fumed silica on stiffness and tear strength. As far
as we are aware, however, no work has been done
on the reinforcement by fumed silica of plant
fiber-based materials.

Therefore, this study aims to prepare cushion
packaging materials based on bagasse pith,
magnesium bisulfite spent liquor, and fumed silica
via press-molding process and to investigate the
effects of fumed silica on the physical and
mechanical properties of the cushion packaging
materials. The biodegradation of the specimen is
also reported in this paper. Interfacial studies were
made with scanning electron microscopy (SEM) to
illustrate the silica reinforcement mechanism.

MATERIALS AND METHODS
Experimental equipment design

The experimental equipment for preparing the
biodegradable  cushion packaging  materials
(BCPMs) used in this study was designed by
Tianjin Sichuang Jingshi Technology Co. Ltd.
(Tianjin, China). The equipment consists of top
pressure plate, lower pressure plate, inner mold,
and outer mold. During drying, water in packaging
materials evaporated from the small holes in the
copper mesh. The outer mold is made of 3
mm-thick stainless steel plates to ensure the shape
of the inner mold.

Materials and chemicals

The bagasse pith with 13.36% moisture content
and the spent liquor with 52% solid content were
supplied by Jiangmen Sugarcane Chemical Factory
(Group) Co. Ltd. (Guangdong, China). The fraction
of bagasse pith passing a 10-mesh sieve was used in
all experiments. The spent liquor from the
magnesium bisulfite pulping process of bagasse
was used as the adhesive.

Analytical-grade  sodium  hydroxide  was
purchased from Guangzhou Chemical Reagent
(Guangdong, China) and was used for pH
adjustment. Three types of hydrophilic fumed silica
nanoparticles from Guangzhou GBS High-Tech &
Industry Co. Ltd. (Guangdong, China), were used
as reinforcing filler. These three types were HL150,
HL200 and HL380 with nominal SSAs of 150, 200
and 380 m? g?, respectively. The physical and
chemical properties of silica are shown in Table 1.
The surface area and porosity measurements were
performed using an ASAP 2020 (Accelerated
Surface Area and Porosimetry) machine. Surface
properties were evaluated through nitrogen gas
physisorption process. The SSA of the fumed silica
was calculated according to the
Brunauer-Emmett-Teller (BET) procedure [17]. The
surface area contribution according to pore
dimensions was also determined according to the
Barrett-Joiner-Holenda (BJH) method [18].

In the following discussion, the cushion
packaging materials are labeled referring to the
name of silica nanoparticle and its weight content.
For example, pith-HL200-1 indicates that pith and
1 wt% HL200 were used as matrix and filler,
respectively.

Preparation of the BCPMs

The BCPMs were manufactured on the basis of
previous results [19]. The solid content of the spent
liquor was 52%, and the mass ratio of bagasse pith
to bisulfite spent liquor (on solid content basis) was
2:1. The amount of lignin sulfonate in the adhesive
was determined by its solid content. Under certain
experimental conditions, BCPMs had a low
apparent density, the lowest water absorption
capacity and good mechanical properties.

The magnesium bisulfite spent liquor (pH 4.5)
was placed in a plastic beaker. Then, sodium
hydroxide was added until the spent liquor became
neutral which ensured that the cushion packaging
materials could be directly contacted with the
packaged articles. Finally, silica (1%-15% relative
to oven dry bagasse pith) was charged to the
neutralized spent liquor for filler dispersion. The
mixed solution and the bagasse pith were stirred

921



Yanna Lv et al.: Influence of fumed silica on the properties of cushion packaging materials based on bagasse pith...

together for 2 min in the SHR-10A high-speed
mixer (Zhangjiagang Gelan Machinery Co., Ltd.,
China). The homogeneously blended ingredients
were discharged to the molds and compressed by a
Micro press machine. The materials were processed
at a set pressure of 52KPa and time of 30 s. After
the molding process, the materials in the inner
molds were dried at 155 + 2°C for 45 min in an air
oven. Eventually, the BCPMs were obtained after
demolding.

Table 1. Physical and chemical properties of fumed
silicas.

Sample BET BJH adsorption pH
surface cumulative surface  value
area area of pores
(m?gh) (1.7-300nm)(m? g2)
HL150 138.6+1.1 106.8 4.33
HL200 154.4+1.1 119.9 4.83
HL380 325.5+2.6 246.3 4.17
HL150 138.6+1.1 106.8 4.33

BCPMs biodegradability

Biodegradability of BCPMs was characterized
by the weight-loss method [20]. Table 2 shows the
reagents and dosages to confect the mineral salt
medium (MSM).

The ingredients of a medium developed for
screening of BCPMs strain were bagasse pith and
MSM. Solid media were prepared by the addition
of 1.5% agar to the above mentioned medium. Soils
from Jiangmen Sugarcane Chemical Factory
(Group) Co. Ltd, the lotus pond of the campus as
well as the surrounding area of the waste plants
were taken as samples, which were transferred into
a shake flask containing MSM medium. The fungal
strains were domesticated at 30 °C and 150 rpm for
5 days in MSM medium with bagasse pith as the
sole carbon source. After that, the MSM plate was
coated by the dilution coating method using
bagasse pith as the sole carbon source. Five strains
were selected from colonies growing faster and in
good condition, and then were streaked onto the
MSM plate. Finally single colonies were inoculated
on the slant and prepared for the determination of
degradation rate.

Table 2. Reagents and dosages to confect the MSM.

Reagent Dosage Reagent Dosage
)] )]
NaCl 1.0 (NH4)2S04 2.0
K>HPO, 1.0 MnCl,-7H,0 0.001
MgSO. 1.0 ZnS0q4-7TH0 0.001
CaCOs3 2.0 FeSQO4-7H,0 0.001

Weight-loss method was applied to determine
BCPMs degradation rate. First, BCPMs liquid
medium was prepared and discharged into three
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250 mL Erlenmeyer flasks, respectively. The liquid
was sterilized under 0.105 MPa for 30 min. Under
aseptic operational conditions, the strains were
selected from the slant mentioned above, then
inoculated into the prepared medium and incubated
for 15 days at 30 °C and 150 rpm. The BCPMs
which were not degraded were separated from the
Erlenmeyer flask by filtering. The samples were
purified with distilled water and then dried to
constant weight at 60 °C in an air oven. Afterwards,
the mass of the samples after degradation was
weighed, and the weight loss of BCPMs before and
after degradation was calculated. The degradation
rate of BCPMs can be converted to the weight-loss
rate [21]. The weight loss rate is described by Eq.
D).

w= M—Mm, «100% (D)

ml
where W is the degradation rate, m; is the mass of
the samples before degradation, m; is the mass of
the samples after degradation.

BCPMs characterization

Apparent density. The length, width and
thickness of the samples were measured with a
manual vernier caliper (Guanglu, China). The
apparent density was calculated as the relationship
between weight and volume according to the
GB8168-2008  Testing Method of  Static
Compression for Packaging Cushioning Materials.
The reported values are the averages of six
determinations for each formulation.

Mechanical  properties. The  mechanical
properties of the samples were investigated through
static compression tests. The tests included
compressive stress-strain (c-¢) and static cushion
factor-strain evaluations. Static compression tests
were performed according to GB8168-2008 on five
specimens that were stored for 24 h at 23 + 2°C and
50 + 2% relative humidity using a CMT4204
universal testing machine (MTS China Co. Ltd.)
operated at a speed of 12 = 2 mm/min.

TEM analysis

The particle sizes and morphologies of silica
were examined by transmission  electron
microscopy (TEM, JEOL JEM-2010HR). Samples
were prepared by placing droplets of a suspension
of silica powders in anhydrous alcohol on copper
grids.

SEM analysis

The morphologies of BCPMs before and after
degradation were characterized by field emission
scanning electron microscopy (SEM, FEI Quanta
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400F). The fracture surfaces of samples were
coated with gold using a vacuum sputter-coater
before observation.

RESULTS AND DISCUSSION
TEM analysis of fumed silica

Fig. 1 presents TEM micrographs of three kinds
of fumed silica used in this study. It was found that
fumed silica nanoparticles were sphere shaped and
connected as grape bunches. Nanoparticles were
prone to agglomerate due to hydrogen bonds
between the surface hydroxyl groups of silica. The
forces between the agglomerates were easily
destroyed using mechanical agitation and the
aggregation process was reversible [22].

HL380

Fig. 1. TEM micrographs of fumed silica

nanoparticles.

The dispersion of fumed silica in the polymer
matrix affected the mechanical behavior of the
resulting composites.

The particle size of silica could be indirectly
reflected from the specific surface area (Sger).
Small diameter particles had high specific surface
area. TEM analysis showed that the mean diameter
of HL150, HL200 and HL380 ranged from 10 to 18
nm, 8 to 14 nm and 4 to 10 nm, respectively,
consistent with Sger test results.

Apparent densities of BCPMs

The apparent densities of BCPMs with different
silica loadings are shown in Fig. 2. It is seen that
cushion packaging materials with silica have higher
apparent densities compared with materials without
silica, which was 0.204 g/cm?® [19]. The apparent
densities of BCPMs increased with the increasing
silica loading.

T - pilk-HL150
0.260) = @ pith-HL2H
=l pith-HL 380 |

0255

0.250 -

0,240 =

Apparent density(z em™)

0,235 =

0,230 =

Silica content(%o)
Fig. 2. Effects of silica loadings on BCPMs apparent
densities.

Given the same silica loading, BCPMs with
HL380 reinforcement has the minimum apparent
density. Compared with HL150 and HL200, HL380
has the largest specific surface area, more silanol
groups (Si-OH) on the surface, more additional
cross-linking reactions produced from the chemical
reaction with phenolic hydroxyl groups (Ph-OH)
and sulfonic groups in the molecular chains of
magnesium lignosulfonate, and higher network
strength of the reinforcement system. Therefore,
HL380 underwent the minimum  volume
deformation under same molding pressure of 52
KPa. When silica loading exceeded 10 wt%,
BCPMs with HL200 reinforcement achieved higher
apparent density than BCPMs with HL150
reinforcement. This finding may be ascribed to
maximum volume deformation of BCPMs with
HL200 reinforcement under external forces.

The number of silanol groups in HL200 was
greater than in HL150. In addition, the interparticle
interaction of HL200 was stronger than that of
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HL150. Therefore, HL200 particles were prone to
agglomerate as the amount of the particles
increased [23]. The HL200 aggregates yielded a
poor dispersion within the bagasse pith/ bisulfite
spent liquor matrix and led to more matrix defects.
Poor dispersion and matrix defects could lower the
effective stress transfer at the interface and cause
large volume deformation of BCPMs. In the
experiment, the loadings of fumed silica increased
from 1 wt% to 15 wt%, whereas the apparent
density of BCPMs varied from 0.22 g/cm?® to 0.26
g/cmd. The addition of lightweight amorphous silica
powder had little effect on the apparent density of
BCPMs. Fumed silica is beneficial for maintaining
the low apparent density of cushion packaging
material.

Mechanical properties of BCPMs

Effect of silica loading. To analyze the effect of
silica loading on the cushion performance of
BCPMs, 1 wt% HL150, HL200 and HL380 silica
were added to the samples. The corresponding
static compressive stress-strain curves are shown in
Fig. 3.

1.2 = B Sornple withou silica 4
®— Pim-HL150-1
1.0 ke piHL200-1

— W Pith-HL380-1

Compres,stress{ Mpa)
@
1
-

e -— 3

.m_- "f} -

I & I i T e T b I & I
] ] ] £i] 10 50

Compres.strain(®o)
Fig. 3. Static compression properties of BCPMs with
and without silica.

BCPMs without silica can withstand stress of
0.17 MPa, whereas BCPMs with HL150, HL200
and HL380 can withstand stress of 0.31MPa,
0.36MPa and 0.48 MPa, respectively, under the
same strain of 30%. This finding indicates the
significant effect of silica loading in improving the
compression strength of BCPMSs. The stress-strain
diagram shows that under the same strain
conditions, stress increased at first and then
decreased with the increase in silica loadings. Such
variation in trend can be analyzed qualitatively
based on the microstructure of the interface
between silica and adhesive. Magnesium
lignosulfonate is the major component of bisulfate
spent liquor serving as the adhesive in this
experiment. The molecules of lignosulfonate
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contain various active functional groups such as
hydroxyl groups (including alcoholic hydroxyl
groups and phenolic hydroxyl groups), sulfonic
groups, and carboxy groups [24] that can combine
with silanol groups on the silica surface to develop
chemical bonds, and enhance the binding between
nanoparticles and adhesive. The increase of silica
loading may contribute more silanol groups to the
system and expand the contact area with pulping
spent liquor, developing more cross-linking joints,
which is good for stress transfer. Thus, the load
capacity of the adhesive membrane formed on the
surface of the material finally increased. The effects
of silica loading on the static compressive
stress-strain curve of BCPMs were studied under
the same specific surface area (Sget) of fumed silica.
The results are shown in Fig. 4.
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Fig. 4. Static compression properties of BCPMs
filled with different silica loadings: (a) HL150;
(b)HL200.

By contrast, less than 5 wt% HL150 and less
than 2 wt% HL200 served as inorganic rigid fillers
scattered evenly in the bagasse pith and spent liquor
compound, which can expand the region of stress
concentration and absorb certain deformation, thus
increasing the compressive stress. Given that silica
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was dispersed in the pulping spent liquor first in
this experiment, the silica-adhesive interfacial
adhesion was improved with the increase in silica
loading. However, excessive silica loading may
lead to bigger sizes of the agglomerates in the
adhesive, which increases the defects of BCPMs,
thus decreasing compressive stress accordingly.

The comparison of drop points in Figs. 4(a) and
4(b) showed that BCPMs with higher than 2 wt%
HL200 silica as reinforcing filler have poor
mechanical properties, which are caused by the
agglomeration of HL200 with high surface energy.
The result is similar to the observations reported by
Kantala et al. [22].

Effect of silica specific surface area.

Specific surface area is one of the most
important morphological parameters of fumed silica
without surface modification [23]. The effects of
Seer on the cushioning property of BCPMs were
studied under the same silica loading conditions.
The results are displayed in Fig.5.
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Fig. 5. Static compression properties of 1 wt% (a)
and 10 wt% (b) filled BCPMs with various silica Sger.

As shown in Fig. 5, stress of BCPMs containing
1 wt% silica increased with the increase of silica
contents. A further increase in compression strength

was observed under high compressive strain
condition. When Sgerof silica increased from 200
to 380 m2g!, the compressive stress increased by
0.08MPa with the strain of 10%, 0.12MPa with the
strain of 30% and 0.16MPa with the strain of 50%.
This is probably due to the increased interfacial
area between adhesive and silica nanoparticles with
high Sger value. Nevertheless, when the silica
loading was up to 10 wt%, BCPMs with HL200
reinforcement can withstand less stress than HL150.
The results showed that once silica loading
exceeded the critical wvalue, the filler-filler
interaction was dominant, which resulted in weak
interactions between silica particles and matrix. The
compression strength of BCPM decreased in its
macro performance.

The cushion factor-maximum static stress curves
of BCPMs with three kinds of silicas are presented
in Fig.6. The specific surface area of silica had a
significant effect on the cushioning properties of
BCPMs. Higher Sger values resulted in a higher
cushion factor, revealing that the BCPMs became
stiffer.
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Fig. 6. Static cushion factors of 1 wt% (a) and 10
wt% (b) filled BCPMs with various silica Sger.
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Compared with high-density EPS with apparent
density of 0.0226 g/cm?® BCPMs display a lower
cushion factor under high compressive stress
(>0.4MPa), and perform well in a more extensive
stress range [25]. These data indicate that better
protection and lower BCPMs consumption could be
achieved in packing heavy fragile articles. In
addition, BCPMs is superior to nondegradable EPS
with respect to mechanical and electronic products
as well as large household appliances.

SEM Analysis

The morphology of BCPMs was studied by
SEM in order to evaluate the dispersion state of
silica particles in the bagasse pith/ bisulfite spent
liquor matrix. The particles observed in Fig.8 and
Fig.9 are fumed silica.

200nm

Fig. 7. SEM micrographs of BCPMs without silica.

It can be seen from Fig. 7 that the surfaces of
BCPMs are covered by a layer of dense membrane
from magnesium bisulfate spent liquor. The fumed
silica particles are dispersed into the adhesive
membrane. Therefore, the compressive stress was
transferred from the membrane onto the rigid phase
[14], and fumed silica particles reinforced the
BCPMs. The increase of Sger led to bigger sizes of
the agglomerates. By comparing the images in Figs.
8 and 9, it can been seen that the size of HL200
agglomerates is larger than that of HL150.

o

200nm .
Fig. 8 SEM micrographs of BCPMs with 10 wt%

HL150.
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Fig. 9. SEM micrographs of BCPMs with 10 wt%
HL200.

These silica agglomerates became the stress
concentration points as the BCPMs were
compressed, making the BCPMs more prone to
damage. This finding is in accordance with the
change trend of the mechanical properties of
BCPMs.

Biodegradation

Previous studies have proved that there were
large amounts of hemicellulose in bagasse pith and
the degradation of hemicellulose mainly makes use
of molds [26]. In the experiment, the samples were
cultured with molds for 15 days in submerged
culture  with shake flask, and then the
biodegradation rate of BCPMs was measured by the
weight-loss method. The weight loss was observed
for the BCPMs without silica and with 10 wt%
HL200 (52.5% and 45.7%, respectively) after 15
days. The presence of silica particles in the BCPMs
reduced the biodegradation rate. The BCPMs with
10 wt% HL200 were left to dry in an air oven at
60 °C after degradation, and then the degradation
state was observed by SEM.

The SEM micrographs of the BCPMs surfaces
before and after degradation treatment are shown in
Fig. 10. The micrographs clearly show that the
surfaces of the BCPMs are covered by a film
formed by the adhesive before degradation
treatment. The film was dense and thick. After
degradation treatment, the BCPMs became thinner,
and the surface was dotted by different-sized holes
because of erosion.

CONCLUSIONS

Biodegradable cushion packaging materials
based on bagasse pith, magnesium bisulfite spent
liquor and hydrophilic fumed silica were prepared
via press-molding method. The experimental results
revealed that the dispersion of fumed silica within
the matrix and the size distribution of silica
nanofiller aggregates had a significant effect on the
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properties of BCPMs. The apparent densities of
BCPMs increased with the increase of silica
loading. Given the same silica loading, BCPMs
reinforced by the silica with largest specific surface
area has minimum apparent density. From the study
of the cushioning properties, it was found that the
addition of fumed silica improved the compression
strength of BCPMs. However, excessive silica
loading may lead to bigger sizes of the
agglomerates in the adhesive, which increases the
defects of BCPMs, thus decreasing compressive
stress accordingly. When the silica loading was
within the critical value, the compressive strength
was found to increase with the increase of specific
surface areas of fumed silica due to a fine
dispersion of nanofillers in the matrix.

(b)
Fig. 10. SEM micrographs of BCPMs surface: (a)
before degradation treatment (b) after degradation
treatment.

The morphological analyses indicated that the
reinforcement effect of fumed silica was the
consequence of silica filler-matrix and silica
filler-filler interactions.

BCPMs had good cushioning properties within a
large stress range, and good degrading performance
in mold conditions. Compared with high-density
EPS, BCPMs can be used for packing heavy
delicate articles.

Acknowledgements: The authors wish to thank
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BJIMSTHUE HA OIIYIIEH CUJIULMEB JJUOKCHUJT BBPXY CBOMCTBATA HA MEKU
OITAKOBBYHU MATEPHAJIM HA OCHOBATA HA CbPIHEBMHA OT GATACA U
BUCVYIJI®UTHA OTIIAZIBYHA JIVI'A

Suna JIs V%", Beiixait Xe 12, g V4

! Tvporcasna nabopamopus no undcenepcmeo na yeayaosama u xapmuama, FOxcen kumaticku mexnono2uyen
yuueepcumem, I yanuoicy, Kumaii
2 Jlenapmamenm no meouu u cvobuenus, Texnuuecku konexcnpomumnero-mexnuyecku konec I'vanoone, T'yvanuoicy,
Kumaii
3 Hayuonanen unsicenepno-u3cie006amencku yerHmvspno Xapmus u KOHmpoan Ha samvpceseanuama, FOocen xumaticku
mexnonozuyer ynusepcumem, I'yanuorcy, Kumaii
4 enapmamenm no xpanume, Texnuuecku Konexcnpomuuineno-mexnuuecku xonexc I'yanoone, I'vanuxcy, Kumaii

[MocThimmna Ha 1 maii, 2014 r.
(Pesrome)

B macrosmata pabora ce cpobmiaBa 3a OHOpasrpaIvMU ONMAKOBRYHHM MaTEPHAal, OCHOBAHM HA CHPIICBHHATA OT
Oaraca, ormagpyHa OwWCynuUTHA Iyra, ChIbp)Kalla MarHe3ud W XuApooOeH OIymieH CHIMIMEB ITHOKCHIL.
Marepuanure ca IMPUTOTBEHH 4pe3 JIeeHe MMOoJ Hamarane. M3cimenBaH e epeKThT Ha JOOABEHHWTE HAHOYACTHUIM OT
CHWIIMITUEB AMOKCUI BBPXY (U3NYHHUTE CBOWCTBA M OHMOAETpaJallMOHHUTE OTHACAHMA. Pe3ynraThre IOKa3BaT, de
N00aBsIHETO Ha HAHOYACTHIM OT CHJIMIMEB TUOKCHI IOBHIIABA NMPHBHIHATA ILUTBTHOCT W 3/IPaBHHATA KBM CTATUYHO
CBHBAHE Ha MEKH OIIAKOBBFYHH MaTEpUAIIU OT ChPIIcBHHA Ha Oaraca. Koraro HaToBapBaHETO ChC CHIIHMIIUEB JHOKCHUI € B
TpaHUIATE Ha KPUTUYHUTE CTOWHOCTH, 3JIpaBHHATA Ha CBHBAaHE pAacTe C HApacTBaHETO Ha crenuduyHara
MMOBBPXHOCTHA IUIONI HAa OMYIICHUS CHJIMIMEB JUOKCH] MOpamd (UHATAa IHUCIEPCUS OT HAHOYACTHIM B MAaTpPHUIATA.
Mopdodonorusra Ha HAHOYACTHIIATE OT ONMYIICHUS CHIIMIIMEB JHOKCHU] ¥ Ha JUCIICPUOHHOTO UM CHCTOSIHUE Ca U3YyUCHHU C
TPAaHCMUCHOHHA M CKaHUpAIla CICKTPOHHA MHUKpOCKomusA.  MopQoJornyHHTE aHAIU3U TOKa3Bar, 4e¢ eQeKThT Ha
YCuJIBaHEC OT ONYHICHHUSA CUJIMIUCB JUOKCH/ € B CJICACTBHUC HA BSaHMOﬂeﬁCTBHHTa IIBJIHCK-MaTpUlla U IMbJIHCK-ITBJIHCK.
HpO6I/ITe ToKa3BaT, 4€ B MPUCHCTBUEC Ha CUIIMIIUCB JUOKCH/ B OIIAKOBBYHHUTC MATCpUAIH, TAXHATA 6HOpa3Fpa}II/IMOCT
HaMmaJisiBa Clie] MPecTol OoT 15 THM B TeUHA XpaHHUTETHA cpea.
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A series of cuprous oxide (Cu20) nanocrystals with different structures were synthesized by reductive reaction. The
nanocrystals were obtained in an aqueous mixture of CuSQ,, fructose, NaOH and templates at 45-75°C. We developed a
facile one-pot route for the synthesis of Cu,O by simple adjustment of the template quantity. The novel particles were
analyzed by SEM and XRD. These verified that the average sizes for the cubic, octahedral, petaloid and spherical
structures were approximately 450, 180 and 360 nm, respectively. The octahedral Cu,O was selected for the further
experiments due to the smallest size of its particles. The agricultural application performance like anti-alga experiments
and inhibition zone method showed that about 4.9x103 N.cm2 diatom was noticed on the surface and the inhibition rate
of the novel mixture towards Colletotrichum capsici was 90%, as soon as 70 mg nano-Cu,O was added into 100 mL
culture media. Similar results were obtained in sea water after 120 days of exposure.

Key words: Cu20, synthesis, performance, agricultural application.

INTRODUCTION

It is witnessed that fouling is a destructive
natural phenomenon that affects almost every
economic sector, causing annually billions of
dollars in damage and disorder [1-3]. The most
common and efficient antifouling method was
painting antifouling coatings containing biocides
like TBT (tetra-n-butyl tin) which often had
detrimental non-target environmental effects during
its application, particularly in marine water. As
soon as the environmentally disastrous effect of
TBT coatings was noticed by the following
research, the UN International Maritime
Organization had decided to ban the use of TBT in
antifouling coatings by the end of Jan. 1, 2008 [4].
Consequently, there still exists a desperate need for
high-effective and environment-friendly
alternatives [5-7]. Considering environmental
protection, many researchers had developed two
ways to resolve the matter by the end of last
decade: one was constructing micro/nano-surfaces
like low energy surface and superamphiphobic
surface that physically released the accumulated
fouling. The other was applying environmentally
friendly biocides like Cu,O that chemically
inhibited most of marine organisms by leaching
some biocides [8-11]. In order to unite these
advantages and simplify the operation, our present
work aimed at studying the synergistic performance
of environmental biocides with sub-micro cuprous

* To whom all correspondence should be sent:
E-mail: wanggian_gau@163.com

oxide and functional acrylic resin. It was reported
that Cu,O was still the dominant biocide in
antifouling coating. But seldom papers disclosed
the relationship between crystal morphology,
particle size, functional acrylic resin and antifouling
performance. Fortunately, there were lots of papers
about the synthesis of particles of different size and
morphology. The Cu,O particles with cubic,
octahedral and spherical structures were interesting
not only because excellent antibacterial properties
could be investigated with great certainty, but also
because synthetic conditions of controlling the
particle morphology could be achieved. Generally
speaking, templates were universally applied during
micro/nano-particles synthesis. Yu et al. [12]
reported the synthesis of Cu.,O nano-whiskers by
using cetyl-trimethyl ammonium bromide (CTAB).
Zeng et al. [13] reported Cu,O nanocrystals with
size of 70 nm produced at 160-220°C by using
hexadecylamine. Dong et al. [14] reported the
synthesis of micro/nano Cu,O by using NH2-NH; as
a reducing agent. Huang et al. [15] synthesized
eight nanocrystals of different morphology by
changing the quantity of NH,OH. All these suffered
from the use of either high temperature, random
morphology or toxic reducing agents.

According to atom economy, it would be
desirable to develop a simple synthetic approach at
mild conditions to synthesize Cu,O of different
morphology like cubic, octahedral and spherical
structures without waste disposal or high
temperature. Recently, the common fact was
accepted that the template played an important role
in nanocrystal synthesis and stability. The pB-
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cyclodextrin (B-CD) derivative, a-1,4-linked D-
glucopyranose polymer, was selected as a
promising template. It is funnel shaped with
hydrophilic groups outside, and lypophilic alkyl
groups inside. There was little information about -
CD and its derivatives as soft templates to
synthesize Cu,O nanocrystals. This kind of
hydrophilic-lipophilic template not only realized
proper molecule-cages, but could improve the
stability of nano-particles. In this paper, a typical
CuO biocide of various size and particle
morphology was synthesized by direct reduction
with fructose. Then, the novel coating containing
acrylic resins  copolymerized with VTMS
(containing —Si (OCHeg)s as a cross-linking group)
with Cu,O was produced. Furthermore, the
synergistic antifouling performance of the coating
was investigated in Qingdao offshore.

EXPERIMENTAL
Material

The algae of Nitzschia flosterium were provided
by the laboratory of alga at the Ocean University of
China. The algae were cultivated in a biological
culture box and prepared for the following anti-alga
experiments. All nutrient salts were purchased from
Alfa. Methyl methacrylate (MMA), butyl acrylate
(BA) and vinyltrimethoxysilane (VTMS) were
obtained from Qingdao Haida Chemical Co. Ltd
(CN). All these materials were industrial grade
products, which were used as received without
further purification. Copper sulfate (CuSO.), -
cyclodextrin (B-CD), fructose and toluene were
obtained from BASF (CN). 2,2'-Azobis (2-
methylpropionitrile) (AIBN) was obtained from
Changzhou Watson Fine Chemical Co. Ltd. (CN).
Deionized water (17.8 MQ) was used for all
solution preparations.

Synthesis of Cu,O by “one-pot™ reduction reaction

It is known that continuous efforts have been
made to focus on efficient approaches for the
synthesis of Cu,O nanocrystals because of their
remarkable antifouling and antibacterial properties.
The multi-component reaction was one of the most
efficient methods because it was a synthetic
operation without the need for isolation of the
intermediates [16,17]. The one-pot reaction was
highly effective for the synthesis of Cu,O
nanocrystals with different shapes of cubic,
octahedral and spherical structures via multi-
component reaction of fructose, CuSO, and NaOH
in B-CD solution. The raw material solutions were
placed in a water bath at 45-75°C. Then 0.04g soft
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templates like B-CD, cellulose and PG-200, were
added to 10 mL of 1M CuSO. under stirring. Five
minutes later, 30 mL of 1M NaOH and 2M fructose
solutions were added to the former solution. The
total solution volume was about 40 mL. The
solution was kept in the water bath for half an hour
in order to promote the reaction and then was
centrifuged at 3000 rpm for 4 min. After the top
solution was decanted, the precipitate was washed
with 10 mL of a 1:1 volume ratio of C;HsOH and
H>O. The precipitate was centrifuged and washed at
least three times using the former solution to
remove the remainders. The precipitate was
dispersed in 10 mL of absolute C,HsOH for storage
and analysis.

Synthesis of acrylic resin copolymerized with VTMS

The free radical copolymerization of multi-
monomers represents a versatile tool for the
formation of copolymers. In the current study n-
butyl acrylate and methyl methacrylate were
synthesized via high-temperature acrylate synthesis
in a one-pot—one-step procedure with radicals [18].

A mixture of 0.71 g of 2,2- azo-bis-
isobutyronitrile  (AIBN), 0.63 mol of methyl
methacrylate, 0.26 mol of butyl acrylate, and 0.037
mol of VTMS, was put into a conical flask to obtain
a clear solution after ultrasonic oscillation. The
toluene was deoxygenated by purging with nitrogen
in a 250 ml round-bottomed flask for at least 10
min. A small amount of radicals (1%, w/w) was
added before the reaction. Otherwise the
copolymerization was blocked or out of control.
Then, the mixture was fed by an injector into 100
mL of toluene with a motor stirrer at 80°C-86°C.
These monomers were copolymerized at 550 - 600
rpm for 1 h. Once the reaction was completed,
which was evident from the change in the
appearance of the doped solution, additional 0.55 g
of AIBN was added to enhance the polymerization
rate for more 3 h. The final product was saved in
dark environment without air and water vapor [19].
The product was transparent and glutinous. The
formation of copolymer structure was evidenced by
IR (KBr): appearance of absorption peaks at 1770
cm?®, 1149 cm? and 1387 cm? confirmed the
presence of C=0O, -Si-O-Si- and -Si-OCHjs,
respectively.

Anti-algal activity test

Algae cultivation. The algae of Nitzschia
flosterium, a typical fouling organism, were
transferred to a conical flask containing NaNOs:
14.96 g, NaH;PO4-2H,0O: 1.0 g, Na;SiO4-9H,0:
10.1 g, and distilled water. The flask was sterilized
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for 15 min at 120°C. The nutrient salts (with or
without silicate, as appropriate) were weighed
exactly by electronic analytical balance. The algae
were cultivated in a biological culture box for seven
days at 21+1°C. In order to accelerate alga growth,
the flask was stirred at least three times during the
day-time. The culture box was under continuous
illumination of cool-white fluorescent tubes at
3000-4000 lux with a 12 h light/dark cycle,
coinciding with alga growth law [20,21].

Anti-algal colonization. There were two
coatings; one group (coating containing Cu,O) and
the other group (coating without Cu,O). The
coatings were prepared on glass
(30mmx70mmx5mm) without any flaws like
pinholes or uneven surface. Until the solvent
volatilizes, every tested example was vertically put
into the alga pool, in order to avoid deposition of
alga. As soon as the tested examples were placed
into the culture pool, some bacteria directly
colonized the surface. A few hours later, Nitzschia
flosterium was successively gathering onto the
coating surfaces following the  bacterial
colonization. After seven days, the surface of every
tested coating was washed at least 30 times with 10
mL of distilled water without addition of a nutrient
by an adjustable air-displacement pipette. Then the
anti-alga property was evaluated by the counting
method under stereo microscope as soon as
possible, in case the algae were getting dead in
distilled water. All tests were conducted in
triplicate in three different parallel experiments.

Antifouling property of the novel coatings

The antifouling property of the novel coating
was investigated according to GB 5370-85 [22].
Uncoated panels (control panels) were used to
assess the fouling resistance rating. The main bio-
fouling organisms observed were green algae and
encrusting species like hydroids, bryozoans and
barnacles. The marine coating systems were
exposed in vertical position to sea water for 5
months (June to October). At first, the low-carbon
steel test plates (150mmx250mmx3mm) were
polished with sandpaper and coated within 8 hours
or before rusting occurred with the appropriate
anticorrosive coatings. Two kinds of Cu,O were
tested, one was the traditional product, and the
other was octahedral nanocrystalline product. Then
we brushed the antifouling coatings following the
formulation shown in Table 1.

These panels dried at least 7 days without direct
sunshine during daytime and were fastened by
nylon ropes. The tested samples were vertically
immersed in sea water at 1 to 1.5 m depth at the

No.8 harbor of Qingdao, east of China. The
examples were traced and photographed during the
effective antifouling period.

Table 1. Composition of antifouling coating (unit: g).

No. Acryllc Cup_rous Functional AssistantXylene
resin oxide group

A 31 25 0 2 12
(nanocrystal)

B 31 22 yTMs 2 11
(nanocrystal)

c 31 25 0 2 12

D 31 25 VTMS 2 11

RESULTS AND DISCUSSION
One-pot synthesis of Cu,O nanocrystals

Previously, Cu,O nanocrystals were fabricated
by mixing deionized water, CuSQ., cetyltrimethyl
ammonium bromide, fructose and NaOH in the
listed order. We considered that this synthetic
method was a good starting point to synthesize
these particles. We had witnessed the role of soft
templates during the nanoparticles synthesis in our
previous work. Hydroxyethyl-3-CD was selected
because of the strong interaction of hydroxyl
groups with Cu?*, thus the OH- groups had little
chance to destroy the interaction. Then the
following reduction reaction was confined in the
molecule-cages of the hydroxyethyl- B-CD, thus the
reunited nanoparticles were resolved. The proper
templates not only were critical for the nano-
confinement effect, but also effected electrostatic
repulsion. At the same time, we tested the influence
of the reaction temperature on the Cu.O shape. A
series of Cu,O nanostructures of the cubic,
octahedral and spherical type were synthesized. The
products were conserved in alcohol. The XRD
patterns of the one-pot reduction reaction composed
of cubic, octahedral and spherical crystals showed
that both Cu,O (PDF 00-005-0667) crystals were
highly crystalline after a post deposition procedure
(Figure 1). No impurity peaks from CuO (PDF 00-
045-0937) or copper metal (PDF 00-004-0836) are
seen in the following figure.

The quantity of NaOH increased the particle
size without templates. The reaction was conducted
under vigorous stirring. The fructose solution was
directly added to the reactor without keeping
constant temperature. Figure 2 shows the SEM
images of the Cu.O nanocrystals synthesized with
different NaOH quantities. Some different Cu.O
shapes appear in the picture, due to the changing
reaction temperature because of the addition of
fructose solution. The size of Cu.O particles
increased with increasing NaOH quantity. The
average particle sizes for the octahedral structure
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were about 0.2, 3, 5, and 8 pum (see Figure 2). The
results showed that NaOH quantity hardly
influences the {100} faces, so there was little
change of the morphology, yet enlarged the size of

the particle [23].
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Fig. 2. SEM images of the Cu,O nanocrystals

synthesized at different NaOH concentrations: (a) 1 M,
(b) 2 M, (c) 3M, (d) 4M.

In addition, it is known that the concentration of
Cu?* is getting lower with increasing NaOH quantity
because of the equilibrium constant. So less Cu* was
produced and particle density was lower comparing to
the control solution. Thus larger and larger crystals of
Cu,O were observed with the increase in NaOH
concentration.

The different templates influenced the Cu.O
particles. After the same quantity of templates
(0.4% w/w) was dissolved in water, the other
constituents except the reducing agent were mixed
in a thermostatic bath. In order to promote the
reaction, the fructose solution was warmed-up
before being poured into the mixture. The
anticipated shapes of the octahedral nanocrystals
were observed. The particle size is about 0.2 um to
0.5um, as is seen from Figure 3.

Fig. 3. SEM images of the Cu20 nanocrystals.

It was realized that uniformity and stabilization
of Cu,O was achieved in hydroxyethyl-3-CD
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solution. It contributed to the coordination
complexes between Cu?* and the hydroxyl groups
surrounding its funnel structure; the Cu?* was
divided in the molecular space by the template, thus
the chance of continuous crystal growth was
blocked. As soon as the starch played its role, an
amorphous mass of nano-Cu,O was obtained
through several rinses with alcohol and water. The
HEC (hydroxyethyl cellulose) has poor solubility,
thus it had weak effect to regulate the particle size.
In terms of Cu0 size, PEG-200
(polyethyleneglycol) and CMC (carboxymethyl
cellulose) were inferior to the B-CD synthesized in
different templates: (a) p-CD, (b) HEC, (¢) PEG-
200, (d) CMC, (e) starch.

The quantity of template influenced the particle
shapes and size. In order to avoid changing the
reaction temperature during the addition of fructose
solution, all original materials were heated in a
water bath. Figure 2 shows the octahedral
nanocrystal  synthesized when 0.04 g of
hydroxyethyl-3-CD was added (the amount of
Cu(OH), was 0.01 mol). Figure 2a shows many
crystal shapes and different sizes due to the non-
templates controlling. When the template played its
role, there was distinct evidence that uniform
morphology appeared and the average particle sizes
for the octahedra were about 300, 400, 200, 180
and 350 nm (see Figure 4). We could say that
nanocrystals were synthesized by one-pot reduction
reaction without bringing environmental burden
like toxic reducing agents.

Fig. 4. SEM images of the Cu,O nanocrystals
synthesized with different B-CD quantities: (a) 0%

(W/W), (b) 0.01% (W/W), (c) 0.02% (W/W), (d) 0.4%
(W/W) ,(e) 0.08% (W/W).

With the increasing quantity of hydroxyethyl-f-
CD, spherical particles were obtained and the
template also was found in the image, probably
because of the changing viscosity; this verified that
templates imposed strong restrictions on crystal
growth. Considering the particle size and
nanocrystals morphology, the 0.4% (w/w) of
hydroxyethyl-3-CD was screened out.

The reaction temperature influenced the particle
morphology. Previously, cuprous oxide of different
morphology like spherical, cubic, octahedral,
polygonal nanostructures, was synthesized at
random as shown in Figure 2. It was necessary that
we control not only the particle morphology but the
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particle size. Figure 3 shows the SEM images of
Cu20 synthesized under control in hydroxyethyl-p-
CD solution. By progressively increasing the
reaction temperature, spheres, cubes and octahedra
were synthesized. The crystal growth rule gave that
the final morphology depended on the growth
velocity. It was authenticated that faster growth
velocity of the crystal face is related to its faster
disappearance. The following figure gives us clear
explanation of the fact that the nanocrystals
morphology is dependent on the growth velocity of
111} facets.

Fig. 5. SEM images of the Cu,O nanocrystals
synthesized at different reaction temperatures: (a) 45°C,
(b) 55°C, (c) 65°C.

Once the two facets had the same or similar
growth velocity, the spherical shape was observed
at a temperature of 45°C. On the contrary, had they
different growth velocities, the cubic shape
appeared owing to the {100} facets being exposed,
at a temperature of 55°C. So it was believed that the
concentration of Cu* was under control, that is to
say, provided adjustable growth velocity of {111}
facets, thus all kinds of nanocrystals morphology
could be synthesized in theory [23]. As soon as the
temperature reached 65°C, the octahedral shape
appeared in the SEM image (see Figure 5 for the
particle morphology). In fact, at least six different
morphologies were found during our experiments,
unfortunately these appeared irregularly. So there is
still a lot of work needed to explore the field. The
average particle sizes for the spheres, cubes and
octahedra were 360, 450, and 270 nm, respectively
(see Figure 4). The controlled release of Cu?* and
the nanocrystals stability was realized by the
functional hydroxyethyl-B-CD template.

Coating performance

Table 2 shows the general information on the
prepared tested coatings before the exposure in the
ocean. It can be noticed that the performance of the

Table 2. General information on the prepared coatings.

coating B and coating D was superior to that of
acrylic resin (coating C). As a result of the helix of
Si-O- bond and reticular structure, the impact
strength, flexibility and hydrophobicity were
enhanced. The water contact angle of coating B
containing nanocrystal Cu,O increased to 96+1°,
because the nano-structure had higher surface
energy, the water was not inclined to spreading
wetting. Comparing to the traditional coatings, that
containing  nanocrystals  without  functional
monomer (VTMS) also gave the expected
properties like water contact angles. We believe
that the functional surface was constructed
following the siloxane groups hydrolyzing with
hydroxyl or other active groups. It is worth
mentioning that the water contact angles were
measured at least at five different points and the
water droplet was not more than 1 pl.

Anti-algal capacity. From Figure 6 it is evident that
all tested coatings showed a good inhibition

performance towards Nitzschia flosterium as
expected.
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Fig.6. Settlement density of Nitzschia flosterium
on the tested coatings.

There was less Nitzschia flosterium on the B-
board containing nanocrystals than on the other
tested coatings. Believing that settlement of
Nitzschia flosterium was by gravity, one would
expect the same settlement density on all four
surfaces [24, 25]. However, there were more
diatoms adhering to the coating-C-surface,
comparing to coating B and D owing to the
microstructure of the surface.

A B C D Inspection
Appearance Red glutinous Red glutinous Red glutinous Red glutinous GB 1729
Dry to touch 1 1 1 GB1728-88
Impact strength/kg.cm? <10 20 <10 20 GB1732-89
Flexibility/mm 4 3 4 3 GB1731-79
Contact-angle/ ° 88 96 86 90 Contact-angle meter
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Fig. 7. Antibacterial images of Cu;O towards Colletotrichum capsici (LJTJ) by the oxford cup method. The
concentration of particles was 0.1 mg/L,0.3g/L,0.5 ¢g/L,0.7 g/L,0.9¢/L, corresponding to the number from one to five

The ingredient of VTMS was inclined to move
to the surface in application, taking coating-B for
instance, the low- surface-energy property was
becoming evident, thus the alga hardly adhered to
the constructed surface. The anti-alga performance
of nano-Cu,O was superior to the others, as shown
in Figure 7. This is an evidence that the
nanocrystals had a strong action with the cell walls
of bacteria, once there was less bacteria; there was
less alga-settlement.

Antibacterial activity. According to our former
experiments, the nanoparticles were added into the
culture media, which was scattered by sonic
oscillator. Colletotrichum capsici was selected
because it was common in north plantation. The
following figures gave us the direct data and
images about the novel particles in our experiment.

The antibacterial ability of the novel particles
towards Colletotrichum capsici is swown in Fig. 7.
The diameter of fungal zone was getting smaller
and smaller with the increasing of Cu.O. After 5
days, a concentration of 0.7 g/L Cu.O was added,
and the expected antibacterial activity was noticed.

Results for ocean plates of offshore platform.
The four test plates covered with antifouling
coatings were immersed in sea-water suspended
under the offshore platform, and the experiment
was carried out for about 120 days.

In this special period the marine organisms like
algae and barnacles grow vigorously. The results of
the periodic photographs are shown in Table 3.

Bio-fouling was considered to have four distinct
stages according to their different attachment. The
first step was that dissolved organic matter (DOM)
and molecules such as protein fragments and
polysaccharides accumulated onto the submerged
substrates [26-28]. Then, bio-films were gradually
obtained owing to the quantity of microorganisms,
especially the bacterial colonies. They adhered to
the surface of the under-water man-made
engineering and shielded themselves in an extra-
cellular matrix of polysaccharide, protein and
nucleic acids. It was a typical step of the following
fouling. As soon as the bio-film came into being,
algae and macro-fouling organisms like bryozoans,
mussels, barnacles, tunicates and tubeworms
colonized the surface without hesitation where
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perhaps the fouling organisms adapted themselves
to adhere [27,29,30].

Table 3. Tracing pictures of ocean plates of offshore
platform.
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Based on successive photographic records, we
investigated the antifouling property of the novel
coatings from the tested panels of surface-attached
marine organisms under the experimental platform.
Based on tracing pictures (Table 3), marine algae,
barnacles and other marine organisms were
invariably found to be the dominant fouling during
about 150 days. The blank board was heavily
covered with mud and marine fouling like green
marine algae. Yet we could see no marine fouling
on the other tested board for one month. Over a
stretch of four months, there were less macro-
organisms and mollusks accumulating on the
surfaces of the tested coatings. Up to 150 days
submerging under the platform, the last step was
active. More barnacles had settled on most of the
tested plates except coating-B. At the same time,
we noticed that some parts of the tested coatings
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had already been destroyed by these fouling
organisms. Coating-B showed superior antifouling
performance to the others owing to the interaction
of VTMS and nano-Cu,O. We reviewed the
performance of the tested boards and analyzed the
antifouling property of the coatings abiding by the
bio-fouling mechanism. We gradually realized that
the components interaction properly delayed the
fouling-organisms accumulation. As we advanced
our cognition of objectively explaining the
antifouling performance with the experiments, a
few doubts were gradually cleared. The functional
monomer- VTMS containing the — Si(OCHs); was
hydrolyzed into reticular structure. The acrylic
polymerized with VTMS served as a warehouse to
supply Cu,O. When it came to sustained-release
property, the reticular structure of -Si-O- links
played as a compact net which made Cu,O difficult
to be quickly washed away by sea water.
Furthermore, the nanocrystals had high effective
and non-selective germicide effect owing to nano-
Cu20 which more easily adhered on the germ than
the large particles. Once the bio-film was
destroyed, fouling organisms had no chance of
attachment. Therefore, the novel surface retarded
the fouling organisms during five-month exposure.
From the figures above we can clearly see that the
novel coating containing VTMS and nano-Cu,O
had a good antifouling performance comparing to
the traditional products, even during the peak
vigorous growth period of barnacle and other
marine fouling.

CONCLUSIONS

In this work, a series of Cu,O nanocrystals were
synthesized via one-pot reductive reaction.
Different structures like cubes, spheres and
octahedra with sizes of 180-450 nm were realized
by adjusting the reaction temperature in -
cyclodextrin solution. At the same time, the related
experiments with the novel coating containing
nano-Cu,0 and VTMS showed significant
antifouling performance around the offshore,
especially in the peak growth period of marine
macro-organisms. We witnessed a promising
synergy towards antifouling and noticed that there
is still a lot of work to do to find out the
relationships between structure and antifouling, the
components ratio, and so on.
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CHUHTE3 HA HAHOKPUCTAJIA OT Cu20 U TAXHOTO ITPUJIOXEHUE B 3BEMEJIEJIMETO

Banr Kuanr

Koneoic no xumus u papmayus, Aeponomuvecku ynusepcumem 6 Kcunzoao, Kumaiicka napoona penybnuxa ?

IToctenuna Ha 1 maii, 2014 1.
(Pestome)

CHHTE3MpaH ca Pa3InYHA HaHOKpHCTaau oT Kympookuc(Cup0) ¢ pasnwdyHa CTPYKTypa Ype3 PeayKIHMOHHA
peakiust. HaHokpucTaiute ca nonydenu ot Boguu paszrBopu Ha CuSOs, GpykTo3a, HaTpueBa OCHOBA W LIAOJIOHHU MpU
45-75°C. PaszpaboreHa e mpocra, emHocraamiiHa cuHTe3a Ha CuyO d9pe3 KOHTpOJMpaHe Ha KOJIMYCCTBOTO Ha
mabnonure. Te3um HOBM dvacTunm ca u3cnenBanu upe3 SEM u XRD. ITloTBepaeHo e, 4e cpemHuTe pasMepu 3a
KyOMUYHHTE, OKTaepUIHNTE U CHEPUUHHUTE CTPYKTYpH ca ¢ pazmepu cborBeTHO 450, 180 n 360 nm. OxTaeapuyHHAT
Cuz0 e mondpan 3a cieaBaly eKCIEPUMEHTAIHN U3CIEIBAHNS 3apajy Hal-MalkuTe cu pasmepH. Excniepumenrture ca
OTHOCHO arpOHOMMYECKH NPWJIOKEHUs (Halp. MPOTHB Pa3BUTHE Ha AJIT'M) 110 METOJa Ha 30HaTa Ha MHXHOHpaHe. Te
[OKAa3Bar, Y€ Ha HOBbPXHOCTTA ce 3abems3Bar okoo 4.9%x103 N.cm 2 kpembunu Bogopaciu. CTeneHra Ha HHXUOUpaHe €
90% cmpsimo Colletotrichum capsici, ako ce mo6asst 70 mg mano-Cu,O B8 100 mL xynrypamxa cpema. IlomoGen
pe3yiITaT € moJydeH B MopcKa Boja ciex 120-1HeBHa eKCIIO3UITHS.
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The Kinetics of phosphate adsorbed on waste iron sludge was investigated in this study. Static batch adsorption
experiments were performed at different initial phosphate concentrations, initial pH and temperature of solution. The initial
adsorption rate increased with increasing the phosphate concentration. A shorter time, however, was required to reach
adsorption equilibrium at low phosphate concentration due to external surface adsorption. Although the efficacy of
phosphate adsorbed on waste iron sludge depended significantly on pH of solution, the adsorption kinetics was relatively
independent on pH. Increasing solution temperature contributed to accelerating reaction rate of adsorption and raising the
uptake of phosphate adsorbed on waste iron sludge. The Kinetic process of phosphate adsorbed on waste iron sludge could
be well described by both pseudo second-order and Elovich kinetic models, indicating chemisorption occurred. The
simulation of intra-particle and Boyd model demonstrated that the intra-particle diffusion occurred, but the liquid film
diffusion was the rate-limiting step. The of apparent activation energy of adsorption value (33.40 kJ-mol?) also indicated
that chemical reaction was not the only rate-limiting step and diffusion was involved within the whole adsorption process.
Results of these findings suggested that the intra-particle diffusion and chemisorption occurred in the entire adsorption

process, but the mass transfer in the liquid film was the dominant rate-limiting step.

Key words: phosphate; waste iron sludge; adsorption; kinetics

INTRODUCTION

Phosphorus is the most important element
causing eutrophication of water bodies, such as
lakes and reservoirs [1]. Hence the removal of
phosphate from wastewater has drawn much
attention.

Chemical precipitation using various
precipitants is an effective way to remove
phosphate from wastewater, but large amounts of
chemical sludge are produced in these processes
[2]. Phosphate can be also removed by metabolism
of microorganisms, but removal efficiency of
phosphate is sensitive to environmental factors,
such as temperature, pH and dissolved oxygen [3].
The removal of phosphate by adsorption has aroused
wide attention because of simple operation,
sustainable efficiency and producing less sludge [4].
The key for adsorption is to seek out an appropriate
adsorbent.

Many types of adsorbents for phosphate removal
have been investigated in recent years, such as
aluminum oxides/aluminum hydroxide [5], calcium
silicate [6], zeolite [7], calcined Mg-Mn-layered
double hydroxides [8], iron oxide tailings [4], Fe—-Mn
binary oxide [9], polymeric ligand exchanger [10]. In
order further to reduce costs, using industrial wastes,
such as activated red mud [11], blast furnace slag
[12] or fly ash [13], as adsorbents to remove
phosphate from aqueous solutions has become a hot
topic.

* To whom all correspondence should be sent:
E-mail: zww_227@126.com

Dewatered aluminum or iron sludges are
produced during the process of drinking water
treatment when aluminum or iron salts are used as
coagulants to remove turbidity. Previous studies [14,
15] mainly focused on using dewatered aluminum
sludge to adsorb phosphate from aqueous solutions
because of aluminum salt being more used as
coagulant. However, iron salt, as an alternative
coagulation, are considered more and more due to the
physiological disorders caused by the residual
aluminum [16]. Large amounts of iron based
coagulants used in drinking water treatment plant will
produce dewatered iron sludge. Thus the utilization
of dewatered iron sludge is urgent. Ding studied the
efficacy, equilibrium and thermodynamics of
phosphate adsorbed on dewatered iron sludge [2].
However, there is a significant gap in knowledge on
the kinetic characteristics of phosphate adsorbed on
dewatered iron sludge, which is crucial to better
understanding the removal mechanism of phosphate
and designing the reactor of adsorption.

Accordingly, this study is aimed to (1)
investigate the effects of environmental factors, such
as initial phosphate concentration, initial pH of
solution and temperature of solution, on kinetics of
phosphate adsorbing on waste iron sludge; (2) find an
appropriate kinetic model to quantitative describe the
kinetics of phosphate adsorbed on waste iron sludge;
(3) analyze the diffusion mechanism of phosphate
from bulk solution to surface of waste iron sludge.

© 2015 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 937



Weiwei Zhang, Yan Shi: Adsorption kinetics of phosphate from aqueous solutions by waste iron sludge

MATERIALS AND METHODS
Adsorbent

Dewatered iron sludge was supplied by a local
drinking water treatment. The sludge was dried at
105°C for 8 h, then it was ground and sieved. The
particles whose diameters were below 100 um were
used as adsorbents in this study.

Chemicals and adsorbate

All chemicals used in this study were AR grade,
and purchased from Sinopharm Chemical Reagent
Co., Ltd., China. Potassium dihydrogen phosphate
(KH2PO.) was used as adsorbate in this study. And a
stock solution of phosphate (P, 50 mg L) was
prepared by dissolving accurately weighed sample of
potassium dihydrogen phosphate in ultra-pure water.
Test samples with various concentrations of
phosphate used in adsorption experiments were
prepared by diluting the stock solution with distilled
water where needed.

Adsorption procedure

The effects of different phosphate concentrations,
initial pH of solution and temperatures of solution on
the kinetics of phosphate adsorbed on waste iron
sludge were investigated by batch adsorption mode.
Taking 5 mg L phosphate adsorbed on waste iron
sludge as an example illustrated experimental
process. First, waste iron sludge (0.2 g) was added
into a series of conical flasks containing 50 mL
phosphate solution with the concentration of 5 mg
P/L, respectively. These conical flasks were sealed
with lids. Then they were put into water bath and
were mixed at a constant speed of 150 rpm at 303 K.
These samples were taken out at preset time intervals
and filtered using a 0.45 membrane, respectively. The
phosphates in filtrates were measured using a UV-
visible spectrophotometer (UV-2450PC, Shimadzu,
Japan) at 700 nm according to standard method [17].
The similar kinetic experiments were conducted at
other conditions. All experiments were carried out in
triplicate and average values were reported herein.

The amount of phosphate adsorbed on iron sludge
at any time, q: (mg P/g), is calculated by equation (1).

g, = (CO —Ct)V /m ()
Where Co and C; (mg L) are the concentration of
phosphate in aqueous solution at initial and time t,

respectively; V (L) is the volume of solution, m (g) is
the mass of iron sludge.

RESULTS AND DISCUSSION
Effect of initial phosphate concentration on kinetics
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The experiments were conducted by varying
initial phosphate concentration from 5 to 15 mg/L in
order to study the influence of initial phosphate
concentration on the kinetics of phosphate adsorbed
on waste iron sludge. The results are depicted in Fig.
1. They demonstrate the similar trend for all initial
phosphate concentrations: initially the amount of
phosphate adsorbed on waste iron sludge increases
rapidly, then increases slowly with increasing
adsorption time, and finally keeps approximately
constant.

16
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Fig. 1. Adsorption kinetics of phosphate on waste iron
sludge at different initial phosphate concentrations
(Conditions: 0.2 g adsorbent, 50mL solution, 150rpm
stirring speed, 303K temperature, pH 7.0).

This indicated that the adsorption of phosphate on
waste iron sludge was fast at initial stage of
adsorption. This was because the abundantly unused
active adsorption sites adsorbed swiftly phosphate
from aqueous solutions at initial stage of adsorption.
The adsorption rate, however, decreased gradually
with increasing adsorption time. This was attributed
to the sharp reduction of available adsorption sites. In
addition, it was also observed from Fig. 1 that the
initial adsorption rate increased with increasing initial
phosphate concentration. This could be explained by
the fact that high phosphate concentration accelerated
the diffusion process of phosphate from bulk solution
to the adsorbent surface [18]. Compared to high
phosphate concentration (10 mg L™, 15 mg L%), the
time required to reach adsorption equilibrium was
shorter at low phosphate concentration (5 mg L2).
This might be because the external surface of
adsorbent played a major role at low phosphate
concentration, resulting in shorter equilibrium time.
On the other hand it took longer time for phosphate to
diffuse into the pores at high phosphate
concentration, leading to the longer time required to
reach equilibrium. The uptake of phosphate increased
rapidly with increasing phosphate concentration from
5 to 10 mg L%, also indicating that phosphate
diffused into pore and the internal sites were made
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full use of. However, the uptake of phosphate
increased slightly when concentration of phosphate
varied from 10 mg L to 15 mg L™, showing that the
active sites had been exhausted.

Effect of initial pH of solution on kinetics

The value of solution pH is a key factor for
adsorption due to affecting the chemical
performances of adsorbent and adsorbate. In order
to investigate the effect of initial pH of solution on
the kinetics of phosphate adsorbed on waste iron
sludge, experiments were performed at varying
initial pH from 3.0 to 11.0 with 0.1 M HCl or 0.1 M
NaOH solutions. The results were shown in Fig. 2.

Fig. 2 shows that the uptake of phosphate
adsorbed on waste iron sludge varied indistinctly
when pH of solution ranged from 5.0 to 7.0,
showing phosphate could be well removed by waste
iron sludge.

q,4ma/g)
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Time(min)

Fig. 2. Adsorption kinetics of phosphate on waste iron
sludge at different initial pH of solution (Conditions: 10
mg/L phosphate concentration, 50mL solution, 0.2g
adsorbent, 150rpm stirring speed, 318K temperature).

However, the uptake of phosphate decreased
slightly with increasing pH of solution to 9.0. This
could be explained by the concept of isoelectric
point. The isoelectric point of iron or aluminum
oxides/hydroxides was wusually considered as
around pH 8.0 [19, 20]. The surfaces of waste iron
sludge were charged negatively at pH 9.0. The
electrostatic repulsion between surface of adsorbent
and phosphate ions in solution made it difficult that
phosphate ions were adsorbed on waste iron sludge,
resulting the decrease in uptake of phosphate. It
was also observed from Fig. 2 that the uptake of
phosphate decreased rapidly when pH of solution
increased from 9 to 11. This might be because the
hydroxyl ions competed for adsorption sites with
phosphate ions besides electrostatic repulsion at pH
11.0. However, the uptake of phosphate increased
swiftly with decreasing the value of pH from 4.0 to

3.0. Hydrogen ions interacting with the basic
functional groups of iron sludge made it easier to
remove phosphate by the chemistry chelating of
ferric or ferrous ions at pH 3.0, causing the increase
in uptake of phosphate. Although the efficacy of
phosphate adsorbed on waste iron sludge depended
on pH of solution (shown in Fig. 2), the time
achieving the adsorption equilibrium at different
pH of solution kept approximately identical. This
implied that the Kinetics of phosphate adsorbed on
waste iron sludge was independent on the initial pH
of solution.

Effect of temperature of solution

The effects of solution temperature on the
kinetics of phosphate adsorbed on waste iron sludge
were investigated by varying solution temperature
from 293 K to 318 K. The results were given in Fig.
3.

a/ma/g)

—a— 293(K)
0.4 —a— 303(K)
—Ah— 31E(K)

0.2

00

Time(min)

Fig. 3. Adsorption kinetics of phosphate on waste iron
sludge at different temperature of solution (Conditions: 10
mg/L phosphate concentration, 50mL solution, 0.2g
adsorbent, 150rpm stirring speed, pH 7.0).

The rate of phosphate adsorbed on waste iron
sludge increased rapidly with raising solution
temperature from 293 K to 318 K at initial stage of
adsorption. From a view of kinetics, the higher the
solution temperature is, the faster the motion of
phosphate ions in solution. This accelerated the
diffusion rate of phosphate ions from bulk solution
to surface of waste iron sludge, resulting in an
increase in the rate of phosphate adsorbed on iron
sludge. In addition, elevating solution temperature
contributed to phosphate ions in solution gaining
energy and becoming activated ions, accelerating
reaction rate of adsorption. Meanwhile, the
decrease in dynamic viscosity of water and
resistance with increasing solution temperature
made phosphate easy to diffuse from bulk solution
onto surface of adsorbent [21]. This was also a
reason causing the rapid increase in adsorption rate.
Fig. 3 also demonstrated that for an identical time,
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the uptake of phosphate adsorbed on waste iron
sludge increased with  elevating  solution
temperature. This might be because high
temperature enhances phosphate penetration into
the internal pores thus making internal adsorption
sites fully used.

Kinetic model of phosphate adsorbed on waste iron
sludge

Quantitatively data on kinetics of phosphate
adsorption on waste iron sludge contribute to
analyze and predict adsorption mechanism as well
as to provide useful parameters for designing
adsorption unit. Some frequently used Kinetic
model equations include pseudo first-order, pseudo
second-order and Elovich ones.

Based on the assumption that the rate of change
of adsorbed solute with time is proportional to the
difference in equilibrium adsorption capacity and
the adsorbed amount, the pseudo-first-order kinetic
model [22] can be expressed by equation (2).

g, =0, [1—exp(-k;t)] )

Where ge (mg g?) is the amount of phosphate
adsorbed on waste iron sludge at equilibrium; t
(min) is adsorption time; ki (min?) is the rate
constant of pseudo first-order model.

The pseudo second-order kinetic model [23] is
based on the assumption that the rate-limiting step
involves chemisorption which involved covalent
forces through sharing or exchange of electrons
between adsorbent and adsorbate, and is described
by equation (3).

Q= kzqezt I (L+ kzqet) 3)

Where k. (g mg? min?) is the rate constant of
pseudo second-order model.

The Elovich kinetic model [24] is a semi-
empirical model used to describe the chemical
adsorptive behavior of adsorbate adsorbed on
heterogeneous surface, and is given by equation (4).

o :%In(1+ apt) )

Where a (mg g* min?) is the initial adsorption
rate constant; 8 (g mg?) is related to the extent of
surface coverage and activation energy for
chemisorption.

These three kinetic models were used to fit these
experimental data of phosphate adsorbed on waste
iron sludge under various environmental conditions
in this study. AIll the model parameters and
correlation coefficient (R?) were evaluated by non-
linear regression using OriginPro 8.5 software. The
standard deviation was calculated by equation (5).

940

SD.= \/Z[(qt,exp - qt,cal)/qt,exp]2 (5)
n-1

Here n is the number of data points, and Qr.ex iS
the experimental value of uptake at time t, and Qica
is the value of uptake calculated by kinetic model at
time t. The fitted results are given in Table 1, and
the validity of different kinetic models is evaluated
by correlation coefficient and standard deviation.

It is shown in Table 1 that compared to the
pseudo second-order and Elovich kinetic models,
the values of correlation coefficient fitted by the
pseudo first-order kinetic model are much smaller.
However, the values of standard deviation are much
larger. In addition, for the pseudo first-order model,
equilibrium adsorption capacity obtained from
experiments do not agree with the values calculated
by model. These results show that the pseudo first-
order kinetic model do not describe well the kinetic
process of phosphate adsorbed on waste iron
sludge.

For the pseudo second-order and Elovich Kinetic
models, the correlation coefficients with high
values (R? >0.98) are close and the standard
deviations with small values are close too. The
equilibrium adsorption capacity obtained from
experiments perfectly agrees with the values by
pseudo second-order model. These results
demonstrate that the pseudo second-order and
Elovich kinetic models can well describe the kinetic
process of phosphate adsorbed on waste iron
sludge, implying that chemical sorption occurres in
the adsorption process

Diffusion mechanism of phosphate onto waste iron
sludge

The removal process of pollutant adsorbed on
adsorbent generally included three consecutive rate-
limiting steps [25]: (1) pollutants from bulk solution
crossed the boundary film formed around adsorbent
to external surface of adsorbent, which was called as
liquid film diffusion; (2) pollutants diffused from
external surface into internal adsorption sites of
pores, which was called as intra-particle diffusion; (3)
pollutants were adsorbed onto adsorption sites. The
influence of the third step on whole adsorption rate
was usually negligible because of the fact that
adsorption reaction was very fast. Thus the whole
adsorption rate of pollutants adsorbed on adsorbent
was generally controlled by the liquid film or/and
intra-particle diffusion.

The intra-particle diffusion model [23] was
expressed by equation (6).

g, = kidtllz +C, (6)
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Where kis (mg g min2) was the intra-particle
diffusion rate constant, and C; represented the
boundary layer effect which meant that the larger
the intercept was, the greater the contribution of the
surface sorption in the rate controlling step.

Based upon the intra-particle diffusion theory,
the intra-particle diffusion was the only rate
limiting step of adsorption process if the plot of g
against tY2 was a straight line and passed the origin,
otherwise, other steps along with intra-particle
diffusion might be also involved.

In order to interpret the diffusion removal
process of phosphate from bulk solution onto waste
iron sludge, the intra-particle diffusion model was
used to fit the experimental data of Kinetics at
different initial phosphate concentrations (5 mg L*
and 10 mg L?) in this study. The results are
presented in Fig. 4 and Table 2. The fitted results
demonstrate that the plots of q: versus t*? are not
linear within the whole adsorption time, but each
plot is divided into two segments and each segment
gives a good linear form. However, all these lines
do not pass through the origin. These results above
imply that the intra-particle diffusion is not the only
rate-limiting step and other diffusion process, such
as liquid film diffusion, affects the adsorptive rate
of phosphate adsorbed on waste iron sludge.

1l /
}///J}/“

gmg mL™)

0.2

0.0 I R I R I R |
o 2 4 [:] 8 10 12 14 16 18

t*(min™)
Fig. 4. Plots of intra-particle diffusion model for the
adsorption of phosphate on waste iron sludge at different
initial phosphate concentrations.

In order to ascertain the factual rate-limiting step
during the process of phosphate adsorbed on waste
iron sludge, Boyd model was used to further fit the

kinetic data at different initial phosphate
concentrations. The Boyd model [26] was given by
equation (7).

Bt = —0.4977 — In(1— & )
e

Where B is a constant.

The value of Bt at different adsorption time t
was calculated by equation (7), and the values of Bt
were plotted against t. Based on the Boyd model it
must be expected that the adsorption process on is
controlled by the intra-particle step if the plots of Bt
versus t were linear and passed through the origin.
Otherwise, the adsorption rate must be controlled by
the liquid film diffusion.

The results fitted by the Boyd model are given in
Fig. 5 and Table 3. Fig. 5 demonstrates that although
Boyd plots give well straight lines at different initial
phosphate concentration, they both do not pass
through the origin, implying that the adsorption rate
of phosphate on waste iron sludge was dominantly
controlled by the liquid film diffusion. The value of B
was obtained from the slope of the plot of Bt versus t,
and they were also listed in Table 3. It was observed
from Table 3 that the values of B at different initial
phosphate concentrations were much smaller than 1,
further verifying that the removal rate of phosphate
adsorbed on waste iron sludge was mainly affected
by the liquid film diffusion [27].
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20
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Fig. 5. Boyd plots of phosphate adsorbed on waste iron
sludge at different initial phosphate concentrations.

Table 2. Constants and correlation coefficients of intra-particle diffusion model for phosphate adsorption on waste iron

sludge
C Intra-particle diffusion model
0
mg /L Kiay 2 Kid2 )
Mol gl min)  C RE (mg/(mL minv?) C R
5 0.0436 0.3514  0.9480 0.0201 0.5577 0.9829
10 0.0655 0.6173  0.9764 0.0228 1.0212 0.9583
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Apparent activation energy of adsorption

The conventional thermodynamic parameters,
such as standard Gibbs free energy change (AGY),
standard enthalpy change (AH°) and standard
entropy change (AS®), cannot describe the reaction
rate of adsorption. An empirical equation of
Arrhenius type [28], shown in Equation (8) is given
to describe the relation of temperature and the
constant of reaction rate.

Ea
In(k,)=InA T 8)

Where k, (g-mg?-min?) was the rate constant
obtained from the pseudo second-order kinetic
model, Ea (kJ-mol?) was the apparent activation
energy of adsorption, T (K) was the absolute
temperature of solution, R (8.314 J-mol*-K™) was the
molar gas constant and C was a constant.

According to equation (8), a straight line of In(k2)
against 1/T can be obtained, and the value of Ea can
be calculated by the slope of the straight line above.
The magnitude of apparent activation energy of
adsorption can give an idea what control the reaction
rate of adsorption. The experimental data of kinetics
at different temperature of solution (shown in Table
1) were used to calculate the apparent activation
energy of phosphate adsorbed on waste iron sludge
(shown in Fig. 6). Fig. 6 showed that the plot of
In(k) against 1/T gave a good straight line
(R?=0.9770). The apparent activation energy of
phosphate adsorbed on waste iron sludge calculated
by the slope (Ksope=-4017.1) was 33.40 kJ-mol?,
indicating that chemical reaction was not the only
rate-limiting step and diffusion (liquid film and pore
diffusion) was involved within the whole adsorption
process [29]. These were consistent with the results
of kinetics and diffusion mechanism studies.

-0.6

] y=-4017 1%+11.9
0.8 | R*=09770

Ink,, (g.mg".min")

1 1 1 L 1 1 1
0.00310 000315 000320 000325 0.00330 000335 0.00340 0.00345

UT (k™)
Fig. 6. Arrhenius plot of phosphate adsorbed on waste
iron sludge.

CONCLUSION

The present study showed that the kinetics of
phosphate adsorbed on waste iron sludge was
affected to varying degrees by various environmental
factors. The initial adsorption rate increased with
increasing the phosphate concentration. The shorter
time, however, was required to reach adsorption
equilibrium at low phosphate concentration due to
external surface adsorption. Although the efficacy of
phosphate adsorbed on waste iron sludge depended
on pH of solution significantly, the adsorption
kinetics was relatively independent on pH of solution.
Elevating solution temperature contributed to
accelerating reaction rate of adsorption and raising
the uptake of phosphate adsorbed on waste iron
phosphate adsorbed on waste iron sludge depended
on pH of solution significantly, the adsorption
kinetics was relatively independent on the solution
pH.

Elevating solution temperature contributed to
accelerating reaction rate of adsorption and raising
the uptake of phosphate adsorbed on waste iron
sludge. Both pseudo-second-order and Elovich
kinetic models could well describe the kinetic process
of phosphate adsorbed on waste iron sludge. The
intra-particle diffusion and chemisorptions occurred
in whole adsorption process, but the liquid film was
the dominant rate-limiting step.
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KMHETUKA HA AJICOPBLIUATA HA ®OCDOATU OT BOAHU PA3TBOPU BHPXY
OTIIAJBYHA XEJIA3HA TUHA

Venyeit XKanr!'", SIn [1In?

L Konearc no exonozuunu Hayku u undicenepcmeo, Yuusepcumem Toneoacu, [llanxai, Kumaii
2 Cegepro-Kumaticku yHusepcumen no 600HU pecypcu u enekmpoenepaus, XKemecy, Kumaii

Tlocremmna Ha 12 mait, 2014 1.
(Pestome)

WscrenBana ¢ KuHETHKATa amcopOrmsaTa Ha (ochaTd BBPXy OTMaabuHA JKEJI3HA THUHS. [IPOBEICHH ca CTATHYHU
EKCIIEpUMEHTH B TMEPHOJMYCH PEKMM MPH Pa3iMYHM HAYallHW KOHIIEHTpaluH, CToiHOcTH Ha pH W Temmeparypw.
Hauasnure ckopocTr Ha aJicopOIMs HapacTBa ¢ HapacTBaHe KOHIeHTpaluaTa Ha (ocdaru. [To-kpaTku BpeMeHa ca Hy)KHU
3a JOCTHraHe Ha PaBHOBECHE MPH IMO-HUCKHM KOHICHTpAIMu Ha (ocard mopaad aacopOuusTa Ha BBHIIHA MOBBPXHOCT.
Benpekn ve edekTHBHOCTTA Ha aacopOIs 3aBHCH 3HAYUTENHO OT pH Ha pa3TBOpa, KMHETHKATa OCTaBa OTHOCUTEIHO
HezapucuMa oT pH. [ToBuiieHHETO Ha TeMmeparypaTta BOJM J0 MOBHUINABAHE CKOPOCTTA HA aJICOPOIMS U TOBHIIIABAHE HA
yCBOsIBaHETO Ha (ocdarute, ancopOupaHu OT kejs3HaTa THHA. KuHeTHkara Ha aicopOIHs MOKe Jia Ce OMHIIe T0Ope KaKTo
C ypaBHCHHE OT IICCBIO-BTOPH TMOPSIBK, Taka W C KUHCTHYHHUS MOJeNl Ha EoBHY, MOKa3Bailki BH3MOXKHOCTTA 3a
xemucopOLust. CUMyJIalMOHHUATE EKCIIEPUMEHTH MO Mojieia Ha Boiin u ¢ BhTpeniHa nudy3us U aacopOius MoKa3ear, €
HaJMIE BbTpEHA Au(y3usi, HO MACONPCHACSHETO B TEYHMS TPAHUYCH CJIOH € CKOPOCTO-ONPEACIIAIIUS CTaauil.
Omnpezienenara MpUBKIHA aKTUBUpAIIA eHeprus Ha ajacopouus (33.40 kJ-mol™) ceuto noxassa, 4e XMMUYHATA PEAKIIHS HE €
€/IMHCTBEHUsI CKOPOCTO-ONPEICIISAIL CTAANH 1 ue Audy3usiTa UMa BIUSHUE BbPXY LSUIOCTHHS [IPOLIEC Ha aJcCOPOLIHSL.
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ADSA was used to measure the interfacial tension of CO2/crude oil system under simulated-formation conditions of
temperature of 355.65K and pressure ranging from 7MPa to 23MPa. The test results indicated that the equilibrium
interfacial tension of CO./crude oil system decreased as the systematic pressure increased. Intense mutual diffusion
happened when CO; was in contact with crude oil. CO; extracted the light components of crude oil and was constantly
dissolved in the crude oil, both processes ultimately achieving homeostasis. The dynamic interfacial tension between
CO- and crude oil was large at the initial contact. After that, the interfacial tension gradually decreased, and finally
reached dynamic balance. In addition, the interfacial tension of the CO»/crude oil system decreased greatly with time as

the systematic pressure increased.

Key words: ADSA,; diffusion; equilibrium interfacial tension; CO-/crude oil system; dynamic interfacial tension

INTRODUCTION

Miscible flooding technology is considered as
one of the most cost-effective methods of EOR
[1,2]. There is a variety of gases that can be
injected; CO. for its wide sources and good
flooding effect has been widely put into practical
application in oil fields. The key for miscible
flooding technology is to determine the minimum
miscibility pressure between injection agent and
crude oil [3-7]. The common experimental methods
are slim-tube displacement test [8-12], rising
bubble and vanishing interfacial tension (VIT)
technique [13-15]. The latter technique has many
advantages, e.g., ease of operation and visuality.
ADSA was used to measure the relationship
between the equilibrium interfacial tension and
pressure of COg/crude oil system under the
conditions of the stratum temperature, make sure
how the interfacial tension changes with time, and
get the variation of the dynamic interfacial tension
with pressure.

EXPERIMENTAL
Experimental apparatus

High temperature and pressure interfacial
tension meter, made by the French production
company ST, was used in the experiments. The core
of the device is a reactor with a window, operating
at a temperature of 0 ~ 200 K, and a maximum
working pressure of 70MPa. The needle used in the
experiments was 0.81mm.

ADSA is the most accurate method to measure the

* To whom all correspondence should be sent:
E-mail: wangxin_bj@yeah.net

interfacial tension under high temperature and high
pressure conditions. At first use the pump to form
droplets on the stainless steel needle department,
then take photographs of the droplets shape by an
amplifying camera system, after that use the
computer image processing system to get the outer
contour of the oil droplets. Using the data of the
needle diameter corrected by image magnification
and the density of light phase and heavy phase,
ultimately calculate the interfacial tension. The
experimental apparatus is shown in Fig. 1.

Experimental samples

Crude oil was provided by Zhongyuan
oilfield, formation temperature 355.65 K. CO; gas
produced by Beijing Hua Yuan Co., purity of
99.995%, and petroleum ether produced by
Sinopharm Chemical Reagent Company were used.

Experimental procedure
The experimental steps are as follows:

(1) Wash the whole experimental system with
petroleum ether, and use hot nitrogen to remove
residual petroleum ether.

(2) Do vacuum.

(3) Pump the oil sample into the injector with a
manual pump.

(4) Start heating when both reactor and oil
injector pump reach the set temperature (355.65K),
then introduce CO; into the reactor pressurized with
a manual pump. Shut valve until the reactor
pressure stabilizes.

(5) Push oil slowly into the reactor through the
oil injection pump, the formed small droplets
around

© 2015 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 945
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Fig.1 The schematic for the determination of interfacial tension by the pendant drop method

the probe are maintained for a period of time.
-

Photograph the images of droplets by the camera ,

system. Each droplet holds no less than 15 minutes,
and each pressure point refers to at least three
droplets. Finally, get the interfacial tension
according to the shape of droplets.
(6) Adjust the experimental pressure and repeat
step (5) and step (6) until the end of the experiment.
EXPERIMENTAL PHENOMENA AND '

RESULTS ANALYSIS
CO./Crude oil equilibrium interfacial tension

Experimental Phenomena. (1) Dissolution and
Extraction Effect. During the experiment, there is a Fig. 2. Initial phase.
medium exchange as the oil drop from the tip of the
needle interacts with CO, from the reactor on the
condition that the experimental pressure is higher
than the bubble point pressure [16-18]. CO; is
constantly dissolved into the oil droplets, and the
light group of oil droplets is spread to CO, [19-22].
At the beginning of the contact between oil and
CO,, the reaction is much stronger, and the light
component of crude oil is constantly dissolved by
supercritical CO, [23-25], as shown in Figure 2.
After some dissolution and extraction, the heavy
component of crude oil will be left behind, and the &
crude oil and CO- will eventually reach equilibrium
state as shown in Figure 3. The interfacial tension at
this moment can be considered as the equilibrium
interfacial tension.

v

M

Fig. 3. Equilibrium phase.
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Fig. 4. Images of the pendant oil drop in CO»/crude oil system under different pressures.

(2) Effect of Pressure on the Dissolution and
Extraction. It can be seen from the experiment that,
as the pressure increases, the extraction of crude oil
increases, and the interface between CO; and crude
oil becomes unstable. A small amount of light
components can be extracted out at a pressure of
16MPa, but the extraction effect becomes more
significant when the pressure reaches 30MPa, as
shown in Figure 4.

Experimental curve. The relationship between
interfacial tension and pressure is shown in Figure

5.
14 -
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Fig. 5 Interfacial tension of COy/crude oil system
under different pressures.

The equilibrium interfacial tension between
crude oil and CO; decreases with the increase in
pressure. The minimum miscibility pressure of the
system calculated by the extrapolation method is
18.97MPa. When the pressure is lower than
18.97MPa, the interfacial tension decreases rapidly;
but when the pressure reaches 18.97MPa, the
interfacial tension decrease gets slower.

Dynamic interfacial tension between crude oil and
CO;

The experiment showed that the interaction
between CO; and crude oil is strong at the early
stage, but with the extraction of light component of
crude oil by CO,, and the dissolution of CO; into
the oil, the interfacial tension between them
changes. In order to study the effect of this process

on the interfacial tension, the effect of contact time
on the interfacial tension between crude oil and
CO> was tested.

Figures 6 and 7 compare the curves of
COq/crude oil interfacial tension change with time
at two different pressures. It can be seen from the
figures that the interfacial tension between CO; and
oil is large at the initial contact; but as the contact is
getting longer, the interfacial tension decreases
gradually, and eventually reaches dynamic balance.
In addition, the higher the pressure, the larger is the
magnitude of CO/crude oil interfacial tension. The
value of the equilibrium interfacial tension under
12MPa is more than 90% of the initial interfacial
tension, but it turns to 80% at a pressure of 21MPa.
Obviously, the interaction between CO- and oil is
stronger, and the change of interfacial tension is
bigger at a higher pressure. The actual reservoir
CO; flooding belongs to multi contact miscible
flooding; after the contact of CO, and oil, and
multiple extraction and dissolution, the oil and CO»
eventually get miscible. This leads to the interfacial
tension between crude oil and CO; as an inevitable
result of dynamic change.
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Fig.6. The curve of CO/crude oil system interfacial
tension change with time under 12MPa.

CONCLUSION

1. Using the ADSA method, the interaction
between CO; and crude oil can be followed through
the reactor under simulated-formation conditions of
temperature and pressure. There is a strong mutual
diffusion at the beginning of the contact of CO, and
crude oil, and as the pressure goes higher, both
dissolution and extraction increase.
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2. Experimental determination of CO. and crude
oil interfacial tension data was performed under the
conditions of temperature of 355.65K and pressure
ranging from 7MPa to23MPa. Experimental results
show that CO/crude oil equilibrium interfacial
tension decreases with the increase in pressure.

3. The interfacial tension between CO, and oil is
large at the initial contact, then gradually decreases
with time, and eventually reaches dynamic balance.
Moreover, the higher the pressure, the larger is the
magnitude of COz/crude oil interfacial tension
change with time.
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OIPEJIEJITHE HA PABHOBECHOTO M IMHAMWUYHOTO MEXIY®A3HO
HAIPEXXEHUE HA CUCTEMATA BBIJIEPOJIEH JIMOKCHJI/ITETPOJI TTO ADSA-
METOJIA

Banr Kcun?, JTro JIndenr?, Jlyn 3enrmun?, JIs Yenrsn!

! Uscneoosamencku uncmumym no uscneosane u npouzeoocmeo na nempon ,, Cunonex *, beiioscun, Kumaii
2 H3cnedosamencku UHCMUmMYm no uzciedsame u npoussoocmeo na nempon ,, Iempouaiina “, beudxcun, Kumaii

ITocrenuna Ha 4 maii, 2014 t.
(Pesrome)

W3znomsBan e ADSA-mMeToasT 3a n3MepBaHe Ha Mex1y(ha3oBoTo Harpexenue B cucremara COz/cypoB meTpoi npu
CUMYIUpPaHU ycIOBUsA Ha TeMmmeparypa oT 355.65 K u namsranus B unTepBasa or 7MPa no 23MPa. Tecrosure
pe3yaTaTH I0Ka3BaT, Y€ PaBHOBECHOTO MeX1y(ha3oBO HaNpEeKEHHWE HaMallsiBa C HapacTBaHe Ha HAJSATaHETO B
cucremara. MHren3uBHa B3auMHa audysus nporuda korato CO; € B KOHTaKT CbC CypOBHsI TIETPOJ M IIOCTOSIHHO Ce
pas3TBaps B IIETPONA, KaTO HAaKpas C€ JOCTUra JI0 YyCTOMYMBO ChCTOSHHE. /IMHAMHYHOTO MEXAy(ha3HO HAIpEKCHHE
MeXay ¢a3ure € BUCOKO NPH MbPBOHAYATHUS KOHTAKT. Cliel TOBa TO MOCTENEHHO HaMajsiBa, KaTo B Kpas HA KOHTAKTa
ce JIoCTUra JWHAaMHUYHO paBHOBecue. OcBeH ToBa MexaydasHoro Hampexenue B cuctemara CO/CypoB meTpolr
HaMaJIsBa 3HAYUTETHO NPH MTOBUIICHUE HA HAJSATAHETO.
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Abstract. A convection-diffusion mathematical model is adopted to describe the chemical contamination dispersion
problem in the joint of artificial lake. We consider the problem into 2-dimensional discussion limited to the surface of the
joint. Under this assumption, the mathematical formulation of the pollution model comprises the mass conservation,
which describes convection, turbulent diffusion and emission of the pollutant, illustrated by a convection-diffusion
equation. We construct and analyse (discrete) boundary conditions for an implicit difference scheme. The finite element
method is used to get the numerical solution of the convection-diffusion equation to insight into the variation of
temperature and concentration fields. Especially, different with other similar research, a stochastic model of Lévy flights
is employed to calculate the dispersion tensor coefficients, which heavily relies on the soil orography, stability class,
distance of pollutant source and surface roughness. Consider the degradation of chemicals, we can also get form the
concentration of time and space distribution by the instantaneous source of pollution. The experimental result of
simulation shows that the progress of chemical pollutant dispersion in the joint of artificial lake is not only related to the
velocity of water fluid, degradation rate, dispersion coefficient, and initial concentration, but also to the geometrical shape
of the a horn mouth to the main body of the artificial lake. It also can be concluded that the Finite Element Method of
Convection-Diffusion model is suitable, accurate and efficient for this kind of pollution problem.

Key words: Environmental Impact, Chemical Pollutant Dispersion, Convection-Diffusion Problem, Finite Element
Method

related to the upstream pollution detection, but also
INTRODUCTION affects the human and animal health downstream.
Nowadays, the common fact that the release of
waste materials from chemical and industrial
facilities into water bodies could harm heavily the
human health and the environment is broadly
accepted in both academia and industry. According
to literature [1,2] one typical environmental problem
in current due to the dispersion of solutes in water
bodies is the fate of the total residual chlorine in
rivers. Unfortunately, in most developing countries,
this kind of phenomenon is very common especially
in inland rivers and lakes.
An artificial lake, sometimes called reservoir, is

—

-
- e

Fig. 1. The landscape of the joint of artificial lake.

often a storage pond or impoundment from a dam
which is used to store water. Artificial lakes may be
created in river valleys by the construction of a dam
or may be built by excavation in the ground or by
conventional construction techniques such as
brickwork or cast concrete. It is characterized by the
neat geometric shapes that composed by a
rectangular cavity connected to the river and a horn
mouth to the main body reservoir as shown in Fig. 1.
Due to the trait of large capacity and decreasing
velocity of the fluid, the pollution is usually very
serious in the joint of artificial lake [3]. In this
research our aim is to investigate the dispersion of
chemical contamination in the joint which is only

* To whom all correspondence should be sent:
E-mail: 1dsyy2006@126.com

Then, we should establish the strict mathematical
model for the proposed problem. In general,
modeling of contamination dispersion often plays an
important role in environmental science, not only
because of its capability to assess the importance of
the relevant processes, but also to describe the
deterministic relationship between emissions and
concentrations/depositions. Typical modeling and
techniques include non-reactive (e.g., dispersion
modeling) and reactive (e.g., photochemical
modeling); deterministic models (e.g., Gaussian,
Lagrangian and Eulerian ones) and stochastic
models [4,5].

Among these models, convection- diffusion
problem [6-11], launched by the research in fluid
science, also concentrate on the physical/chemical
guantities carried by mass points in fluid flow, such
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as the concentration of the substance in the dissolved
fluid flow in the process of change rule. These
changes generally include convection, diffusion, and
its attenuation of physical measurement of some
physical and/or chemical causes or growth process.
Convection diffusion phenomenon in the research of
environmental protection is often met in fluid
mechanics. In the research of fluid science,
convection-diffusion equation is a consolidation of
the diffusion and convection equations, and
describes physical /chemical phenomena where
particles, energy, or other physical/chemical
quantities are transferred inside a physical/chemical
system due to two processes: diffusion and
convection. Under some contexts, it could be also
called the advection-diffusion equation, drift-
diffusion equation, Smoluchowski equation [12] or
scalar transport equation [13].

In this article, we use the finite element method
to get the numerical solution of the convection-
diffusion equation to insight into the variation of
temperature and concentration field. Specially,
different with other similar research in [5,14], a
stochastic model of Lévy flights is employed to
calculate the dispersion tensor coefficients according
to the concrete stochastic models, which are heavily
rely on the soil orography, stability class, distance of
pollutant source and surface roughness. Consider the
degradation of chemicals, we can also get form the
concentration of time and space distribution by the
instantaneous source of pollution.

PROBLEM FORMULATION
Rationale and assumption

The rationale of the finite element method for
convection-diffusion problem is shown below. First,
denote the physical quantity fields (such as
concentration field, velocity field temperature field,
and so forth) as a finite collection of discrete points.
According the initial and boundary conditions mesh
the grid and generate the boundary conditions. Then
establish and solve the algebraic equation on these
discrete points to acquire the approximate solutions.
Note that the convergence of the solution should be
discussed. When the solution is not convergent, it is
necessary to establish new discrete control equation
to be resolved until the convergent one.

Before formalizing the problem, we should give
some preliminary assumptions. Firstly, we consider
the problem into 2-dimensional discussion limited to
the surface of the lake. Therefore the pollutant's
density has to be lower than the water's to make this
assumption valid, for instance, the oil pollutant often
taken as the example. Moreover, in this article, we
present an Eulerian model of pollutant which on this
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scale never reacts significantly with other
composites similar to the literature [15].

Dispersion of the pollutant

Here we adopt a non-reactive model for one
pollutant in order to simplify the numerical method
proposed, but it is not difficult to generalize to
several reactive pollutants. At last, we assume the
water flows are steady, so the first stage is used to
compute the velocity field of the lake surface, while
the second stage determines the flow of the pollutant
measured by a local and time-dependent
concentration: C(x,y,t).

The mathematical formulation of the water
bodies’ pollution model is the equation of mass
conservation, which describes convection, turbulent
diffusion and emission of the pollutant, illustrated by
the following convection- diffusion equation:

aa—f+ V.(=kVC+VC) = f in02x (0,t)

s.t.

Z—i +7.G=0,Y(x,y)ed, j = —kVC +VC
endowed with proper initial and boundary condition
for the pollutant concentration C(x,y,t), which stands
for the concentration of pollutant [kg] per [m®] water.
The vector g stands for the flow [kg/m2-s]. The
equation g = —kVC + V ¢ demonstrates the flow and
the concentration of the pollutant obeying the
relationship called behavior law, which is a
mathematical relation between the gradients of a
function and its dual function. In this work,
boundary conditions are artificial specified since the
river estuary never owns a nature boundary. The
turbulent diffusivity tensor k could be employed into
Guassian perturbation or Lévy flights which will be
explained in the latter subsection. The contamination
source f is standing for a term of
generation/elimination [kg/m3-s]. The space domain
of water bodies SeR? lays over a given surface, and
t: denotes the final time. The vector V is the local
field velocity of the flow.

Diffusivity tensor using Lévy flights

For the diffusivity tensor, we only consider the
model on the transport and diffusion of pollutants
emitted by industrial wastewater; hence we adopt the
stochastic models (Gaussian perturbation, random
walk and so forth). By diffusion, we understand an
aggregation of dispersive processes which are of
diffusion type in a mathematical sense, i.e. resulting
from a random walk (Brownian motion, Einsteinian
diffusion). For a good introduction into the research,
see e.g. [16].
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Under these premises, the concentration of the
pollutants assumes the form of a stochastic
distribution in two-dimensional space, and let it fit
the coefficients of turbulent diffusivity tensor
hereunder:

k= XX

ke O
5 k)

yy
where x and y are those associated with the
horizontal plane.

The stochastic models could be used to obtain the
empirical coefficients k. and ky, on basis of
orography, fluid stability and so forth. The value of
them could be calculated as,

aidet(V
kx = kyy = %

where r is the distance from the pollutant source and
o is the dispersion tensor coefficients according to
the concrete stochastic models, which are heavily
rely on the soil orography, stability class, distance of
pollutant source and surface roughness (c.f. [17]).

In recent related researches, Gaussian models are
used to be the stochastic model to generate the
empirical coefficients in paper [5]. However,
compared to Gaussian distribution, Lévy distribution
is advantageous since the probability of returning to
a previously visited site is smaller than for a
Gaussian distribution, irrespective of the value of p
chosen. So in our research, another random walk
method, Lévy flights, is employed to this work. Lévy
flights, named after the French mathematician Paul
Pierre Lévy, are Markov processes [18]. After a large
number of steps, the distance from the origin of the
random walk tends to a stable distribution. Lévy
flights, which can be characterized by an inverse
square distribution of step length, may optimize the
random search process when targets are scarce and
scarcity of resources. In contrast, Brownian motion
is usually suited for the case when there is a need to
locate abundant prey or targets.

Mathematically, Lévy flights are a kind of
random walk whose step lengths meet a heavy-tailed
Lévy alpha-stable distribution, often in terms of a
power-law formula, L(s)~| s| "/ where 0<p<2isan
index. A typical version of Lévy distribution can be
defined as according to reference [19]

L(s,y, )

Y Y 1
— \/%exp[—z(s_ﬂ)] (s—,u)3/2'0 <u<s<oo;
0,s <0.

As the change of f, this can evolve into one of
Lévy distribution, normal distribution and Cauchy
distribution. Taking the 2D-Lévy flights for instance,
the steps following a Lévy distribution as in Fig.

2(b), while the directions of its movements meet a
uniform distribution as in Fig. 2(a). As shown in Fig.
2(c), an instance of the trajectory of 500 steps of
random walks obeying a Lévy distribution. Note that
the Lévy flights are often efficient in exploring
unknown and large-scale search space than
Brownian walks. One reason for this argument is that
the variance of Lévy flights &*(t) ~ t*7 increases
faster than that of Brownian random walks, i.e., &*(t)
~1.
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Fig. 2. 2D Lévy flights in 500 steps

\elocity field of the water body

The following assumptions are made in order to
compute the water speed field: one is incompressible
flow and the other is non-viscous flow. These could
result into the consequence described by the
following equations:

VV = 0,0tz = 0
where the unit vector Z is the direction vector normal
to the lake. Now, we assume another function i,
called stream-function, defined by :
G o

4 ay"'__ﬁ
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where u and v are the two horizontal components of
the water speed field. Thus, if such a potential exists,
then insertion into the rotational equation gives a
single governing equation (Laplace equation) to be
solved:
AP =0,V (x,y)€A

For a steady-state flow, the trajectories of the
fluid-particles are within the streamlines.
It is possible to demonstrate that these streamlines
are simply described by the equality:

v=y

Coming from this last relationship, the boundary
conditions are easily set when prescribing a different
value to each boundary limited by two successive
mouths similar to a ‘wall' forbidding any crossover
(the shore for instance). One of the boundary has to
be prescribed as a zero value for y. The value of
will be defined according to the inflow/outflow of
the relevant separating mouth in nearby boundaries.
To each inflow and to each outflow corresponds a
jump' of the value of y. A constant value for
defines a streamline

Variational form

The finite element method is based on the
discretization of a variational form corresponding to
each equation of the problem.

Based on the Eq. (1), the Galerkin variational
problem [20] is corresponding to the mechanical
principle of virtual work, i.e., for a static equilibrium
of the system, the virtual work about the forces of all
external forces along with the virtual displacement
could be expressed as the following equation,

W= ff o(x,y) (V. (—kVC + VC) + E) dxdy
s

=Zf kV(p(x,y).(l?C)dxdy
Se

—f k(p(x,y).(ﬁC) nds
as
+Z-U<p(x,y) (l7 (VC)) dxdy
Se
+fo<p(x,y)g—idxdy
Se

where ¢(x,y) stands for any trial function, S is the
total lake surface and oS the limit of the lake. Once
the division of the domain (called meshing) into
elementary surfaces (called finite elements) is done,
then the weak form is discretized and appears as a
sum of elementary terms. Because the numerical
solution of the above pollution model is critical to
use accurate and stable numerical methods. In our
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work, we use a combination of Galerkin and upwind
finite element method to simulate the chemical
pollutant dispersion in river estuary.

Discrete forms of FEM

Let us discuss the Discrete forms of FEM. Firstly,
T is a collection of continuous piecewise linear
function under triangulation, which is a linear space
on real number field. Every function T(x,y) in T could
be expressed as:
Np Tl
T(X,J’) = Z TiNi(x'.V) = (NllNZINS)y;Z}' (xIY) € §
i=1 3
where T is the value of T(x,y) on the spot of Pi. Ni(x,y)
are called the linear interpolation functions on
element e. The linear interpolation function Ni(x,y)
get the value 1 on the spot of Pi, but around P; get
nonzero values.. Based on these interpolation
function, any trail function ¢(x,y) could be expressed
linearly as below:

Ny
0 (x,y) = {P1, 92, P3) {Nz}
Ny
Then the linear interpolation functions on element
e have the solution as follows:

1
(M0, 9) = 55 32 G2 = ) = %3200 = )]

1
N,(x,y) = 24 [y13(x3 = x) — x13(y3 — y)]

1
N3(x,y) = 24 V21061 = x) — %21 (y1 — Y]

Thus, the gradient vector of T could be expressed

as.
aT [aN1 JON, 6N3] R
. ol o ax ax|(M
— —_ — e .
VT =4ar(=|on, an, aN, ;2 =[BT} ;

) Loy oy oyl

N N M
7=l 0y =| dy ay 9 |ly2
oY Ny N, N |[y3
"o T T Tl
B(2,:)
—_ e
=0 S50
AN, AN
dx 0dy
, o, an,|
Vo = (@1, 92, 93) % dy = (p)¢[B]
ON; N,
| 0x Oy |

Besides, we can write the gradient matrix [B] as
follows:

[B] = [ Ox O0x Ox ] _ 1 V23 Y1 J’12]

- laN1 oN, a1V3J T 24e X3z X3 Xoq

ay dy ay
Hence, the elementary weak form, which is
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necessary to calculate the speed field, can be
discretized as follows:

nelt

Wo = 2 Wy = E ﬂ kVo(x,y).(VC))dxdy
e=1 Se
B Z ﬂ ()°[BI"k[BI{C}® dxdy

= Yoy f [1"k[B] dxdy {C}*
Z«p)em €y

with the elementary stiffness matrix being defined by
the relation :
[K1y = A°k[B]"[B]

where A¢ is the surface of the relevant element.

The weak form corresponding to the equation of
diffusion-transport can be discretized as

We =Wer + W,

Where:

= || ) (T.(7 c)asay
Se

=fo o y)V.(V C)dxdy
Se

-y f f (o)° {%g} e BEAT

—B(1,:)
= o) ff {%5} dxdy (§)°
= Nor’ H«p)e[m b

B(i, )] ey
= (p)°[K]¢{C}¢

Then the definition of the transport matrix [K]g
could be written as following:

. _Ae 1 . B(2,%)
e = ?{1} 18T T

The components of the vector ()¢ are the nodal
values of the triangular element, which outputs are
resulting from the first step of the solving procedure
(water velocity field).

B2, 1"
—-B(1,:)

[BJ{C}*dxdy

| ey

nelt

We, = ZW& =Zﬂ oY) 3 dxdy
Se
= > (o) ff
2 1 1

= > oy me(cy ‘ZW—} f %]{c'}

where the mass matrix is relevant to the temporal
term and defined by :

gef2 11
[M]¢ = |t 21
1 1 2

What's more, the components of the

vector {C}° are the temporal derivatives of the
concentration value at the nodes.

At the end of the assembly step, which consists in
summing up the whole set of elementary
contributions for the global system, we can write the
two equations systems hereunder:

(1) Solving the water speed field:

Wll,:()

N2 (N1,N2,N3)dxdy{C}°

(2) Transport of the pollutant with the help of the
water field speed:

WC=O

Considering stablility of function, we use an
explicit schema to the diffusion of the pollutant in
the lake corresponds one equations system. There
are no boundary conditions of the Dirichlet's type for
this equations system. The necessary and boundary
condition for the pollutant is over the whole contour
of the lake: there must be a reflexion of the pollutant
over the whole contour. This is a Neumann's type of
boundary condition.

The system to be solved is therefore the
following:

[M]{C} + [Klll + K (€} = {F¢}

where vector {F} results of the introduction of the
initial condition.

n+1 __ n
T 4 ket = o
{cy* = (1] - At[M] 7Ky, + K]
+ At[M]~H{F "
[G] = [I] — At[M]~*[Ky + K]
We put [;
[M]7*[Ky + Kc], with ;
the stable scheme if

the eigenvalues of the matrix
> 0. Therefore: A;=1—1l; is
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To the diffusion of the pollutant in the joint
corresponds one equations system. There is no
boundary condition of the Dirichlet's type for this
equation system. The necessary and boundary
condition for the pollutant is over the whole contour
of the joint surface: there must be a reflexion of the
pollutant over the whole contour. This is a
Neumann's type of boundary condition.

eq n=-75W/m (Neumann)
f ke @(x,y). (VT) nds = z f @(—=75)ds

z(cpl P2)f ——— le( 75) {1}

However, in the other cases, the Cauchys type of
boundary condition is considered.

eq "1 = he(T — Tair)
So the last component of Eq. (3) could be written
as:

— ¢ ke @x,y). (VT) nds
as

= z f ¢he (T — Tair)ds
e
f (cp)e
f @ {¥

Y Whe;j; ()
el®Tair (1
—2(@1 @2)¢ ———
ezle 2{1} T1)¢
=t (52 3](73)
hel®T
_he i alr{1}>

SOLVING STAGES

To calculate the solving procedure, the transport
modeling of the chemical pollutant by the speed field
has to satisfy the following stages:

Step 0. Preprocessing of the parameters.

Step 1. Soling the speed field equation:

[Ky 1003} = {Fy}
Step 2. Regulating the initial condition on C:
C(x0,¥0,t =0) =Cy

he (N1 N2){T}¢ds

heTalr ds
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Step 3. Choosing the time step At.
Step 4. Iterating on the discrete time.
Step 4.1 Resolution of the concentration
increment between time 'n' and time 'n+1":
{IM] + At[Ky + K| HACH}
= At({Fc} — [Ky + Kc]{C™Y)
Step 4.2 Update the solution:
e = {c"y + {acyth}

Step 5. Postprocessing of the results.

EXPERIMENTAL RESULTS AND ANALYSIS

Time and space distribution of pollutant
concentration formed by transient source

In this simulation, we investigate the time and
space distribution of pollutant concentration formed
by transient source. As shown in Table 1, the
experiment is divided into two groups. Group |
presents the case with a low flow velocity of
0.05km/h, while Group Il with a high flow velocity
of 0.5km/h. Each group consists of two tries with
different pollutants degradation rate constant, i.e.,
0.16 and 0.84. The initial concentration CO is fixed to
1.63mgl/L.

Table 1. Time and space distribution of concentration
by transient source.

u Co

Group  TYPe  neyl P [mgiL
G| @ 005 016 163
P () 005 084 163
oy @ 05 016 163

(b) 05 084 163

Fig. 3 (a)-(d) illustrates the time and space
distribution of pollutant concentration formed by
transient source. The vertical coordinates denote the
pollutant concentration. From Fig. 3 (a) and (b), we
can clearly see that concentration shocks up and
down about 0, and declines rapidly with the time
elapses, regardless of degradation rate constant.
However, in the Fig. 3 (c) and (d), the concentration
varies with the change of distance obviously.
Moreover, the fluid may carry the pollutant
downstream fast so that the concentration is large
when far from the transient source.

Concentration of suspended particles increases
near the bed with increase of settling velocity, as it
proceeds towards downstream. It is interesting to
note that with increase of settling velocity the
elongation in the concentration profiles is mostly
prominent near the bed surface. This is because the
heavier particles travel most of the time very close to
the bottom, where the velocity gradient is greater than
any other region; this means, that the greater the
velocity gradient, the larger the longitudinal
dispersion [27].
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2

Fig. 4. Dimensionless, steady, concentration profiles at various downstream distances from the source.
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Fig. 3. Time and space distribution of pollutant concentration formed by transient source.
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Temperature transport and heat flow of chemical
pollutants

In this subsection, we are investigating the joint
geometry’s the influence for the temperature
transport of chemical pollutants. This facet of
research is meaningful as the downstream creature
such as fishes and other stream biota are very
sensitive to the variation of temperature. On the
other hands, the chemical pollutants in industrial
wastewater, such as, metallurgical or chemical fibre
wastewater, always take higher temperature than the
water bodies.

In reality, according to the different geometrical
morphology, the joint of artificial lake can be
classified as into two types, i.e., Parabolic Joint and
Hyperbolical Joint, which own different kind of horn
mouth to the main body reservoir.

The parameter setting of simulation is shown in
Table 2, where Ny is the number of nodes, Nei the
number of elements, and Nbares the number of
barriers elements. It also presents the numerical
solutions of pollutants temperature in PJ and HJ.

Table 2. Numerical solutions of diffusion of pollutants
temperature

Minimum Maximum

Joint Type Nre  Nett  Noares g1y solution field solution

Parabolic

Joint(p) 1496 2990 181 25 25
Hyperbolical ) e 673 202 25.00859600 26.37535877
Joint (HJ)

0.065

25
0.06
25
25
25
25
25
25
25
25

25

25

(b)
Fig. 5. Temperature transport of chemical pollutants in
PJ and HJ

Fig. 5 describes the temperature transport of
chemical pollutants in PJ and HJ. In Fig. 5(a), the
temperature field is non-gradient because the
chemical pollutants present a different diffusion and
the diversity of directions. It also can be seen that the
temperature in the horn mouth of PJ is higher than
the rectangular cavity. Therefore, in this kind of
joint, the temperature transport and heat flow of
chemical pollutants may seriously affect the survival
of the downstream creature. Whereas in the case
depicted by Fig. 5(b), the temperature field of
pollutants decrease rapidly because of the uniform
thermal plume. Hence, the water body of this kind of
horn mouth is not easy to be affected by the variation
of temperature. The Fig. 6 illustrates the heat flow of
chemical pollutants with isothermal in PJ and HJ.

0.065

0.06

0.055

0.05

0.045

0.04

0.035

0.03

0.025

0.02

0.015 L L L L L h
0.03 0.04 0.05 0.06 0.07 0.08

(b)
Fig. 6. Heat flow of chemical pollutants with
isothermal in PJ and HJ.

Consider for the coefficients of turbulent
diffusivity under the cases of PJ and HJ, the
landscape of the global stiffness matrices are shown
in Fig. 7(a) and (b) respectively. Note that the
matrices are block-tridiagonal, clearly showing the
random distribution on the Npns. It can be seen that
the block before Nbarres (with green diagonal line)
is sparser than the block after NpareS (with red
diagonal line) in both Fig. 7(a) and (b). Moreover, in
Fig. 7 (a), there exist some discontinuous blocks but
continuous in Fig. 7(b). According to our treatment
to the coefficients of turbulent diffusivity, the
matrices should follow a distribution by Lévy
flights.

956



De-Sheng Li: Convection-diffusion modelling for chemical pollutant dispersion in the joint of artificial lake using ...

1400f 7N
1200F°

1000f-"

200 400 600 800 1000 1200 1400

(@)

1400
1200 ‘
1000
800 -
600 .
400 _':

200f -

200 400 600 800 1000 1200 1400

(b)
Fig. 7 .Heat flow of chemical pollutants with
isothermal in PJ and HJ.

This can be verified in both Fig. 8 (a) and (b),
where the temporal residue vectors are illustrated. In
this figures, the coefficients of turbulent diffusivity
is transformed as the 1-dimesion steps.

L, x 1D

Fig. 8. Coefficients of turbulent diffusivity following
a distribution by Lévy flights.

CONCLUSIONS

In this paper, we investigate the chemical
contamination dispersion problem in the joint of
artificial lake; a convection-diffusion mathema- tical
model is adopted to describe it. We consider the
problem into 2-dimensional discussion limited to the
surface of the joint. Firstly, for the diffusivity tensor,
we only consider the model on the transport and
diffusion of pollutants emitted by industrial

wastewater; hence we adopt a new kind of stochastic
models, Lévy flights, to model it. The latter
simulation proved this the correctness of the random
distribution. Then we also investigate the time and
space distribution of pollutant concentration formed
by transient source and found that the fluid may
carry the pollutant downstream fast so that the
concentration is large when far from the transient
source. Concentration of suspended particles
increases near the bed with increase of settling
velocity, as it proceeds towards downstream. It is
interesting to note that with increase of settling
velocity the elongation in the concentration profiles
is mostly prominent near the bed surface. At last, we
investigate the joint geometry’s the influence for the
temperature transport of chemical pollutants. In the
kind of PJ, the temperature transport and heat flow
of chemical pollutants may seriously affect the
survival of the downstream creature. Whereas, the
water body of the kind of horn mouth of HJ is not
easy to be affected by the variation of temperature.
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MOJIEJIMPAHE 10 METOJIA HA KPAHUTE PA3JIUKA HA KOHBEKTUBHATA
JIUDY3USI [TPU PA3CEMBAHETO HA XUMUUYECKU 3AMBPCUTEJIN B U3KYCTBEH
BOJIOEM

He-1llenr JIn

Hayuen xonesc, Ynusepcumem 3a nayka u mexnonoeus “Anyu”, @eneuane 233100, Kumaii
Tlocreruna va 12 mait, 2014 r.
(Pesrome)

Pa3zpaboTeH e MareMaTWdeH MOJIEN 3a ONHMCAHWETO Ha IHCHEpPCHATAa HA XUMHYHHA 3aMBPCHUTENN B YCTHETO Ha
M3KYCTBEH BOJIOEM, OCHOBAaH Ha KOHBEKTHMBHara qudys3usa. Pasrnenana e nBymepHara 3ajada B 001acT, OrpaHUYEHA 10
MOBBPXHOCTTA Ha KaHana. [Ipyu Te3u mpennocTaBKu MOJETBT CE OCHOBABA HA YPAaBHEHHETO 33 ChXPAaHEHHE HAa Macara ¢
OTYHMTaHE HAa KOHBEKTHMBHATa M TypOynaeHTHata nu¢dysns. CbCTaBeHM ca M ca aHAIM3UPAHU TPAHUIHU YCIOBHS C
MIOMOINTa Ha HesiBaHA AnW(EepeHYHA cxema. MeToabT Ha KpallHWTE €JIEMEHTH € H3IION3BaH 3a J1a CE IOIYYH YHCICHO
pelleHne Ha ypaBHEHUETO HA KOHBEKTHBHATA AN(Y3Us ¥ 1a Ce [oJTydar rojerara Ha pasIpeeieHie Ha KOHIIGHTPaIunuTe
Y Ha TeMIieparypara. YCIopeIHO C TOBa € U3IOJI3BaH CTOXaCTUYHUSAT MeTO/ Ha LEVY 3a ompeiensiHeTo Ha KOe(DUIUEHTHTE
B JIUCIIEPCUOHHMS TEH30p, KOMTO CHIIHO 3aBUCH OT oporpadusira Ha [0YBaTa, Kjlaca Ha CTAOMIIHOCT, Pa3CTOSIHUETO OT
M3TOYHUKA HAa 3aMbPCABaHE U NMOBBPXHOCTHATa rpanaBuHa. OT4HUTAlKU pas3slaraHeTo Ha XMMHYECKUTE BEIECTBA MOXE
Jla ce OTKpHe BPEMEBOTO M MPOCTPAHCTBEHOTO pAa3Npe]esieHHe Ha MOMEHTeH H3TOYHMK Ha 3aMBbpCSABaHe.
CHUMyNallMOHHUTE eKCIIEPUMEHTH MOKAa3BaT, Ye Pa3sIpOCTPAaHEHUETO Ha 3aMbPCSIBAHETO B YCTUETO HA BOAOEMA 3aBUCH HE
caMo OT CKOpOCTTa Ha (uIynaa, CKOPOCTTa Ha pasjaraHe, JUCIEPCHOHHUS KOS()UIIMEHT U HayallHaTa KOHICHTpAIHs, HO
U reoMeTpudHara (opma Ha yCTHETO.

Moske f1a ce 3aKiIouH, Y€ METOABT Ha KpaiHUTE €JIEMEHTH € MOAXOIIN B CIydas HAa KOHBEKTHBHA AnQY3us; TOH €
TOYEH U e(pUKaceH B TO3M KJIac MpoOIeMH Ha 3aMbPCABAHETO.
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MyTalyss ¥ ONTHUMH3AIMOHCH aJrOPUTHM C POSK HAa YACTHIM TMPH HEBPOHHU MPEKH C 0OpaTHO
PABTIPOCTPAHEHIC .. e et et tee et tae et et aen et et e et et eae et se s sea o ea s ee e re tae eas ea s tea et et e ae s ebee e e ebeanenn eens
Jlu Kcunxya, Cyun Kueao, I'vo Xowexaui, Ky Kewnun, T'OIUIIHM €MUCUU OT Cspa-ChAbPXKAILU Ta30BE B
TPWINBHATE IUTUTYMHH B 1eTaTta Ha JKbnraTta peka, Kuraii. .
AHuna Jls, Beiixau Xe, Anu YV, Bnusaue Ha OMyIeH CHIMIMEB TUOKCHU] BbPXY CBOMCTBAaTa HA MEKH OMAKOBBHYHU
MaTepHay Ha OCHOBATa Ha ChPIIEBHMHA OT 0araca M OUCYI(MUTHA OTHATBUHA JTYTA «.vvuvuenvervenernerannanss
Bane Kuane, Cuate3 Ha HaHOKpHUCTATH OT Cuz0 U TSIXHOTO MPHUIIOKCHUE B 3EMEICITHCTO . vvvvnnenennnene e ennns
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Yeuyeu JKane, An Lllu, Kunerrnka Ha ancop6uusra Ha ¢pocdaTtu OT BOJHH Pa3TBOPH BBPXY OTHAIbYHA XKEJsI3HA
07050 S PP

Bane Kcuwn, Jho Jlugene, Jlyn 3enemun, Jlg Yenean, OmnpenensHe Ha pPaBHOBECHOTO W JIWHAMHYHOTO
MexIyha3HO HApeKESHNE Ha CUCTeMAaTa BhIIIEPOJCH THOKCHI/TIETPOIT TIO adsa- METOMA ....vvvevvvnens...

Jle-1llene JIu, Monenupane 1Mo MeToJla Ha KpaiHUTE Pa3InKU Ha KOHBEKTUBHATA AU(Y3Us MpU pa3ceiiBaHETO Ha
XAMHYECKH 3aMBPCUTEITH B U3KYCTBEH BOMOCM ... v te e euteneensnnenennenne e ansnenenaenaen e e ene enees

HHCTPYKIJUA 34 ABTOPHTE ... et iee ettt et e et tee e eae aee taa e te e e et aee e et et e s et aae e et e e e eaate ee e ntaee e ans
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